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1.

I nt roducti on

RELOAD [I-D.ietf-p2psi p-base] reconmends symetric recursive routing
(SRR) for routing nmessages and describes the extensions that would be
required to support additional routing algorithnms. Oher than SRR
two other routing options: direct response routing (DRR) and rel ay
peer routing (RPR) are also discussed in Appendix A of [I-D.ietf-
p2psi p-base]. As we show in section 3, DRR is advant ageous over SRR
in some scenarios by reducing |load (CPU and |ink bandw dth) on
intermedi ate peers. For exanple, in a closed network where every
peer is in the sane address realm DRR perforns better than SRR In
ot her scenarios, using a conbination of DRR and SRR together is nore
likely to bring benefits than if SRR is used al one.

Note that in this docunent, we focus on DRR routing node and its
extensions to RELOAD to produce a standal one solution. Please refer
to RPR draft [I-D.ietf-p2psip-rpr] for RPR routing node.

We first discuss the problem statenent in Section 3, then howto
conmbi ne DRR and SRR is presented in Section 4. In Section 5 we give
compari son on the cost of SRR and DRR in both managed and open
networks. An extension to RELOAD to support DRR is proposed in
Section 6. Sone optional nmethods to check peer connectivity are

i ntroduced in Appendi x A

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

We use the terninology and definitions fromthe RELOAD base draft
[I-D.ietf-p2psi p-base] extensively in this docunent. W also use
terns defined in NAT behavi or discovery [ RFC5780]. Qher terns used
in this docunent are defined inline when used and are al so defined
bel ow for reference

Publicly Reachable: A peer is publicly reachable if it can receive
unsol i cited nessages from any other peer in the same overl ay.

Note: "publicly" does not nean that the peers nust be on the
public Internet, because the RELOAD protocol nmay be used in a

cl osed system

Direct Response Routing (DRR): refers to a routing node in which
responses to P2PSIP requests are returned to the sendi ng peer
directly fromthe destinati on peer based on the sending peer’s own
| ocal transport address(es). For sinplicity, the abbreviation DRR
is used instead in the rest of the docunent.
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3.

3.

3.

Synmetric Recursive Routing (SRR): refers to a routing node in
whi ch responses follow the reverse path of the request to get to
the sending peer. For sinmplicity, the abbreviation SRR is used
instead in the rest of the docunent.

Overvi ew

RELOAD i s expected to work under a great number of application
scenarios. The situations where RELOAD is to be deployed differ
greatly. For instance, sone deploynents are gl obal, such as a Skype-
like systemintended to provide public service, while others run in
cl osed networks of small scale. SRR works in any situation, but DRR
may work better in some specific scenarios.

1. SRR and DRR

RELOAD is a sinple request-response protocol. After sending a
request, a peer waits for a response froma destination peer. There
are several ways for the destination peer to send a response back to
the source peer. In this section, we will provide detail ed
informati on on two routing nodes: SRR and DRR

Sone assunptions are nmade in the following illustrations.

1) Peer A sends a request destined to a peer who is the responsible
peer for Resource-1D k;

2) Peer X is the root peer being responsible for resource k
3) The internedi ate peers for the path fromAto X are peer B, C, D
1.1. Symmetric Recursive Routing (SRR

For SRR, when the request sent by peer Ais received by an
internmedi ate peer B, C or D, each internediate peer will insert

i nformati on on the peer fromwhomthey got the request in the via-
list as described in RELOAD. As a result, the destination peer X
wi Il know the exact path which the request has traversed. Peer X
will then send back the response in the reverse path by constructing
a destination |list based on the via-list in the request. Figure 1
illustrates SRR
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3.

3.

3.

4.

4.
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Figure 2. DRR routing node

2. Scenari os where DRR can be used

This section lists several scenarios where using DRR would work, and
identifies when the increased efficiency woul d be advant ageous.

2.1. Managed or closed P2P systens

The properties that make P2P technol ogy attractive, such as the |ack
of need for centralized servers, self-organization, etc. are
attractive for managed systens as well as unmanaged systems. Many of
these systens are depl oyed on private networks where peers are in the
same address real mand/or can directly route to each other. In such
a scenario, the network adm nistrator can indicate preference for DRR
in the peer’s configuration file. Peers in such a system would
always try DRR first, but peers MJST al so support SRR in case DRR
fails. If during the process of establishing a direct connection
with the sending peer, the respondi ng peer receives a response with
SRR as the preferred routing node (or it fails to establish the

di rect connection), the respondi ng peer SHOULD NOT use DRR but switch
to SRR The sinple policy is totry DRRand if fails switch to SRR
for all connections. A finer grained policy is when a peer keeps a
list of unreachabl e peers based on trying DRR and use only SRR for
these peers. The advantage in using DRRis on the network stability
since it puts | ess overhead on the internediate peers that will not
route the responses. The internediate peers will need to route |ess
nmessages and save CPU resources as well as the |ink bandw dth usage.

2.2. Wreless scenarios

In sone nobile deploynents, using DRR may help with reducing radio
battery usage and bandwi dth by the internediate peers. The service
provi der may reconmrend using DRR based on his know edge of the

t opol ogy.
Rel ati onshi p bet ween SRR and DRR
1. How DRR works

DRR is very sinmple. The only requirenment is for the source peers to
provide their potential (publically reachable) transport address to
the destination peers, so that the destination peer knows where to
send the response. Responses are sent directly to the requesting
peer.
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4.2. How SRR and DRR work together

DRR is not intended to replace SRR It is better to use these two
nodes together to adapt to each peer’s specific situation. 1In this
section, we give sone informative suggestions on howto transition
bet ween the routing nodes in RELQAD.

According to base draft [I-D.ietf-p2psip-base], SRR MIST be
supported. An overlay MAY be configured to use alternative routing
algorithms, and alternative routing algorithns MAY be selected on a
per-nessage basis. |.e., a node in an overlay which supports SRR and
sone other routing algorithm for exanple DRR, night use SRR some of
the time and DRR sonme of the time. A node joining the overlay should
get fromthe configuration file the preferred routing node. |[If an
overlay runs within a private network and all peers in the system can
reach each other directly, peers MAY send nost of the transactions
with DRR.  On the contrary, using DRR SHOULD be di scouraged in the
open Internet or if the adm nistrator does not feel he have enough

i nformati on about the overlay network topol ogy. A new overl ay
configuration el enent specifying the usage of DRRis defined in
Section 7.

Al ternatively, a peer can collect statistical data on the success of
the different routing nodes based on previous transactions and keep a
list of non-reachabl e addresses. Based on this data, the peer wll
have a cl earer view about the success rate of different routing
nmodes. O her than the success rate, the peer can al so get data of
finer granularity, for exanple, the nunber of retransnission the peer
needs to achi eve a desirabl e success rate.

A typical strategy for the peer is as follows. A peer chooses to
start with DRR based on the configuration. Based on the success rate
seen fromthe | ost nessage statistics or responses that used DRR, the
peer can either continue to offer DRRfirst or switch to SRR Note
that a peer should use the DRR success statistic to decide if to

continue using DRR or fall back to SRR It is not reconmended to
make such decision per specific connection but this is an application
deci si on.

5. Conparison on cost of SRR and DRR
The maj or advantages in using DRR are in going through |ess
i nternmedi ate peers on the response. By doing that it reduces the
| oad on those peers’ resources |ike processing and comunication
bandw dt h.

5.1. dosed or nmanaged networks
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As described in Section 3, nmany P2P systens run in a closed or
managed environnent (e.g. carrier networks) so that network
adm nistrators woul d know that they could safely use DRR

SRR brings out nore routing hops than DRR.  Assuming that there are N
peers in the P2P systemand Chord is applied for routing, the nunber
of hops for a response in SRR and DRR are listed in the follow ng
table. Establishing a secure connection between the sendi ng peer and
the responding peer with (D) TLS requires multiple nessages. Note
that establishing (D) TLS secure connections for P2P overlay is not
optinmal in sone cases, e.g. direct response routing where (D)TLS is
heavy for tenporary connections. |Instead, some alternate security
techni ques, e.g. using public keys of the destination to encrypt the
messages, and signing tinmestanps to prevent reply attacks can be
adopted. Therefore, in the following table, we show the cases of: 1)
no (D)TLS in DRR, 2) still using DILS in DRR as sub-optimal. As the
wor st -cost case, 7 nessages are used during the DTLS handshaki ng
[DTLS]. (TLS Handshake is a two round-trip negotiation protoco

whi | e DTLS handshake is a three round-trip negotiation protocol.)

Mbde | Success | No. of Hops | No. of Msgs
SRR | Yes | log(N) | I og(N)
DRR | Yes [ 1 1
DRR(DTLS) | Yes [ 1 | 7+1

Table 1. Conparison of SRR and DRR in cl osed networks

From t he above conparison, it is clear that:

1) In nmost cases when N > 2 (271), DRR uses fewer hops than SRR
Using a shorter route means | ess overhead and resource usage on

i nternmedi ate peers, which is an inportant consideration for adopting
DRR in the cases where the resources such as CPU and bandwi dth are
limted, e.g. the case of nobile, wireless networks.

2) In the cases when N > 256 (278), DRR al so uses fewer nmessages than
SRR

3) In the cases when N < 256, DRR uses nore nmessages than SRR (but
still uses fewer hops than SRR). So the consideration on whether
usi ng DRR or SRR depends on other factors like using | ess resources
(bandwi dt h and processing) fromthe internediate peers. Section 4
provi des use cases where DRR has better chance to work or where the
i ntermedi ary resources considerations are inportant.
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5.2. (Open networks

In open networks where DRR is not guaranteed to work, DRR can fal
back to SRRif it fails after trial, as described in Section 4.

Based on the sane settings in Section 5.1, the nunber of hops, nunber
of messages for a response in SRR and DRR are listed in the foll ow ng

tabl e.
Mbde | Success | No. of Hops | No. of Msgs
SRR | Yes | log(N) | I og(N)
DRR [ Yes [ 1 [
| Fail &all back to SRR | 1+l og(N) | 1+l og(N)
DRR(DTLS) | Yes [ 1 7+1
| Fail &all back to SRR | 1+l og(N) | 8+l og(N)

Tabl e 2. Conparison of SRR and DRR i n open networks

From t he above conparison, it can be observed that trying to first
use DRR could still provide an overall nunber of hops |ower than
directly using SRR  Suppose that P peers are publicly reachable, the
nunber of hops in DRR and SRR is P*1+(N-P)*(1+l ogN), NtIogN,
respectively. The condition for fewer hops in DRRis
P*1+(N-P)*(1+l ogN) < Nl ogN, which is PN > 1/1ogN. This nmeans that
when the nunber of peers N grows, the required ratio of publicly
reachabl e peers P/N for fewer hops in DRR decreases. Therefore, the
chance of trying DRR with fewer hops than SRR becones better as the
scal e of the network increases.

6. DRR extensions to RELOAD
Addi ng support for DRR requires extensions to the current RELOAD
protocol. In this section, we define the extensions required to the
protocol, including extensions to nmessage structure and to nessage
processi ng.

6.1. Basic requirenments

Al'l peers MJUST be able to process requests for routing in SRR, and
MAY support DRR routing requests.

6.2. Modification to RELOAD nmessage structure
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RELOAD provi des an extensible framework to accommodate future
extensions. |In this section, we define a Forwardi ngOption structure
to support DRR node. Additionally we present a state-keeping flag to
informinternediate peers if they are allowed to not maintain state
for a transaction.

6.2.1. State-keeping flag

RELOAD al l ows intermedi ate peers to maintain state in order to
i npl ement SRR, for exanple for inplenenting hop-by-hop

retransmssion. |If DRRis used, the response will not follow the
reverse path, and the state in the internediate peers will not be
cleared until such state expires. In order to address this issue, we

propose a new flag, state-keeping flag, in the nmessage header to
i ndi cate whether the state keeping is required in the internedi ate
peers.

flag : 0x08 | GNORE- STATE- KEEPI NG

I f | GNORE- STATE- KEEPI NG i s set, any peer receiving this nessage and
which is not the destination of the nmessage SHOULD forward the
message with the full via list and SHOULD NOT mai ntai n any internal
state.

6.2.2. Extensive routing node
This draft introduces a new forwarding option for an extensive
routing node. This option conforns to the description in section
6.3.2.3 of [I-D.ietf-p2psip-base].

We first define a new type to define the new option,
ext ensi ve_routi ng_node:

The option value is illustrated in the following figure, defining the
Ext ensi veRout i ngModeOpti on structure:

enum {(0), DRR(1), (255)} Routehbde;

struct {
Rout eMbde r out enode;
Overl ayLi nkType transport;
| pAddr essPor t i paddr essport;
Desti nation desti nati ons<1..2"8-1>;

} Ext ensi veRout i nghMbdeQpt i on;

The above structure reuses Overl ayLi nkType, Destination and
| pAddressPort structure defined in section 6.5.1.1, 6.3.2.2 and
6.3.1.1 of [I-D.ietf-p2psip-base].
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Rout eMbde: refers to which type of routing node is indicated to the
destination peer.

Overl ayLi nkType: refers to the transport type which is used to
deliver responses fromthe destination peer to the sendi ng peer

| pAddressPort: refers to the transport address that the destination
peer use to send the response to. This will be a sending peer
address for DRR

Destination: refers to the sending peer itself. |[If the routing node
is DRR, then the destination only contains the sending peer’s Node-
| D.

6.3. Creating a request

6.3.1. Creating a request for DRR
When using DRR for a transaction, the sending peer MJST set the
| GNORE- STATE- KEEPI NG flag in the Forwardi ngHeader. Additionally, the
peer MJST construct and include a Forwardi ngOptions structure in the
Forwar di ngHeader. Wen constructing the Forwardi ngOption structure,
the fields MIUST be set as foll ows:
1) The type MJUST be set to extensive_routing_node.
2) The ExtensiveRouti ngvbdeOption structure MJST be used for the
option field within the Forwardi ngOptions structure. The fields MJST
be defined as follows:
2.1) routenode set to 0x01 (DRR).
2.2) transport set as appropriate for the sender
2.3) ipaddressport set to the peer’'s associated transport address.

2.4) The destination structure MJST contain one val ue, defined as
type node and set with the sending peer’s own val ues.

6.4. Request and response processing
This section gives normative text for nmessage processing after DRRis
i ntroduced. Here, we only describe the additional procedures for
supporting DRR. Please refer to [I-D.ietf-p2psip-base] for RELOAD
base procedures.

6.4.1. Destination peer: receiving a request and sending a response
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When the destination peer receives a request, it will check the
options in the forwarding header. |If the destination peer can not
under st and extensi ve_routing_node option in the request, it MJST
attenpt to use SRR to return an "Error_Unknown_ Extensi on" response
(defined in Section 6.3.3.1 and Section 14.9 of [I-D.ietf-p2psip-
base]) to the sending peer.

If the routing node is DRR, the peer MJST construct the Destination
list for the response with only one entry, using the sending peer’s
Node-I D fromthe option in the request as the val ue.

In the event that the routing node is set to DRR and there is not
exactly one destination, the destination peer MIST try to return an
"Error_Unknown_Ext ensi on" response (defined in Section 6.3.3.1 and
Section 14.9 of [I-D.ietf-p2psip-base]) to the sendi ng peer using
SRR.

After the peer constructs the destination list for the response, it
sends the response to the transport address which is indicated in the
i paddressport field in the option using the specific transport node
in the Forwardi ngoption. |If the destination peer receives a
retransmt with SRR preference on the nessage it is trying to respond
to now, the respondi ng peer SHOULD abort the DRR response and use
SRR.

6.4.2. Sending peer: receiving a response
Upon receiving a response, the peer follows the rules in [I-D.ietf-
p2psi p-base]. The peer SHOULD note if DRR worked in order to decide
if to offer DRR again. |f the peer does not receive a response unti
the timeout it SHOULD resend the request using SRR

7. Overlay configuration extension

Thi s docunent extends the RELOAD overlay configuration by addi ng one
new el enent, "route-node", inside each "configuration" elenent.

The Conpact Relax NG Granmar for this elenment is:
nanespace route-node = "urn:ietf:parans: xnl:ns: p2p: rout e- node"
paraneter &= el ement route-node:mode { xsd:string }?

Thi s nanmespace is added into the <mandatory-extension> elenent in the

overlay configuration file. The defined routing nodes include DRR
and RPR
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Mode can be DRR or RPR and if specified in the configuration should
be the preferred routing node used by the application.

8. Security considerations
As a routing alternative, the security part of DRR confornms to
section 13.6 of the base draft [I-D.ietf-p2psip-base] which describes
routing security. The DRR routing option provide the informtion
about the route back to the source. According to section 13 of the
base drat the forwardi ng header MJST be digitally signed protecting
the DRR routing infornation.

9. | ANA consi derations

9.1. A new RELOAD forwarding option

A new RELOAD Forwarding Option type is added to the Forwardi ng Option
Registry defined in [I-D.ietf-p2psip-base].

Type: 0x02 - extensive_routing_node

9.2. A new |ETF XM registry
This section requests IANA to register the following URN in the "XM
Nanmespaces" class of the "I ETF XM. Registry" in accordance with
[ RFC3688] .
URI: urn:ietf:parans: xn :ns: p2p: rout e- node
Regi strant Contact: The | ESG
XM.: This specification
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Appendi x A, Optional nmethods to investigate peer connectivity
This section is for informational purposes only for providing some
mechani sns that can be used when the configuration information does

not specify if DRR can be used. It summarizes sone nethods which can
be used for a peer to determine its own network | ocation conpared
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with NAT. These nmethods may help a peer to deci de which routing node
it my wish to try. Note that there is no fool proof way to determn ne
if a peer is publically reachable, other than via out-of-band

mechani snms.  For di scussion about issues with address evaluation al so
see UNSAF [ RFC3424]. As such, peers using these nmechani sns nmay be
able to optinize traffic, but nust be able to fall back to SRR
routing if the other routing nmechanisns fail

For DRR to function correctly, a peer may attenpt to determn ne
whether it is publicly reachable. If it is not, the peers should
fall back to SRR If the peer believes it is publically reachable,
DRR may be attenpted. NATs and firewalls are two major contributors
preventing DRR from functioning properly. There are a nunber of
techni ques by which a peer can get its reflexive address on the
public side of the NAT. After obtaining the reflexive address, a
peer can performfurther tests to | earn whether the refl exive address

is publicly reachable. |If the address appears to be publicly
reachabl e, the peers to which the address bel ongs can use DRR for
responses.

Sone conditions are unique in P2PSIP architecture which could be

| everaged to facilitate the tests. 1In P2P overlay network, each peer
only has partial a view of the whole network, and knows of a few
peers in the overlay. P2P routing algorithns can easily deliver a
request froma sending peer to a peer with whomthe sendi ng peer has
no direct connection. This nakes it easy for a peer to ask other
peers to send unsolicited nmessages back to the requester

In the follow ng sections, we first introduce several ways for a peer
to get the addresses needed for further tests. Then a test for
| earni ng whether a peer nmay be publicly reachable is proposed.

A.1l. Getting addresses to be used as candi dates for DRR

In order to test whether a peer nmay be publicly reachable, the peer
should first get one or nore addresses which will be used by other
peers to send himnessages directly. This address is either a |oca
address of a peer or a translated address which is assigned by a NAT
to the peer.

STUN is used to get a reflexive address on the public side of a NAT
with the help of STUN servers. Discovery of NAT behavi or using STUN
is specified in [RFC5780]. Under RELOAD architecture, a few
infrastructure servers can be | everaged for discovering NAT behavi or,
such as enroll nent servers, diagnostic servers, bootstrap servers
etc.
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The peer can use a STUN Bi nding request to one of STUN servers to
trigger a STUN Bindi ng response which returns the refl exive address
fromthe server’s perspective. |If the reflexive transport address is
the sane as the source address of the Binding request, the peer can
deternmine that there likely is no NAT between it and the chosen
infrastructure server (Certainly, in sone rare cases, the allocated
address happens to be the same as the source address. Further tests
will detect this case and rule it out in the end.). Usually, these
infrastructure severs are publicly reachable in the overlay, so the
peer can be considered publicly reachable. On the other hand, with
the techniques in [RFC5780], a peer can al so decide whether it is
behi nd a NAT with endpoi nt-independent mappi ng behavior. |f the peer
is behind a NAT with endpoi nt- independent mappi ng behavi or, the

refl exi ve address should al so be a candidate for further tests.

UPnP-1GD [IGD2] is a nechanismthat a peer can use to get the
assigned address fromits residential gateway and after obtaining
this address to communicate it with other peers, the peer can receive
unsol i cited messages from outside, even though it is behind a NAT.

So the address obtained through the UPnP nmechani sm shoul d al so be
used for further tests.

Anot her way that a peer behind NAT can use to learn its assigned
address by NAT is NAT-PMP [ RFC6886]. Like in UPnP-1GD, the address
obt ai ned using this nmechani smshould also be tested further

The above techni ques are not exhaustive. These techniques can be
used to get candidate transport addresses for further tests.

A.2. Public reachability test

Using the transport addresses obtained by the above techni ques, a
peer can start a test to |earn whether the candidate transport
address is publicly reachable. The basic idea for the test is for a
peer to send a request and expect another peer in the overlay to send
back a response. |If the response is received by the sending peer
successfully and al so the peer giving the response has no direct
connection with the sendi ng peer, the sending peer can determ ne that
the address is probably publicly reachable and hence the peer nmay be
publicly reachabl e at the tested transport address.

In a P2P overlay, a request is routed through the overlay and finally
a destination peer will ternminate the request and give the response.
In a large system there is a high probability that the destination
peer has no direct connection with the sending peer. Especially in
RELOAD architecture, every peer mmintains a connection table. So it
is easier for a peer to check whether it has direct connection with
anot her peer.
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If a peer wants to test whether its transport address is publicly
reachable, it can send a request to the overlay. The routing for the
test message woul d be different from other kinds of requests because
it is not for storing/fetching sonething to/fromthe overlay or

| ocating a specific peer, instead it is to get a peer who can deliver
the sending peer an unsolicited response and whi ch has no direct
connection with him Each internmedi ate peer receiving the request
first checks whether it has a direct connections with the sending
peer. |If there is a direct connection, the request is routed to the
next peer. |If there is no direct connection, the internedi ate peer
term nates the request and sends the response back directly to the
sending peer with the transport address under test.

After performing the test, if the peer determines that it may be
publicly reachable, it can try DRR in subsequent transactions.
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