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1. Editor’s Notes and Changes To This Version

This version of the draft represents a minor revision of version -04
and is intended to restart conversation on this draft in the group,
to identify open issues, address them and conplete work on the
docunent .

Version -03 represented a substantial revision fromthe previous
version. Until -02, this work was tracking open questions and being
used to hel p reach consensus on a draft. Wth the selection of
RELOAD as the protocol for this W5 the focus of the group turned to
completing the RELOAD drafts, and the W directed the editors to
updat e the docunent to reflect the decisions made i n RELOAD upon
conpl eti on.

Pl ease see Section 7 for the list of major open issues.

2. Background

One of the fundanmental problens in nultinedia conmunication between
Internet nodes is discovering the host at which a given user can be
reached. 1In the Session Initiation Protocol (SIP) [RFC3261] this
problemis expressed as the probl em of mapping an Address of Record
(AoR) for a user into one or nore Contact URIs [ RFC3986]. The AoR is
a nane for the user that is independent of the host or hosts where
the user can be contacted, while a Contact URl indicates the host
where the user can be contact ed.

In the common SIP-using architectures that we refer to as
"Conventional SIP" or "Client/Server SIP', there is a relatively
fixed hierarchy of SIP routing proxies and SIP user agents. To
deliver a SIP INVITE to the host or hosts at which the user can be
contacted, a SIP UA follows the procedures specified in [ RFC3263] to
deternmine the | P address of a SIP proxy, and then sends the INVITE to
that proxy. The proxy will then, in turn, deliver the SIP INVITE to
the hosts where the user can be contacted.

Thi s docunment gives a high-level description of an alternative
solution to this problem |In this alternative solution, the
relatively fixed hierarchy of Cient/Server SIP is replaced by a
peer-to-peer overlay network. In this peer-to-peer overlay network
the various AoR to Contact URI mappings are not centralized at proxy/
regi strar nodes but are instead distributed anongst the peers in the
overl ay.

The details of this alternative solution are specified by the RELOAD
protocol. The RELOAD base draft [I-D.ietf-p2psip-base] defines a
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mechanismto distribute using a Distributed Hash Tabl e (DHT) and
specifies the wire protocol, security, and authentication nechanisns
needed to convey this information. This DHT protocol was designed
specifically with the purpose of enabling a distributed SIP registrar
in mnd. Wile designing the protocol other applications were

consi dered, and when possi bl e design deci sions were nmade that allow
RELCAD to be used in other instances where a DHT is desirable, but
only when maki ng such decisions did not add undue conmplexity to the
RELOAD protocol. The RELCAD sip draft [I-D.ietf-p2psip-sip]
specifies how RELOAD is used with the SIP protocol to enable a
distributed, server-less SIP solution.

3. High-Level Description

A P2PSIP Overlay is a collection of nodes organized in a peer-to-peer
fashi on for the purpose of enabling real-time conmunication using the
Session Initiation Protocol (SIP). Collectively, the nodes in the
overlay provide a distributed nechani smfor mapping names to overl ay
| ocations. This provides for the mappi ng of Addresses of Record
(AoRs) to Contact URI's, thereby providing the "location server”
function of [RFC3261]. An Overlay also provides a transport function
by which SIP nmessages can be transported between any two nodes in the
overl ay.

A P2PSI P Overl ay consists of one or nore nodes called Peers. The
nodes in the overlay collectively run a distributed database
algorithm This distributed database algorithmallows data to be
stored on nodes and retrieved in an efficient nmanner. |t may al so
ensure that a copy of a data itemis stored on nore than one node, so
that the loss of a node does not result in the loss of the data item
to the overl ay.

One use of this distributed database is to store the information
required to provide the nmapping between AoRs and Contact URI's for the
distributed location function. This provides a |ocation function
within each overlay that is an alternative to the |ocation functions
described in [RFC3263]. However, the nodel of [RFC3263] is used

bet ween overl ays.

3.1. Services

The nature of peer-to-peer conputing is that each peer offers
services to other peers to allow the overlay to collectively provide
| arger functions. |In P2PSIP, peers offer both distributed storage
and distributed nmessage routing services, allowi ng these functions to
be i npl emented across the overlay. Additionally, the RELOAD protoco
offers a sinplistic discovery nechani smspecific to the TURN
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[ RFC5766] protocol used for NAT traversal. Individual peers may also
of fer other services as an enhancenent to P2PSIP functionality (for
exanpl e to support voicemail) or to support other applications beyond
SIP. To support these additional services, peers nmay need to store
additional information in the overl ay.
[I-D.ietf-p2psip-service-di scovery] describes the nmechani smused in
P2PSI P for resource discovery.

3.2. dients

An overlay nay or may not also include one or nore nodes called
clients. Cdients are supported in the RELOAD protocol as peers that
have not joined the overlay, and therefore do not route nessages or
store information. Cients access the services of the RELOAD
protocol by connecting to a peer which perforns operations on the
behal f of the client. Note that in RELOAD there is no distinct
client protocol. Instead, a client connects using the sanme protocol
but never joins the overlay as a peer. For nore information, see
[I-D.ietf-p2psip-base].

Note that in the context of P2PSIP, there is an additional entity
that is sonmetinmes referred to as a client. A special peer nmay be a
menber of the in the P2PSIP overlay and nmay present the functionality
of one or all of a SIP registrar, proxy or redirect server to
conventional SIP devices (SIP clients). In this way, existing, non-
nmodi fied SIP clients may connect to the network. These unnodified
SI P devices do not speak the RELQAD protocol, and this is a distinct
concept fromthe notion of client discussed in the previous

par agr aph

3.3. Relationship Between P2PSI P and RELOAD

The RELQAD protocol defined by the P2PSIP working group inplenments a
DHT primarily for use by server-less, peer-to-peer SIP deploynents.
However, the RELOAD protocol could be used for other applications as
well. As such, a "P2PSIP" deploynent is generally assuned to be a
use of RELOAD to inplenment distributed SIP, but it is possible that
RELOAD is used as a nmechanismto distribute other applications,
completely unrelated to SIP

3.4. Relationship Between P2PSIP and SIP

Since P2PSIP is about peer-to-peer networks for real-tine

comruni cation, it is expected that nost peers and clients will be
coupled with SIP entities (although RELOAD may be used for other
applications than P2PSIP). For exanple, one peer mght be coupled
with a SIP UA, another mght be coupled with a SIP proxy, while a
third nmight be coupled with a SIP-to-PSTN gateway. For such nodes
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the peer or client portion of the node is logically distinct fromthe
SIP entity portion. However, there is no hard requirenment that every
P2PSI P node (peer or client) be coupled to a SIP entity. As an
exanpl e, additional peers could be placed in the overlay to provide
addi ti onal storage or redundancy for the RELOAD overlay, but m ght

not have any direct SIP capabilities.

3.5. Relationship Between P2PSI P and G her AoR Dereferenci ng Approaches

OPEN | SSUE: Many of the "decisions" nmade have been nobved out of the
mai n docunent. This one, however, seens to point out a difference.
Shoul d this section be noved or renobved?

As noted above, the fundamental task of P2PSIP is turning an AoR into
a Contact. This task m ght be approached using zeroconf techniques
such as nmulticast DNS and DNS Service Discovery (as in Apple's

Bonj our protocol), link-local multicast nane resol ution [ RFC4795],
and dynami ¢ DNS [ RFC2136] .

These alternatives were discussed in the P2PSI P Wrking G oup, and
not pursued as a general solution for a nunber of reasons related to
scalability, the ability to work in a disconnected state, partition
recovery, and so on. However, there does seemto be sone continuing
interest in the possibility of using DNS-SD and nDNS for
boot st rappi ng of P2PSI P overl ays.

3. 6. NAT | ssues

Net wor k Address Transl ators (NATs) are inpedinments to establishing
and mai nt ai ni ng peer-to-peer networks, since NATs hinder direct
communi cati on between nodes. Sone peer-to-peer network architectures
avoid this problemby insisting that all nodes exist in the same
address space. However, RELOAD provides capabilities that allow
nodes to be located in nultiple address spaces interconnected by
NATs, to all ow RELOAD nessages to traverse NATs, and to assist in
transmitting application-level nessages (for exanple SIP nessages)
across NATSs.

4. Reference Model

The foll owi ng di agram shows a P2PSI P Overl ay consisting of a numnber
of Peers, one Cient, and an ordinary SIP UA. It illustrates a
typical P2PSIP overlay but does not limt other conpositions or

vari ations; for exanple, Proxy Peer P might also talk to a ordinary
SIP proxy as well. The figure is not intended to cover all possible
architecture variations, but sinply to show a depl oynent w th nmany
conmon P2PSI P el ement s.
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Fi gure: P2PSI P Overl ay Reference Mbdel

Here, the large perineter depicted by "#" represents a stylized view
of the Overlay (the actual connections could be a nmesh, a ring, or
sone other structure). Around the periphery of the Overlay
rectangl e, we have a nunber of Peers. Each peer is labeled with its

coupled SIP entity -- for exanple, "Proxy Peer P' nmeans that peer P
which is coupled with a SIP proxy. |In some cases, a peer or client
m ght be coupled with two or nore SIP entities. 1In this diagramwe

have a PSTN gateway coupled with peer "G', three peers ("D', "E' and
"F") which are each coupled with a UA, a peer "P" which is coupled

Bryan, et al. Expi res January 13, 2014 [ Page 8]



Internet-Draft P2PSI P Concepts and Term nol ogy July 2013

with a SIP proxy, an ordinary peer "Q wth no SIP capabilities, and
one peer "R' which is coupled with a SIP Redirector. Note that
because these are all Peers, each is responsible for storing Resource
Records and transporting nessages around the Overl ay.

To the left, two of the peers ("D' and "E') are behind network
address translators (NATs). These peers are included in the P2PSIP
overlay and thus participate in storing resource records and routing
messages, despite being behind the NATs.

On the right side, we have a client "C', which uses the RELOAD
Protocol to communicate with Proxy Peer "Q'. The Cient "C' uses
RELOAD to obtain information fromthe overlay, but has not inserted
itself into the overlay, and therefore does not participate in
routi ng messages or storing information

Bel ow the Overlay, we have a conventional SIP UA "A" which is not
part of the Overlay, either directly as a peer or indirectly as a
client. It does not speak the RELOAD P2PSI P protocol, and is not
participating in the overlay as either a Peer nor Client. |Instead,

it uses SIP to interact with the Overlay via an adapter peer or peers
whi ch comuni cate with the overlay using RELOAD.

Both the SIP proxy coupled with peer "P" and the SIP redirector
coupled with peer "R' can serve as adapters between ordinary SIP
devices and the Overlay. Each accepts standard SIP requests and
resol ves the next-hop by using the P2PSIP protocol to interact with
the routing know edge of the Overlay, then processes the SIP requests
as appropriate (proxying or redirecting towards the next-hop). Note
that proxy operation is bidirectional - the proxy may be forwarding a
request froman ordinary SIP device to the Overlay, or fromthe
P2PSI P overlay to an ordinary SIP device.

The PSTN Gateway at peer "G' provides a simlar sort of adaptation to
and fromthe public switched tel ephone network (PSTN).

5. Definitions

This section defines a nunber of concepts that are key to
under st andi ng the P2PSI P wor k.

Overlay Network: An overlay network is a conmputer network which is
built on top of another network. Nodes in the overlay can be
t hought of as being connected by virtual or |ogical |inks, each of
whi ch corresponds to a path, perhaps through nany physical |inks,
in the underlying network. For exanple, nany peer-to-peer
networ ks are overlay networks because they run on top of the
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Internet. Dial-up Internet is an overlay upon the tel ephone
network. <http://en.w ki pedi a. org/ wi ki /P2P_overl ay>

P2P Network: A peer-to-peer (or P2P) conputer network is a network
that relies primarily on the conputing power and bandw dth of the
participants in the network rather than concentrating it in a
relatively | ow nunber of servers. P2P networks are typically used
for connecting nodes via largely ad hoc connections. Such
networ ks are useful for many purposes. Sharing content files (see
<http://en.w ki pedia.org/wi ki/File_sharing>) containing audi o,

vi deo, data or anything in digital format is very comon, and

real -tine data, such as tel ephony traffic, is al so exchanged using
P2P technol ogy. <http://en.w ki pedi a. org/w ki/Peer-to-peer>. A
P2P Network may al so be called a "P2P Overlay" or "P2P Overl ay

Net wor k" or "P2P Network Overlay", since its organization is not
at the physical layer, but is instead "on top of" an existing

I nternet Protocol network.

P2PSI P: A suite of communications protocols related to the Session
Initiation Protocol (SIP) [RFC3261] that enable SIP to use peer-
to- peer techniques for resolving the targets of SIP requests,
providing SIP nessage transport, and providing other SIP-related
functions. At present, these protocols include
[I-D.ietf-p2psip-base], [I-D.ietf-p2psip-sip],
[I-D.ietf-p2psip-diagnostics], [I-D.ietf-p2psip-service-discovery]
and [I-D.ietf-p2psip-self-tuning].

User: A human that interacts with the overlay through SIP UAs
| ocated on peers and clients (and perhaps ot her ways).

The following terns are defined here only within the scope of

P2PSI P. These terns may have conflicting definitions in other
bodies of literature. Sone earlier versions of this docunent

prefixed each termwith "P2PSIP" to clarify the term s scope.

This prefixing has been elininated fromthe text; however the
scoping still applies.

Overlay Name: A human-friendly nanme that identifies a specific
P2PSI P Overlay. This is in the format of (a portion of) a URI
but may or nmay not have a related record in the DNS

Peer: A node participating in a P2PSIP Overlay that provi des storage
and transport services to other nodes in that P2PSIP Overl ay.
Each Peer has a unique identifier, known as a Peer-1D, within the
Overlay. Each Peer may be coupled to one or nore SIP entities.
Wthin the Overlay, the peer is capable of perform ng severa
di fferent operations, including: joining and | eaving the overlay,
transporting SIP nmessages within the overlay, storing information
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on behalf of the overlay, putting information into the overlay,
and getting information fromthe overl ay.

Node-ID: Information that uniquely identifies each Node within a
given Overlay. This value is not human-friendly -- in a DHT
approach, this is a nuneric value in the hash space. These Node-
I Ds are conpletely independent of the identifier of any user of a
user agent associated with a peer.

Client: A node participating in a P2PSIP Overlay but that does not
store information or forward nessages. A client can also be
t hought of as a peer that has not joined the overlay. dients can
store and retrieve information fromthe overl ay.

User Name: A human-friendly nane for a user. This nanme nust be
uni que within the overlay, but nmay be unique in a w der scope.
User Nanes are formatted so that they can be used within a URI
(likely a SIP URI), perhaps in conbination with the Overlay Nane.

Service: A capability contributed by a peer to an overlay or to the
menbers of an overlay. Not all peers and clients will offer the
same set of services, and P2PSI P provides service discovery
nmechani sns to | ocate services.

Service Name: A unique, human-friendly, nane for a service.

Resource: Anything about which information can be stored in the
overlay. Both Users and Services are exanples of Resources.

Resource-1D: A non-human-friendly value that uniquely identifies a
resource and which is used as a key for storing and retrieving
data about the resource. One way to generate a Resource-ID is by
appl ying a mapping function to sone ot her uni que nane (e.g., User
Nane or Service Nane) for the resource. The Resource-ID is used
by the distributed database algorithmto determ ne the peer or
peers that are responsible for storing the data for the overl ay.

Resource Record: A block of data, stored using distributed database
mechani sm of the Overlay, that includes information relevant to a
specific resource. W presune that there may be nultiple types of
resource records. Some nmay hold data about Users, and others nmay
hol d data about Services, and the working group may define other
types. The types, usages, and formats of the records are a
question for future study.
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Responsi bl e Peer The Peer that is responsible for storing the
Resource Record for a Resource. |In the literature, the term "Root
Peer"” is also used for this concept.

Peer Protocol: The protocol spoken between P2PSIP Overlay peers to
share information and organi ze the P2PSIP Overlay Network. 1In
P2PSI P, this is inplenmented using the RELOAD
[I-D.ietf-p2psip-base] protocol

Client Protocol: The protocol spoken between Cients and Peers. In
P2PSI P and RELOAD, this is the sane protocol syntactically as the
Peer Protocol. The only difference is that dients are not

routi ng messages or routing information, and have not (or can not)
insert thenselves into the overlay.

Peer Protocol Connection / P2PSIP Cient Protocol Connection: The
TLS, DTLS, TCP, UDP or other transport |ayer protocol connection
over which the RELOAD Peer Protocol nessages are transported.

Nei ghbors: The set of P2PSIP Peers that a Peer or dient know of
directly and can reach w thout further | ookups.

Joining Peer: A node that is attenpting to becone a Peer in a
particul ar Overl ay.

Bootstrap Peer: A Peer in the Overlay that is the first point of
contact for a Joining Peer. It selects the peer that will serve
as the Admtting Peer and hel ps the joining peer contact the
adm tting peer

Admitting Peer: A Peer in the Overlay which hel ps the Joi ning Peer
join the Overlay. The choice of the admtting peer may depend on
the joining peer (e.g., depend on the joining peer’s Peer-1D).

For exanple, the admtting peer m ght be chosen as the peer which

is "closest" in the logical structure of the overlay to the future
position of the joining peer. The selection of the adm tting peer
is typically done by the bootstrap peer. It is allowable for the

bootstrap peer to select itself as the adnmitting peer.

Bootstrap Server: A network node used by Joining Peers to locate a
Bootstrap Peer. A Bootstrap Server may act as a proxy for
messages between the Joining Peer and the Bootstrap Peer. The
Bootstrap Server itself is typically a stable host with a DNS nane
that is somehow comuni cated (for exanple, through configuration
specification on a web page, or using DHCP) to peers that want to
join the overlay. A Bootstrap Server is NOT required to be a peer
or client, though it nmay be if desired.
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Peer Admission: The act of adnmitting a node (the "Joining Peer")
into an Overlay as a Peer. After the adm ssion process is over,
the joining peer is a fully-functional peer of the overlay.

During the adm ssion process, the joining peer nay need to present
credentials to prove that it has sufficient authority to join the
overl ay.

Resource Record Insertion: The act of inserting a P2PSIP Resource
Record into the distributed database. Follow ng insertion, the
data will be stored at one or nore peers. The data can be
retrieved or updated using the Resource-ID as a key.

6. Di scussi on
6.1. The Distributed Database Function

A P2PSI P Overlay functions as a distributed database. The database
serves as a way to store informati on about Resources. A piece of

i nformation, called a Resource Record, can be stored by and retrieved
fromthe database using a key associated with the Resource Record
called its Resource-1D. Each Resource nust have a uni que
Resource-I1D. In addition to uniquely identifying the Resource, the
Resource-1D is al so used by the distributed database algorithmto
determine the peer or peers that store the Resource Record in the
overl ay.

Users are humans that can use the overlay to do things |Iike naking
and receiving calls. Information stored in the resource record
associ ated with a user can include things like the full nane of the
user and the location of the UAs that the user is using (the users
SIP AoR). Full details of howthis is inplemented using RELOAD are
provided in [I-D.ietf-p2psip-sip]

Before informati on about a user can be stored in the overlay, a user
needs a User Nane. The User Nane is a human-friendly identifier that
uniquely identifies the user within the overlay. |n RELOAD, users
are issued certificates, which in the case of centrally signed
certificates, identify the User Nane as well as a certain nunber of
Resource-1Ds where the user may store their information. For nore
informati on, see [I-D.ietf-p2psip-base].

The P2PSI P suite of protocols also standardizes informati on about how
to | ocate services. Services represent actions that a peer (and
perhaps a client) can do to benefit other peers and clients in the
overlay. Information that m ght be stored in the resource record
associated with a service nmight include the peers (and perhaps
clients) offering the service. Service discovery for P2PSIP is
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defined in [I-D.ietf-p2psip-service-di scovery].

Each service has a human-friendly Service Nane that uniquely
identifies the service. Like User Nanes, the Service Nane is not a
resource-id, rather the resource-id is derived fromthe service nanme
usi ng some function defined by the distributed database al gorithm
used by the overl ay.

A class of algorithnms known as Distributed Hash Tabl es
<http://en.w ki pedi a. org/ wi ki / P2P_over| ay> are one way to inpl enent
the Distributed Database. The RELOAD protocol is extensible and

all ows many different DHTs to be inpl enented, but specifies a
mandatory to inplement DHT in the formof a nodified Chord DHT. For
nmore i nformation, see [Chord]

6.2. Using the Distributed Database Function

Wil e there are a nunber of ways the distributed database descri bed
in the previous section can be used to establish nultinmedia sessions
using SIP, the basic mechani smdefined in the RELOAD base draft and
SI P usage is sunmarized below. This is a very sinplistic overview
For nore detailed information, please see the RELOAD base draft.

Contact information for a user is stored in the resource record for
that user. Assume that a user is using a device, here called peer A
whi ch serves as the contact point for this user. The user adds
contact information to this resource record, as authorized by the
RELOAD certificate mechanism The resource record itself is stored
with peer Z in the network, where peer Z is chosen by the particul ar
di stributed database algorithmin use by the overl ay.

When the SIP entity coupled with peer B has an I NVI TE nessage
addressed to this user, it retrieves the resource record from peer Z
It then extracts the contact infornmation for the various peers that
are a contact point for the user, including peer A and uses the
overlay to establish a connection to peer A including any
appropriate NAT traversal (the details of which are not shown).

Note that RELOAD is used only to establish the connection. Once the
connection is established, nessages between the peers are sent using
ordinary SIP

This exchange is illustrated in the following figure. The notation
"Store(Ua@\)" is used to show the distributed database operation of
updating the resource record for user Uwth the contract A and
"Fetch(U™" illustrates the distributed database operation of
retrieving the resource record for user U Note that the nmessages
between the peers A, B and Z may actually travel via internedi ate
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peers (not shown) as part of the distributed | ookup process or so as
to traverse interveni ng NATs.

Peer B Peer Z Peer A
I I I
I I Store(U@) |
| | <o |
| | St or e- Resp( OK) |
| R R, >|
I I I
| Fet ch(U) [ [
| o > |
| Fet ch- Resp(U@) | |
| <o |
I

6. 3. NAT Traversa

NAT Traversal in P2PSIP using RELOAD treats all peers as equal and
establishes a partial nesh of connections between them Messages
fromone peer to another are routed along the edges in the nmesh of
connections until they reach their destination. To nake the routing
efficient and to avoid the use of standard Internet routing
protocols, the partial nesh is organized in a structured nmanner. |f
the structure is based on any one of a nunber of comron DHT

al gorithnms, then the maxi num nunber of hops between any two peers is
log N, where N is the nunber of peers in the overlay. Existing
connections, along with the | CE NAT traversal techniques [RFC5245],
are used to establish new connections between peers, and also to

al l ow the applications running on peers to establish a connection to
comruni cate with one anot her.

6.4. Locating and Joining an Overl ay
Before a peer can attenpt to join a P2PSIP overlay, it nust first
obtain a Node-ID, configuration information, and optionally a set of
credentials. The Node-1Dis an identifier that will uniquely
identify the peer within the overlay, while the credentials show that
the peer is allowed to join the overl ay.

The P2PSI P WG does not inpose a particular mechani smfor how the
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peer-1D and the credentials are obtained, but the RELOAD base draft
does specify the format for the configuration information, and
specifies how this informati on may be obtained, along with
credentials and a Node-1D, froman offline enrollnment server

Once the configuration information is obtained, the RELOAD base draft
speci fies a nmechani sm whereby a peer may obtain a nulticast-bootstrap
address in the configuration file, and can broadcast to this address
to attenpt to locate a bootstrap peer. Additionally, the peer may
store previous peers it has seen and attenpt to use these as
bootstrap peers, or nmay obtain an address for a bootstrap peer by
sone ot her mechanism For nore information, see the RELOAD base
draft.

The job of the bootstrap peer is sinple: refer the joining peer to a
peer (called the "admtting peer") that will help the joining peer

join the network. The choice of admitting peer will often depend on
the joining node - for exanple, the adnmitting peer may be a peer that

wi Il become a nei ghbor of the joining peer in the overlay. It is
possi bl e that the bootstrap peer m ght also serve as the adnmitting
peer.

The adnitting peer will help the joining peer |earn about other peers
in the overlay and establish connections to them as appropriate. The
admi tting peer and/or the other peers in the overlay will also do
what ever else is required to help the joining peer becone a fully-
functional peer. The details of howthis is done will depend on the
di stributed database al gorithm used by the overl ay.

At various stages in this process, the joining peer may be asked to
present its credentials to showthat it is authorized to join the
overlay. Sinmilarly, the various peers contacted may be asked to
present their credentials so the joining peer can verify that it is
really joining the overlay it wants to.

6.5. dients and Connecting Unnodified SIP Devices

As nentioned above, in RELOAD, fromthe perspective of the protocol
clients are sinply peers that do not store information, do not route
messages, and whi ch have not inserted thenselves into the overlay.
The sane protocol is used for the actual nessage exchanged. Note
that while the protocol is the sane, the client need not inplenent
all the capabilities of a peer. |If, for exanple, it never routes
messages, it will not need to be capabl e of processing such nessages,
or understandi ng a DHT.

For SIP devices, another way to realize this functionality is for a
Peer to behave as a [ RFC3261] proxy/registrar. SIP devices then use
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standard SI P nmechani sms to add, update, and renobve registrations and
to send SIP nmessages to peers and other clients. The authors here
refer to these devices sinply as a "SIP UA", not a "P2PSIP Cient",
to distinguish it fromthe concept described above.

6.6. Architecture

The architecture adopted by RELOAD to inplement P2PSIP is shown
below. An application, for exanple SIP (or another application using
RELOAD) uses RELOAD to |ocate other peers and (optionally) to
establish connections to those peers, potentially across NATs.
Messages nmay still be exchanged directly between the peers. The
overal |l block diagramfor the architecture is as follows:

SI P, other apps...

[ RELOAD Layer
I

Transport Layer

7. Open |ssues

MAJOR OPEN | SSUE: The initial wording in the high-Ievel description
about proving AoR to contact mapping reflects a very |ong and
contentious debate about the role of the protocol, and reflected a
pretense that this was an overlay only for P2PSIP. That is
explicitly not true in base anynore (see |ast paragraph of

i ntroduction) and the | anguage has been very much genericized in
base. Should we make this text nore abstract and then use
AoR->contact mapping as an exanple of the (original) use? On a

rel ated note, see the |ast paragraph of the Background section -- do
we want to reword this?

OPEN | SSUE: Should we include a section that docunments previous

deci sions made, to preserve the historical debate and prevent past

i ssues frombeing raised in the future, or sinply rely on the nmailing
list to address these concerns?

OPEN | SSUE: Shoul d we include the use cases from

draft - bryan-p2psi p- app-scenari 0os-00 (now | ong expired)? There was
some interest in doing so in previous versions, but no concl usion was
reached.
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