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Abst ract

Thi s docunment describes a nodified algorithmfor managi ng the TCP and
SCTP retransm ssion tinmers that provides faster |oss recovery when a
connection’s anpbunt of outstanding data is snmall. The nodification
all ows the transport to restart its retransm ssion tinmer nore
aggressively in situations where fast retransmt cannot be used.

This enabl es faster |oss detection and recovery for connections that
are short-lived or application-limted.

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
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wor ki ng documents as Internet-Drafts. The list of current Internet-
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Internet-Drafts are draft docunents valid for a maxi num of six nonths
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material or to cite themother than as "work in progress.”
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. I nt roducti on

TCP uses two nechanisns to detect segnent loss. First, if a segnent
is not acknow edged within a certain anount of time, a retransm ssion
timeout (RTO occurs, and the segnment is retransnitted [ RFC6298].
While the RTO is based on neasured round-trip tinmes (RTTs) between
the sender and receiver, it also has a conservative | ower bound of 1
second to ensure that delayed segnents are not nistaken as |ost.
Second, when a sender receives duplicate acknow edgnents, the fast
retransmt algorithminfers segnent loss and triggers a

retransm ssion [ RFC5681]. Duplicate acknow edgnents are generated by
a recei ver when out-of-order segnents arrive. As both segnent |oss
and segnent reordering cause out-of-order arrival, fast retransmt
waits for three duplicate acknow edgrments before considering the
segnment as lost. |n sone situations, however, the nunber of

out st andi ng segnents is not enough to trigger three duplicate

acknow edgnments, and the sender nust rely on |l engthy RTGs for |o0ss
recovery.

The anmount of outstandi ng segnents can be snmall for several reasons:

(1) The connection is limted by the congestion control when the
path has a low total capacity (bandw dth-delay product) or the
connection’s share of the capacity is small. It is also linited
by the congestion control in the first RTTs of a connection or
after an RTO when the avail able capacity is probed using sl ow
start.

(2) The connection is linmted by the receiver’s avail able buffer
space.

(3) The connection is limted by the application if the available
capacity of the path is not fully utilized (e.g. interactive
applications), or at the end of a transfer, which is frequent if
the total amount of data is small (e.g. web traffic).

The first two situations can occur for any flow, as external factors
at the network and/or host |evel cause them The third situation
primarily affects flows that are short or have a | ow transmni ssion
rate. Typical exanples of applications that produce short flows are
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web servers. [RJ10] shows that 70% of all web objects, found at the
top 500 sites, are too small for fast retransnmit to work. [BPS98]
shows that about 56% of all retransm ssions sent by a busy web server
are sent after RTO expiry. Wile the experinents were not conducted
usi ng SACK [ RFC2018], only 4% of the RTO based retransm ssions could
have been avoi ded. Applications have a |low transni ssion rate when
data is sent in response to actions, or as a reaction to real life
events. Typical exanples of such applications are stock trading
systens, renote conputer operations and online games. Wat is
special about this class of applications is that they are tine-
dependant, and extra latency can reduce the application service |eve
[PO9]. Although such applications may represent a small anount of
data sent on the network, a considerable nunber of flows have such
properties and the inportance of low latency is high

The RTO restart approach outlined in this docunent nmakes the RTO
slightly nore aggressive when the nunber of outstanding segnents is
small, in an attenpt to enable faster loss recovery for all segnents
whi |l e being robust to reordering. Wile it still confornms to the
requirenent in [ RFC6298] that segnents nust not be retransmitted
earlier than RTO seconds after their original transmssion, it could
i ncrease the chance for a spurious tineout, which could degrade
performance when the congestion wi ndow (cwnd) is large -- for
exanpl e, when an application sends enough data to reach a cwnd
covering 100 segnments and then stops. The likelihood and potenti al

i mpact of this problemas well as possible nmitigation strategies are
currently under investigation

Whil e this docunent focuses on TCP, the described changes are al so
valid for the Stream Control Transm ssion Protocol (SCTP) [ RFC4960]
whi ch has similar |oss recovery and congestion control algorithns.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. RTO Restart Overview

The RTO managenent al gorithm described in [ RFC6298] recomends that
the retransmission tiner is restarted when an acknow edgnent (ACK)
that acknow edges new data is received and there is still outstanding
data. The restart is conducted to guarantee that unacknow edged
segments will be retransmitted after approxi mately RTO seconds
However, by restarting the timer on each incom ng acknow edgnent,
retransm ssions are not typically triggered RTO seconds after their
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previous transm ssion but rather RTO seconds after the last ACK
arrived. The duration of this extra delay depends on several factors
but is in nbst cases approximately one RTT. Hence, in nost
situations the tine before a retransmssion is triggered is equal to
"RTO + RTT".

The extra delay can be significant, especially for applications that
use a lower RTOmi n than the standard of 1 second and/or in
environments with high RTTs, e.g. nobile networks. The restart
approach is illustrated in Figure 1 where a TCP sender transnits
three segnents to a receiver. The arrival of the first and second
segrment triggers a delayed ACK [ RFC1122], which restarts the RTO
timer at the sender. The RTOrestart is performed approximtely one
RTT after the transm ssion of the third segnment. Thus, if the third
segnment is lost, as indicated in Figure 1, the effective |oss

detection tinme is "RTO + RTT" seconds. |n sone situations, the
effective | oss detection tine becones even |onger. Consider a
scenario where only two segnents are outstanding. |If the second

segrment is lost, the time to expire the delayed ACK tiner will also
be included in the effective |oss detection tine.

Sender Recei ver
DATA [SEG 1] ----cmmmmmmmmmmmeamae > (ack del ayed)
DATA [SEG 2] ------------mmmmmmmeo > (send ack)
DATA [ SEG 3] ----X /S ACK

(restart RTO <---------- /

(RTO expiry) o

DATA [SEG 3] ---------mmmmmmee e e >

Figure 1: RTO restart exanple

During normal TCP bul k transfer the current RTO restart approach is
not a problem Actually, as long as enough segnents arrive at a
receiver to enable fast retransnit, RTO based | oss recovery should be
avoi ded. RTGs should only be used as a last resort, as they
drastically | ower the congestion w ndow conpared to fast retransnit,
and the current approach can therefore be beneficial -- it is
described in [ELO4] to act as a "safety margi n" that conpensates for
some of the problens that the authors have identified with the
standard RTO cal culation. Notably, the authors of [ELO4] also state
that "this safety margin does not exist for highly interactive
applications where often only a single packet is in flight."

There are only a few situations where tineouts are appropriate, or
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the only choice. For exanple, if the network is severely congested
and no segments arrive, RTO based recovery should be used. |In this
situation, the tine to recover fromthe |loss(es) will not be the
performance bottl eneck. Furthernore, for connections that do not
utilize enough capacity to enable fast retransnit, RTOis the only
choice. The tinme needed for |oss detection in such scenarios can
becone a serious perfornmance bottl eneck.

3. RTO Restart Al gorithm

To enabl e faster | oss recovery for connections that are unable to use
fast retransmit, an alternative RTO restart can be used. By
resetting the timer to "RTO - T earliest”, where T earliest is the
time el apsed since the earliest outstanding segment was transmtted,
retransm ssions will always occur after exactly RTO seconds. This
approach nakes the RTO nore aggressive than the standardi zed approach
in [RFC6298] but still confornms to the requirenent in [ RFC6298] that
segnments nust not be retransmitted earlier than RTO seconds after
their original transm ssion

This docunent specifies the follow ng update of step 5.3 in Section 5
of [RFC6298] (and a simlar update in Section 6.3.2 of [RFC4960] for
SCTP)
When an ACK is received that acknow edges new dat a:
(1) Set T earliest = 0.
(2) If the following two conditions hold:
(a) The nunber of outstanding segnents is |less than four.
(b) There is no unsent data ready for transnission or the
receiver’'s adverti sed wi ndow does not permt

transm ssi on.

set T earliest to the tine el apsed since the earliest
out st andi ng segnment was sent.

(3) Restart the retransnmission tinmer so that it will expire after
"RTO - T earliest" seconds (for the current val ue of RTO.

The update requires TCP inplenentations to track the tine el apsed
since the transm ssion of the earliest outstanding segnent

(T earliest). As the alternative restart is used only when the
nunber of outstanding segnents is |l ess than four only four segnents
need to be tracked. Furthernore, sone inplenentations of TCP (e.g.
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4.

Li nux TCP) already track the transmission tines of all segments.

Di scussi on

The currently standardi zed al gorithm has been shown to add at | east
one RTT to the | oss recovery process in TCP [LS00] and SCTP

[ HBO8] [ PBP09]. Applications that have strict timng requirements
(e.g. tel ephony signaling and gam ng) rather than throughput
requirenents may want to use a lower RTOmin than the standard of 1
second [ RFC4166]. For such applications the nodified restart
approach could be inportant as the RTT and al so the del ayed ACK ti mer
of receivers will be large conponents of the effective | oss recovery
time. Measurenents in [HBO8] have shown that the total transfer time
of a lost segnment (including the original transmi ssion time and the

| oss recovery tine) can be reduced with up to 35% usi ng the suggested
approach. These results natch those presented in [ PGHO6] [ PBP0O9],
where the nodified restart approach is shown to significantly reduce
retransm ssion | atency.

There are several proposals that address the problem of not having
enough ACKs for |loss recovery. In what follows, we explain why the
mechani sm descri bed here is conplenmentary to these approaches:

The linmted transnmt nechani sm[RFC3042] allows a TCP sender to
transmit a previously unsent segnent for each of the first two
duplicate acknow edgnents. By transmtting new segnents, the sender
attenpts to generate additional duplicate acknow edgnents to enabl e
fast retransmt. However, limted transnit does not help if no
previously unsent data is ready for transnmission or if the receiver
is out of buffer space. [RFC5827] specifies an early retransnmit
algorithmto enable fast | oss recovery in such situations. By
dynamically | owering the anmount of duplicate acknow edgnents needed
for fast retransmt (dupthresh), based on the nunber of outstanding
segnents, a snaller nunber of duplicate acknow edgnents are needed to
trigger a retransmission. In sone situations, however, the algorithm
is of no use or might not work properly. First, if a single segnent
is outstanding, and lost, it is inpossible to use early retransnmit.
Second, if ACKs are lost, the early retransmt cannot help. Third,

if the network path reorders segnents, the algorithm m ght cause nore
unnecessary retransmi ssions than fast retransnit.

Fol I owi ng the fast retransmt mechani sm standardi zed i n [ RFC5681]
this draft assumes a value of 3 for dupthresh. However, by
considering a dynam c value for dupthresh a tighter integration wth
early retransnit (or other experinmental algorithns) could also be
possi bl e.
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7.

1.

Tail Loss Probe [TLP] is a proposal to send up to two "probe
segrments” when a tiner fires which is set to a value smaller than the
RTO. A "probe segnent” is a new segnent if new data is avail abl e,
else a retransm ssion. The intention is to conpensate for sluggish
RTO behavior in situations where the RTO greatly exceeds the RITT,
whi ch, according to neasurenents reported in [TLP], is not uncomon.
The Probe timeout (PTO) is at least 2 RTTs, and only scheduled in
case the RTOis farther than the PTO A spurious PTOis less risky
than a spurious RTO, as it would not have the same negative effects
(clearing the scoreboard and restarting with slowstart). In
contrast, RTOrestart is trying to nake the RTO nore appropriate in
cases where there is no need to be overly cautious.

TLP could kick in in situations where RTO restart does not apply, and
it could overrule (yielding a simlar general behavior, but with a
|l ower tinmeout) RTO restart in cases where the nunber of outstanding
segnents is snmaller than 4 and no new segnents are avail able for
transm ssion. The shorter RTO from RTO restart al so reduces the
probability that TLP is activated because PTO m ght be farther than
RTO.

| ANA Consi derations

This meno includes no request to | ANA

Security Considerations
Thi s docunment discusses a change in how to set the retransm ssion
timer’s value when restarted. This change does not raise any new
security issues with TCP or SCTP.

Ref erences

Nor mat i ve Ref erences

[ RFC1122] Braden, R, "Requirenents for Internet Hosts -
Conmuni cati on Layers", STD 3, RFC 1122, Cctober 1989.

[ RFC2018] Mathis, M, Mhdavi, J., Floyd, S., and A Ronmanow, "TCP
Sel ective Acknow edgnent Options", RFC 2018, Cctober 1996

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renment Levels", BCP 14, RFC 2119, March 1997.

[ RFC3042] Al lman, M, Bal akrishnan, H, and S. Floyd, "Enhancing

Hurtig, et al. Expi res August 20, 2013 [ Page 7]



Internet-Draft TCP and SCTP RTO Restart February 2013

TCP's Loss Recovery Using Linmited Transmit", RFC 3042,
January 2001.

[ RFC4166] Coene, L. and J. Pastor-Bal bas, "Tel ephony Signalling
Transport over Stream Control Transni ssion Protocol (SCTP)
Applicability Statenent", RFC 4166, February 2006.

[ RFC4960] Stewart, R, "Stream Control Transmni ssion Protocol",
RFC 4960, Septenber 2007.

[ RFC5681] Al lman, M, Paxson, V., and E. Blanton, "TCP Congestion
Control", RFC 5681, Septenber 2009.

[ RFC5827] Al man, M, Avrachenkov, K, Ayesta, U, Blanton, J., and
P. Hurtig, "Early Retransnmit for TCP and Stream Control
Transm ssion Protocol (SCTP)", RFC 5827, May 2010.

[ RFC6298] Paxson, V., Allman, M, Chu, J., and M Sargent,
"Conmputing TCP's Retransmi ssion Tinmer", RFC 6298,

June 2011.
7.2. Informative References
[ BPS98] Bal akri shnan, H., Padmanabhan, V., Seshan, S., Stemm M,

and R Katz, "TCP Behavior of a Busy Wb Server: Analysis
and | nprovenents”, Proc. |EEE | NFOCOM Conf., March 1998.

[ ELO4] Ekstroem H. and R Ludwi g, "The Peak-Hopper: A New End-
to- End Retransmi ssion Tiner for Reliable Unicast
Transport", | EEE | NFOCOM 2004, March 2004.

[ HBO8] Hurtig, P. and A. Brunstrom "SCTP: designed for tinely
message delivery?", Springer Tel ecomunication Systens,
May 2010.

[ LS0O0] Ludwig, R and K. Sklower, "The Eifel retransm ssion
timer", ACM SI GCOW Conput. Conmun. Rev., 30(3),

July 2000.
[ PO9] Petlund, A, "lInproving latency for interactive, thin-

stream applications over reliable transport", Unipub PhD
Thesi s, Cct 2009.

[ PBPO9] Petlund, A., Beskow, P., Pedersen, J., Paaby, E., Giwodz,
C., and P. Halvorsen, "lInproving SCTP Retransm ssion
Del ays for Tine-Dependent Thin Streans",
Springer Miultinedia Tools and Applications, 45(1-3), 2009.

Hurtig, et al. Expi res August 20, 2013 [ Page 8]



Internet-Draft TCP and SCTP RTO Restart February 2013

[ PGHO6] Pedersen, J., Giwodz, C., and P. Hal vorsen
"Consi derations of SCTP Retransmi ssion Delays for Thin
Streans"”, | EEE LCN 2006, Novenber 2006

[ RI10] Ramachandran, S., "Web netrics: Size and nunber of
resources", Google http://code.google.com speed/articles/
web-nmetrics. htm, My 2010.

[ TLP] Dukki pati, N., Cardwell, N., Cheng, Y., and M Mathis,
"TCP Loss Probe (TLP): An Algorithmfor Fast Recovery of
Tai|l Losses", draft-dukkipati-tcpmtcp-Ioss-probe-00.txt
(work in progress), July 2012

Aut hors’ Addr esses

Per Hurtig

Karl stad University
Uni versitetsgatan 2
Kar| st ad, 651 88
Sweden

Phone: +46 54 700 23 35
Emai | . per. hurtig@au. se

Anna Brunstrom

Karl stad University
Uni versitetsgatan 2
Karl st ad, 651 88
Sweden

Phone: +46 54 700 17 95
Emai | : anna. brunstrom@au. se

Andr eas Petlund

Si mul a Research Laboratory AS
P. O Box 134

Lysaker, 1325

Nor way

Phone: +47 67 82 82 00
Emai | : apetl und@i nul a. no

Hurtig, et al. Expi res August 20, 2013 [ Page 9]



Internet-Draft TCP and SCTP RTO Restart February 2013

M chael Wl zl

Uni versity of Gslo
PO Box 1080 Bl i ndern
Gsl o, N- 0316

Nor way

Phone: +47 22 85 24 20
Email: mchawe@fi. ui o.no

Hurtig, et al. Expi res August 20, 2013 [ Page 10]






