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Abst r act

This docunment is a benchnmarking instantiation of RFC 6583:
"Qperational Neighbor D scovery Problens" [RFC6583]. It describes a
general testing procedure and neasurenents that can be perforned to
eval uate how the probl ens described in RFC 6583 may inpact the
functionality or performance of internediate nodes.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on April 20, 2014.

Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega

Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as

described in the Sinplified BSD License.
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1. Introduction

This docunment is a benchmarking instantiation of RFC 6583:
"QOperational Neighbor Discovery Problens" [RFC6583]. It describes a
general testing procedure and neasurenents that can be perforned to
eval uate how the problens described in RFC 6583 nay inpact the
functionality or performance of internediate nodes.

2. Term nol ogy

Internediate Node A router, switch, firewall or any other device
whi ch separates end-nodes. The tests in this document can be
completed with any internedi ate node whi ch maintai ns a nei ghbor
cache, although not all measurements and performance
characteristics may apply.

Nei ghbor Cache The nei ghbor cache is a database which correlates the
link-1ayer address and the adjacent interface with an |Pv6
addr ess.

Nei ghbor Di scovery See Section 1 of RFC 4861 [ RFC4861]

Non- participating Network Network connected to DUT, for which nodes
are neither active participants nor directly inpacted by the test
traffic.

Scanner Network The network from which the scanning tested is
connect ed.

Scanning Interface The interface fromwhich the scanning activity is
conduct ed.

Target Network The network for which the scanning tests is targeted.

Target Network Destination Interface The interface that resides on
the target network, which is prinmarily used to neasure DUT
performance while the scanning activity is occurring.

3. Overview of Relevant NDP and | nternedi ate Node Behavi or

In a traditional network, an internediate node nust support a mapping
bet ween a connected node’s | P address and the connected node’s Iink-

| ayer address and interface the node is connected to. Wth |Pv4,
this process is handled by ARP [ RFC0826]. Wth IPv6, this process is
handl ed by NDP and is docunented in [ RFC4861].Wth | Pv6, when a
packet arrives on one of an internediate node’'s interfaces and the
destination address is deternmned to be reachable via an adjacent

net wor k:

Cerveny Expires April 20, 2014 [ Page 3]



Internet-Draft draft-cerveny-bmag-i pv6- nd- 02 Cct ober 2013

1. The internediate node first determines if the destination |Pv6
address is present in its neighbor cache.

2. |If the address is present in the neighbor cache, the internediate
node forwards the packet to the destination node using the
appropriate link-layer address and interface.

3. If the destination | Pv6 address is not in the internedi ate node’'s
nei ghbor cache:

1. An entry for the IPv6 address is added to the nei ghbor cache
and the entry is nmarked "1 NCOWLETE".

2. The internedi ate node sends a nei ghbor solicitation packet to
the solicited-node nmulticast address on the interface
consi dered on-1i nk.

3. If a solicited neighbor advertisenent for the I Pv6 address is
received by the intermedi ate node, the neighbor cache entry
is marked "REACHABLE" and remains in this state for 30
seconds.

4. |If a neighbor advertisenent is not received, the internediate
node will continue sending nei ghbor solicitation packets
every second until either a neighbor solicitation is received
or the maxi mum nunber of solicitations has been sent. If a
nei ghbor advertisenment is not received in this period, the
entry can be discarded.

There are two scenari os where a nei ghbor cache can grow to a very
| arge size

1. There are a large nunber of real nodes connected via an
internmedi ate node’s interface and a | arge nunber of these nodes
are sending and receiving traffic sinultaneously.

2. There are a large nunber of addresses for which a scanning

activity is occuring and no real node will respond to the
nei ghbor solicitation. This scanning activity can be
unintentional or malicious. |In addition to nmaintaining the

"I NCOWLETE" nei ghbor cache entry, the internedi ate node nust
send a nei ghbor solicitation packet every second for the maxi mum
nunber of socicitations. Wth today’'s network |ink bandw dths, a
scanni ng event could cause a lot of entries to be added to the
nei ghbor cache and solicited for in the time that it takes for a
nei ghbor cache entry to be discarded.
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An intermedi ate node’s nei ghbor cache is of a finite size and can
only acconmodate a specific nunber of entries, which can be linted
by avail able menory or a preset operating systemlimt. If the
maxi mum nunber of entries in a neighbor cache is reached, the

i nternmedi ate node nust either drop an existing entry to nmake space
for the new entry or deny the new | P address to MAC address/
interface mapping with an entry in the neighbor cache. 1In an extrene
case, the internmedi ate node’s nenory may beconme exhausted, causing
the internmedi ate node to crash or begin pagi ng nmenory.

At the core of the neighbor discovery problens presented in RFC 6583
[ RFC6583], unintentional or malicious IPv6 traffic can transit the

i nternmedi ate node that resenbles an | P address scan sinilar to an

| Pv4-based network scan. Unlike |IPv4 networks, an | Pv6 end network
is typically configured with a /64 address bl ock, allow ng for
upwar ds of 2**64 addresses. Wen a network node attenpts to scan al
the addresses in a /64 address block directly attached to the
intermedi ate node, it is possible to create a huge anount of state in
the internedi ate node’'s nei ghbor cache, which may stress processing
or Menory resources

Section 7.1 of RFC 6583 recomends how internmedi ate nodes shoul d
behave when the nei ghbor cache is exceeded. Section 6 of RFC 6583

[ RFC6583] recomends how danage from an | Pv6 address scan nay be
mtigated. Section 6.2 of RFC 6583 [ RFC6583] di scusses queue tuning.

4. Test Setup

The network needs to mininmally have two subnets: one from which the
scanner (s) source their scanning activity and the other which is the
target network of the address scans.

It is assuned that the latency for all network segnents is neglible.
By default, the target network’s subnet shall be 64-bits in | ength,
al t hough sone tests may involve increasing the prefix |ength.

Al t hough packet size shouldn’t have a direct inpact, packet per
second (pps) rates will have an inpact. Smaller packet sizes should
be utilized to facilitate higher packet per second rates.

For purposes of this test, the packet type being sent by the scanning
device isn't inportant, although nost scanning applications mnight
want to send packets that would elicit responses fromnodes within a
subnet (such as an | CMPv6 echo request). Since it is not intended
that responses be evoked fromthe target network node, such packets
aren’t necessary.
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At the begi nning of each test the internedi ate node should be
initialized. Mnimally, the neighbor cache shoul d be cl eared.

Basic format of test network. Note that optional "non-participating
network" is a third network not related to the scanner or target

net wor k.
B + B + B +
| | Scanner | | Tar get | |
[ Scanni ng [------------- [ DUT [-------------- | Tar get Net wor k|
| src interface | Net wor k | | Net wor k | dst interface
I I I I I I
T + R + oo +

I

|

S +

4.1. Testing Interfaces
Two tester interfaces are configured for nost tests:

0 Scanning source (src) interface: This is the interface from which
test packets are sourced. This interface sources traffic to
destination | Pv6 addresses on the target network froma single
link-1ocal address, similar to how an adjacent internedi ate node
would transit traffic through the internmedi ate node.

0 Target network destination (dst) interface: This interface
responds to nei ghbor solicitations as appropriate and confirns
when an internedi ate node has forwarded a packet to the interface
for consunption. \Where appropriate, the target network
destination interface will respond to neighbor solicitations with
a unique |ink-layer address per |Pv6 address solicited.

5. Modifiers (variables)

5.1. Frequency of NDP triggering packets
The frequency of NDP triggering packets could be as high as the
maxi mum packet per second rate that the scanner network will support

(or is rated for). However, it nmay not be necessary to send packets
at a particularly high rate and in fact a goal of testing could be to
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identify if the DUT is able to withstand scans at rates which
ot herwi se woul d not inpact the performance of the DUT

Optinmistically, the scanning rate should be incremented until the
DUT' s performance begins deteriorating. Depending on the software
and system being used to inplenent the scanning, it nmay be
chal l enging to achieve a sufficient rate. Were this maxi num
threshol d cannot be determ ned, the test results should note the
hi ghest rate tested and that DUT performance deteration was not
noticed at this rate.

The | owest rate tested should be the rate for which packets can be
expected to have an inpact on the DUT -\u002D this value is of
course, subjective

6. Tests
6.1. Maxi mum nunber of valid hosts

This test evaluates how nany hosts can be actively sending and
receiving traffic on a network and still have connectivity across the
i nternmedi ate node, cal cul ated as the maxi mrum nunber of valid hosts
per second averaged over a 30 second peri od.

6.1.1. Test Streans
Two streans are defined

1. Streamtester-new, sourced fromthe scanning source interface,
sets up new addresses in the nei ghbor cache by sendi ng packets,
where each packet is sent to a unique |IPv6 address by ascending
order in the target network. |If the packet is received at the
target network interface, the address has been set up with an
entry in the nei ghbor cache.

2. Streamtester-renew, sourced fromthe scanning source interface,
sends traffic to existing addresses, where frequency of packets
is between a nillisecond and a second.

6.1.2. General Testing Procedure

1. Transit packets matching streamtester-new. Inittially, the rate
for packets sent by tester-new should be a rate for which it is
expected the internmedi ate node can transit. The rate should be
i ncreased until addresses are no | onger being added to the
nei ghbor cache as confirned by nei ghbor solicitations no |onger
bei ng sent by the internediate node or the maxi nrum bandw dth of
the scanner or target network has been net, as neasured by
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conmparing the traffic being transited with the maxi num bandw dt h
of the Iinks connecting to the intermedi ate node.

2. Once the maximumrate for streamtester-new has been determ ned,
transit packets for streamtester-new until 30 seconds have
evol ved. Then send packets matching the tester-renew stream
every second. This specific step should be continued unti
packets in either streamdon’t reach the target network
destination interface

3. If all packets fromthe tester-renew streamdon’'t reach the
target network destination interface before the conpletion of the
2 minute test, reduce the rate of the tester-new stream and
repeat the test until all packets in both streans are received by
the target network interface.

6.1.3. Discussion

The maxi mum nunber of valid hosts per second as cal cul ated over a 30
second period is the rate for which all packets are transited to the
target network interface in step 3 above.

This test is useful for confirmng that there are no significant
limtations in the internedi ate node’'s capabilities, as defined by
the internmedi ate node’s intended depl oynent nodel and network. For
exanple, if the internmediate node is intended for depl oynent where
maxi mum traffic throughput is expected to be in the 1-Mps range, it
may not appropriate to require the internedi ate node to perform
acceptably where the traffic rate exceeds 10- Mps.

6.2. Stable-state tinme

Gven that it is possible to determ ne the maxi mum nunber of valid
hosts per 30 second period w thout exceeding the capabilities of the
tester or test network, this test determines howlong it takes for

t he nei ghbor cache get into a reasonable state after the intermediate
node has gotten into a state where packets are dropped. The period
bet ween when the disabling traffic is stopped and when the

i ntermedi ate node no | onger drops packets shoul d be recorded.

6.2.1. Test streans

The test streans should be the sane as those defined for "Maxi num
nunber of valid hosts."

6.2.2. General Testing Procedure
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1. Replicate behavior in "maxi mum nunber of valid hosts" unti
packets are not being received by the target network destination
i nterface.

2. Back off the rate to a point just bel ow where packets previously
were not received by the target network interface.

3. Measure the duration in seconds required until all packets are
consistently received by the target network interface.

6.2.3. Discussion

This test confirms the rate at which an internedi ate node recovers
froma scanning incident where it’s nei ghbor cache and potentially
ot her processes are overwhel ned.

6.3. NDP Prioritization: Behavior with stal e nei ghbor entries

This test attenpts to quantify how NDP prioritization, as discussed
in RFC 6583 [ RFC6583], is handled by the internediate node. Priority
shoul d be given to hosts that have been seen before.

6.3.1. Test Streans

The test streans are the sane as those defined for "Muxi mnum nunber of
valid hosts,” with the addition of a "tester-unreachable" stream
This additional stream consists of sending packets for which the
target network destination interface will not respond w th nei ghbor
adverti senents.

6.3.2. General Testing Procedure

1. Send streamtester-new packets at a maxinumrate as determ ned by
" Maxi mum nunmber of valid hosts."

2. Slow down streamtester-renew until one gets into refreshing
every 6 seconds. |If an address is in the "stale" state, it
shoul d get priority over new request.

3. Increase timer on streamtester-renew.

4, Streamtester-renew should al ways get responses. Streamtester-
renew packets shoul d al ways be recieved by the target network
destination interface

5. Streamtester-new should not always get responses. Stream

tester-unreachabl e packets should not always be received by the
target network destination interface.
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6.3.3. Discussion

6

4.

. 4.

. 4.

.4

. 5.

. 5.

. 5.

NDP Prioritizaton: Entries never present in neighbor cache

This test is identical to the first NDP prioritization test, except
that reachability to nodes that never existed in the neighbor cache
are confirned.

1. Test Streans

2. Ceneral Testing Procedure

3. Discussion

NDP shoul d prefer nodes that had previously been in the nei ghbor
cache.

NDP Prioritization: Unreachabl e addresses only

This test evaluates the inpact that scanning for non-existent
addresses across an internedi ate node has on the internedi ate node’s
ability to respond to NDP requests for valid nodes which had never
been reached before.

1. Test Streans

There are two streans in this test: one consists of a significant
flow of scanning traffic for non-existent nodes and the other
conprises of attenpting to reach existing nodes that had previously
not had entries in the neighbor cache.

2. Ceneral Testing Procedure

1. Send streamtester-unreachable at a high rate for approximately
30 seconds, continuing traffic until the end of the test.

2. Send streamtester-new at a very low rate (perhaps once per
second). Measure the rate at which the target network
destination interface receives the packet.

.5.3. Discussion

This test is intended to nmeasure the real scenario where scanning is
occuring on an otherwi se idle network and there are a "handful " of
real nodes on an end network which are being denied service because
the NDP process cannot be conpleted in a tinely manner
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7. Measurenents Explicitly Excluded

These are neasurenents which aren’t recomended because of the
item zed reasons bel ow

7.1. DUT CPU Uilization

This measurenment relies on the DUT to provide utilization
i nformation, which is subjective.

7.2. Ml forned Packets

Thi s benchmarking test is not intended to test DUT behavior in the
presence of mal forned packets.

8. DUT initialization

At the begi nning of each test, the neighbor cache of the DUT should
be initialized.

9. | ANA Considerations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

10. Security Considerations

Benchmarki ng activities as described in this meno are linmted to
technol ogy characterization using controlled stinuli in a |aboratory
environnment, with dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or misroute traffic to the test
managemnment networ K.

Furt her, benchmarking is perfornmed on a "bl ack-box" basis, relying
sol ely on neasurenents observable external to the DUT/SUT. Speci al
capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng pur poses.

Any inplications for network security arising fromthe DUT/ SUT SHOULD
be identical in the lab and in producti on networks.
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