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Generalized Multiprotocol Label Switching (GWLS) defines a set of
protocols for the creation of Label Switched Paths (LSPs) in various
swi tching technol ogi es. The GWLS User-Network Interface (UNI) was
devel oped in RFC4208 in order to be applied to an overlay network
architectural nodel

Thi s docunent exam nes a nunber of GWLS UNI application scenarios.

It shows how techni ques devel oped after the GWLS UNI can be applied
to automate or enable critical processes for these applications. This
docunent al so suggests sinple extensions that could be made to

exi sting technologies to further enable the UNI and points out sone
unresol ved i ssues.
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1. Introduction

Generalized Miultiprotocol Label Switching (GWLS) [RFC3945] defines a
set of protocols, including Qpen Shortest Path Fist - Traffic

Engi neering (OSPF-TE) [RFC4203] and Resource ReserVation Protocol -
Traffic Engineering (RSVP-TE) [ RFC3473], which can be used to create
Label Switched Paths (LSPs) in a number of deploynment scenarios with
various transport technol ogi es.

The User-Network Interface (UNI) reference point is defined in the
Automatically Switched Optical Network (ASON) [ G 8080]. According to
[ G 8080], the UNI may be inplenented as a peering between a client-
side entity (UNI-C) and a network-side entity (UNI-N). End-to-end
connectivity between UNI -C nodes is achieved across the core network
by three conponents: a UNI request fromsource UNI-C to source UNI -N,
a core network connection fromsource UNI-N to destination UNI-N;, and
a UNI request fromdestination UNI-N to destination UN -C.

The GWPLS overlay nodel, as per [RFC4208], can be applied at the UN,
as shown in Figure 1.

Overl ay Overl ay
Net wor k L + Net wor k
Fomm e e - + | | Fomm e e - +
| +----+ +----- + +----- + +----- + | +----+ |
|| [ | UNC | I I I I I [ UNL || (.
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| +o---+ | | +- - - -+ +- - - -+ +- - - -+ | | +----+ |
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I e B e R +ONs || L
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Legend: EN - Edge Node
CN - Core Node

Figure 1 - Applying GVWLS overlay nodel at UNI
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In Figure 1, assume that there is an end-to-end UNl connection
passi ng through ENI1- CN1- CN2- CN3- EN3. For conveni ence, sonme terns used
in this docunent are defined bel ow

- "source EN' refers to the edge-node which initiates the
connection (i.e., ENl);

"destination EN' refers to the edge-node where the connection is
termnated (i.e., EN3);

- "ingress CN' refers to the core-node to which the source ENis
attached (i.e., CN1);

- "egress CN' refers to the core-node to which the destination EN
is attached (i.e., CN3).

[ RFC4208] provides nechanisms for UNI signaling, which are conpatible
with GWLS RSVP-TE signaling ([ RFC3471] and [RFC3473]). A single end-
to-end RSVP session between source EN and destination EN is used for
the user connection, just as it would be for connection creation

bet ween two core nodes. However, when considering the isolation of
topol ogy informati on between the core network and the overlay network,
addi tional processing of the RSVP-TE Explicit Route Object (ERO and
Record Route Object (RRO) is required. For exanple, the ingress CN
should verify the ERO it receives against its topol ogy database and
may enhance it with additional path information before forwarding the
PATH nessage. And the ingress/egress CN may edit or renove the RRO in
order to hide the path segnent used inside the core network fromthe
EN.

The GWLS UNI can be used in nany application scenarios. For exanple,
inamulti-layer network [ RFC6001] the interface between client |ayer
node and server |ayer node can be seen as a UNI. O, when depl oyi ng
VPN services such as Layer One Virtual Private Networks (L1VPNs)

[ RFC4847], [RFC5253], users can connect to a service provider network
via a UN.

Thi s docurment exam nes a nunber of current and future GWLS
application scenarios. It shows how techni ques devel oped after the
GWLS UNI can be used to autonmate or enable critical aspects of these
application scenarios. It points out sone potential technol ogy
extensions that could inprove UNI operation, and highlights sone

unr esol ved i ssues.

Zhang Expi res August 2013 [ Page 4]



dr aft - zhang- ccanp- gnpl s- uni - app- 04. t xt July 2013

2. UNI Addressing

In [ RFC4208], the GWLS overlay nodel is applied at the UNI reference
point, and it is required that the edge-node and its attached core-
node of the overlay network share the sane address space that is used
by GWLS to signal between the edge-nodes across the core network
Under this condition, the user connection can be created using a
singl e end-to-end RSVP session, which is consistent with the RSVP
nmodel . Therefore, RSVP-TE defined in [RFC3473] can be used for
support GVWPLS UNI w thout any extensions.

However, in some deployments of the GWLS UNI, it is not practica

for the EN and its attached CN to share the sanme address space. This
can arise if the core and overlay networks were designed and depl oyed
separately or belong to different carriers. For exanple, the core
network may use | Pv6 addresses, while the overlay network uses | Pv4
addresses. O, since the core network is a closed system the
assignnent of the I P addresses of the CNs nmay be independent of other
| P addresses outside the core network. This inplies that the nodes in
the core network may use addresses which could collide with the edge
nodes in the overlay network.

[ RFC4208] does not state how to ensure that an edge-node and its
attached core-node share the sane address space. This docunent
anal yses the addressing depl oynent scenarios as foll ows:

1. Overlay network and core network share a common addressing policy.
This might be quite feasible in a nulti-layer network operated by
a single carrier.

In this scenario, end-to-end UNI connectivity may use a single
RSVP session, and the core routing information (assumng it is
shared and not stripped for confidentiality reasons) will be
meani ngful to the ENs. Note, however, that the overlay nodel
exam ned by this docunent assunes that there is sone separation
bet ween the overlay and core networks, and this night mean that
the overlay network is not able to see the topol ogy or routing
i nformati on of the core network even when they share a conmon
addr ess space.

2. ENs have visibility into the core network, but overlay and core
net wor ks have different address spaces. This is the nobre common
nmodel envi saged by [ RFC4208] and for basic node L1VPN depl oynments
[ RFC5251]. The previous scenario can be seen to be a special case
of this scenario where the two address spaces are conpl enentary.
In this deploynent the ENs each have two addresses: one in the
overlay network and one in the core network. The source ENis
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aware of the addresses for itself, the ingress CN, the egress CN
and the destination EN in the address space of the core network.
It may also have full visibility into the core network, but this
is not a requirenent.

In this scenario, the ENs are responsible for perform ng address
mappi ng between the overlay network’ s addresses for the ENs, and
the core network’s addresses for the sanme nodes and/or its TE
links. A typical deploynent may assign addresses in the core

net wor k address space for the EN and/or its TE links at the EN
side, so that EN can use these addresses to comunicate with the
core network for UNI connection provisioning.

In this deploynment, a single end-to-end RSVP-TE session can stil
be utilized fromthe source EN to the destination EN using
addressing and naning fromthe core network’s address space.

3. ENs do not have any know edge of the core address space, or do not
support the address space the core network uses (e.g., ENs do not
support IPv6 that is used by the core network). ENs will have no
visibility into the core network.

In this scenario, the ingress CNis responsible for napping
addresses to the core address space and filling in any additiona
routing information. A typical deploynment is to assign addresses
in the overlay address space for the ingress CN and/or its TE
links at the CN side, so that the EN can use overlay addresses to
reach the ingress CN and to identify the destination EN

In this deploynent the end-to-end connectivity nust be created
ei ther using "session stitching" (see Section 6.2) or "session
shuffling" (see Section 6.3).

3. UNl Auto Discovery

When the end-to-end connection is set up across the core network, it
must be targeted at the destination CN so that it can be extended to
the destination EN. This means that either the source EN nust know
the identity of the destination CNto which the destination ENis
attached, or the source CN nmust know this information. This requires
sone form of "discovery" (possibly including configuration), and
dependi ng on the addressing schene in use (see Section 2), address
mappi ng needs to be performed by the source EN or the source CN
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The di scovery probl em may be exacerbated when a variety of services
are requested since the source EN will need to know the capabilities
and avail able resources on the link between the destination CN and
the destination EN. It could discover this by attenpting to set up a
connection and by draw ng concl usi ons from connection setup fail ures,
but this is not efficient. Furthernore, in the case of a dual - honed
destination EN (such as EN2 in Figure 1), a choice of destination CN
must be made, and that choice may be influenced by the capabilities
and avail able resources on the CN-EN links | eading to the destination
EN.

If the UNI is applied in an L1VPN scenario, two nechanisns for auto
di scovery have been defined. Auto discovery of UNl using OSPFv2 is
provided in [ RFC5252] using an L1VPN LSA to advertise the L1VPN
information via the L1VPN info TLV and the TE information of the CE-
PE link (in the language of UNI, it’'s the ENNCN link) via the TE link
TLV. Auto discovery of UNI using BGP is provided in [ RFC5195] by
havi ng each edge CN advertise to other edge CN the follow ng
information, at a minimum its own |IP address and the |ist of
<private address, provider address> tuples local to that PE. Once
that information is received, the renote PEs will identify the |ist
of VPN nmenbers they have in common with the advertising PE, and use
the information carried within the discovery nechanismto perform
address resolution during the signaling phase of Layer-1 VPN
connecti ons.

4. UNI Path Conputation

End-to-end UNI path conputation includes three parts: the selection

of the source UNI link, the path conputation inside the core network
and the selection of the destination UNI [ink.

The selection of UNI |inks nay not be necessary in all scenarios. One
exanple is in the case of single-honing with only one UNI |ink

between EN and CN. Anot her exanple is manual selection of the UN
Iink when the service is requested (i.e., as a function of the
service request such as the port mapping used in a L1VPN). In such
cases, the CN to which the source ENis attached, or the path
Conput ati on El enent (PCE) ([RFC4655]) which is responsible for the
core network, can performthe path conputation across the core
networ k when the UNI signaling request is sent fromthe source EN to
the source CN
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4.1. UNI Link Selection

This docunment is specific to the overlay architectural nodel, and
that nmeans that the source EN does not have the topol ogy and TE
informati on of the core network. Therefore, in the case of nulti-
homing (i.e., the source EN is connected to nore than one CN), the
source EN does not have enough information to nake a correct choice
anong all the UNIl links between itself and the core network for an
opti mal end-to-end connection

In this case, a PCE whose conputation domain covers both the core
network and the ENs attached to it can be used. Note that the GWLS
UNI predates PCE and hence a PCE was not available in early GWLS UNI
depl oynents. A PCE that has the topol ogy and TE i nformation of the
core network can use the UNl discovery mechani sm described in Section
3 tolearn the ENNCN relationship and the TE informati on of the UN
links, and therefore has the ability to select the optinmal UN 1ink
for the connection.

Figure 2 shows the procedures for UNI path conmputation using a single
PCE with visibility into the core network and information about all

of the CN-EN links. Wen the UNI path conputation request is received,
the PCE can help the source EN to conpute the end-to-end route of the
UNI connection based on routing information it has accesses to, so
that the source EN can create the UNl connection using the optimal

UNI link. As shown in Figure 2, the follow ng steps are carried out:

Step 1. ENIL requests a path fromENL to EN2 by sendi ng a PCReg
nmessage to the PCE

Step 2: The PCE conputes a path based on its view of the core network
and know edge of all the ENNCN links. In this case, it returns the
pat h Enl- CN4- CN5- Cn6-EN2 to the ENL1 node;

Step 3: ENL starts the signaling process to set up the LSP by using s
standard RSVP signaling process, using the path information as
comput ed.

If confidentiality of the topology within the core network needs to
be preserved, the Path Key Subobject (PKS) can be used for either
approach outlined here (see [ RFC5520] and [RFC5553]). In the PCRep
nmessage returned to EN1, the Confidential Path Segnent (CPS) (i.e.
CN4- CN5-CNB) i s encoded as a PKS by the PCE. Therefore, EN1 only

|l earns the selected UNI link fromthe PCE. When CN4 receives the UN
signaling message from ENL carrying the PKS, CN4 asks the PCE to
decode the PKS and then continues to signal the LSP
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1) PCReq: ENI1-EN2 - - +

i >| |

| | PCE |

| | |

|| oot

| | 2) PCRep: EN1- CN4- CN5- CN6- EN2

N ,

| | Cor e Net wor k |

[ [ [ +----+ +----+ +---t+

| \Y +----+--+ CN1+------ + CN2+------ + CN3+--+----+

+----+ | +- - -+ +- - -+ +-- -+ | L pp——

bk | | I

| EN1| UN | | | | | UNI | EN2

I -t | | [ | | +- -+ |

+---t+ | +--++ +- - -+ +--+ | | +----+
to-oot--+ CNb+------ + CN5+------ + CNB+--+----+

--------- > | L pp—— L pp—— L pp——
3) Signaling +---------mmmm oo +

Figure 2 - Procedure using a PCE for UNI path conputation

Note that the case described in this section, the PCE needs to be
visible to the ENs, and there also needs to be a control channe
between the PCE and the ENs for the exchange of PCE Protocol (PCEP)
messages. An alternative inplenmentation could be that a PCE is

| ocated i nside each CN to which the source EN is attached, so that
the source EN can use the UNI control channel to send and receive the
PCEP nessages.

The node requesting for a LSP, crossing UNI, nay not be an EN node,
as depicted in Figure 3. The procedure described above still applies.

In this case, if an explicit route is desired there is an additiona
requi renent that the PCE needs to have visibility into the overlay
networks. Otherwi se, the PCE can only provide the route between two
EN nodes as illustrated in Figure 3.
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| ---Overlay----- [[------- Core Network---------- [|---Overlay----- [
+--- - +
| PCE |
+----- +
+-+- -+ +--+-+ +--+-+
+--+ CNL+---| CN2+----+ CN3+----- +
+-- -+ +-- -+ | +-+--+ +- - -+ +- - -+ I e S
| C1---]EN2|---+- | | [ UNI +--+ EN1+--+ C2|
[---] [---]-+ UNl | | | B
I I I I I
| +- - -+ +- - -+ +- - -+ |
+----+ CN4+---+ CN5+----+ CNB+----- +
+----+ +----+ +----+
I T I e e
[---->

RSVP- TE Si gnal i ng
Figure 3 - Procedure of non-EN Node in the Overlay Path Conputation
5. Additional Paranmeters across UN

Wth new extensions currently proposed for RSVP-TE protocol, new
par aneters/functions can al so be applicable to UNI

5.1. Constrained Path Conputation

Constraints that can be applied to the path conputation in the core
network are:

+ Diversity: it is possible to indicate the resources nust or
shoul d be avoi ded during the path conputation by neans of the
Excl ude Router Object (XRO [RFC4874], the Explicit Exclusion
Rout e Subobject (EXRS) [ RFC4874] and the LSP subobject [LSP-D V].
Such resources can consist of:

-1 Pv4 prefix, IPv6 prefix, Unnunbered Interface ID, AS
Nunmber and SRLG [ RFC4874]

-1 Pv4 P2P subobject and | Pv6 P2P subobject [LSP-DI V]

+ Latency, Latency Variation and Cost: max del ay/del ay variation
and cost allowed by the server layer LSP [ UNI PLUS]
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The overlay Edge Node can include into the RSVP-TE Path nessage an
arbitrary nunber of path conputation constraints for the provisioning
of the LSP in the server domain. For exanple, in Figure 2, ENl1 can
request a path with a constraint: max |atency should be 200ns.

If the path conputation in the core network is able to provide an

LSP neeting the requirenents (at |east those requirenents which nust
be met) such LSP is established and a RESV nessage is returned to the
Edge node; otherw se an error nessage (PathErr) is returned.

Use cases described in Section 7 can be viewed as a special use case
of diversity.

5.2. Collection Requests over UN

In addition to the path request with path conputation constraints,
the overlay nodes can al so request for the collection in the core
network of the effective values of the paraneters indicated as path
conputation constraints. The collection of such paraneters is

i ndi cated via dedicated flags in the LSP_ATTRI BUTES and
LSP_REQUI RED ATTRI BUTES in Path Message. Flags defined are:

- Cost collection flag [ TE- REC]

- Latency collection flag [ TE- REC]

- Latency Variation collection flag [ TE- REC]

- SRLG col lection flag [ SRLG FA]
In the scenario depicted in Figure 2 a request with constraints on
max | atency m ght be issued together with the request of collecting
e.g. the effective SRLGs of the provided path, in order to set up a
SRLG di sjoint recovery path, as explained in Section 7. Collected
paraneters are returned to the overlay edge node via the Record Route
bj ect (RRO in the RESV nessage.

6. UNI Path Provisioning Mdels

The basic GWLS UNI application is to provide end-to-end connections
bet ween edge-nodes through a core network via the overlay nodel. This

section briefly describes four ways in which the end-to-end LSP can
be created and operated across the core network.
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6.1. Flat Mbde

In this nodel, the edge-nodes have the same sw tching capability as
the nodes in the core network. In this case, one single end-to-end
RSVP session through the edge-nodes and a series of core-nodes can be
used to create the connection, which forns a flat LSP nodel, as shown

in Figure 4.
o e e e e o - +
[ Core Network [
+----+ UNI | +----+ +----+ +----+ UNI +----+
| EN +------- +--+ CN +------ + CN +------ + CN +--4------- + EN |
[ | [ [ +----+ [
I I I I
| e + |
| _ |
R End-to-end RSVP Session -------------- >|
I I

Figure 4 - The Flat Mbdel

If the edge-nodes and their attached core-nodes share the sane
address space, or the ENs can perform address napping into the core
net wor k address space, the GVPLS signaling described in [ RFC3471],

[ RFC3473] and other related specifications, with special ERO and RRO
processing as described in [ RFC4208], can be used to create a
connection. Note the procedures nmentioned still apply in the
scenari os where the source node of a connection is not an edge-node
but rather nodes within the sane domain as EN

6.2. Stitching Mdel
The stitching nmechani smdescribed in [ RFC5150] can be used to create
an LSP segment (S-LSP) between the ingress and the egress CN, and to

stitch the end-to-end UNI connection to the created S-LSP, as shown
in Figure 5.
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B T T +
Cor e Net wor k |
+----+ UNI | +----+ +----+ +----+ UNI +----+
| EN +------- +--+ CN +------ + CN +------ + CN +--4------- + EN |
+----+ | +----+ +----+ +----+ +----+
I I I I I I
B T T +----+

I I

I | <-LSP Segnent (S-LSP)-->| I

{< ————————————— End-to-end RSVP Session -------------- 4
Figure 5 - The Stitching Mdel

This nodel allows the core network a degree of independence so that
the S-LSP can be set up and nodified w thout the know edge of the
overlay network. Renenber that stitching is a data plane function, so
that the EN-CN LSP segnents are cross-connected to the S-LSP at the
edge CNs. This nmeans that, just as in Section 6.1, the overlay and
core networks nust have the sane switching capabilities. However, the
control plane for the stitching nodel operates just as the

hi erarchi cal nodel described in Section 6.4, so the S-LSP appears as
a single hop in the overlay network.

6. 3. Session Shuffling Mde

The session shuffling approach ([ RFC5251]) is a nodification of the
flat nodel described in Section 6.1. In this approach a single end-
to-end session is established, but as the signaling nessages pass
through the ingress and egress CNs, address mapping is perforned on
al | addresses carried by the nmessages to replace the addresses with
val ues fromthe correct address space. The ERO and RRO are stri pped
fromthe nmessages as previously discussed, so there is no need for
the CNs to exani ne those objects to nmap addresses. However, all other
addresses nust be mapped including the inportant session identifiers
(the source and destination addresses). Viewed fromthe outside
(perhaps through an NMS) this gives the inpression of session
stitching because the session has different identifiers as it crosses
the core network. An NVS might, therefore, present the shuffling
nodel as the stitching nodel, or it nmight operate the sane address
shuf fling/ mapping as is used by CNs.

6.4. Hierarchal Model
If the ENs and CNs have the sanme switching capability, a tunne

bet ween the ingress and egress core-nodes can be provisioned to carry
the end-to-end connection. The tunnel nmay have a | arger capacity than
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the end-to-end UNI connection, depending on the policies configured
at the ingress CN of the core network. The end-to-end connection can
be nested into a tunnel, which fornms the LSP hierarchy [ RFC4206] as
shown in Figure 6. If the tunnel has a |larger capacity, other LSPs
can al so be nested within the same tunnel

Alternatively, if the ENs and CNs have different sw tching
capabilities the LSP hierarchical nodel can al so be used exactly as
described in [ RFC4206] .

In the hierarchal nodel, the end-to-end connection can be divided
into three hops: one for each UNI |ink and one hop across the core
network. The core network tunnel can be pre-provisioned via network
pl anni ng, or triggered by the UNI signalling. For the latter case,

[ RFC5212], [RFC6001] and other nulti-layer network rel ated
specifications can be used to create the hierarchical LSP

e e e oo +
| Cor e Net wor k |
+----+ UNI [ +----+ +----+ +---t+ UNI +----+
| EN +------- +--+4+ CN +======+ CN +======+ CN +--4+------- + EN |
L pp—— | L pp—— L pp—— +----+ L pp——
I I I I I I
T R

I I
| |
[ | <- Core Network Tunnel -->| [
I I
[<---cmmmee-- End-to-end RSVP Session -------------- >|
I I

Figure 6 - The Hierarchal Mde

7. UNI Recovery

One of the significant uses of GWLS is to provide recovery
mechani snms for connections. Recovery and protection nechanisns are
al so needed in many UNl scenarios, and the rel ationship between the
overlay and core network provide obvious places at which to operate
the recovery techni ques.
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7.1. End-to-end Recovery

In the case of multi-hom ng, UNI end-to-end recovery is possible. As
shown in Figure 7, the working path (W and the protection path (P)

are disjoint fromeach other not only inside the core network, but

al so at both the source and destination sides of the UNI. Mechanisns
need to be provided to ensure the selection of disjoint working and
backup paths as discussed in the foll owi ng subsections.

It should be noted that end-to-end recovery can be operated even when
the ENs are single-honed. However, obviously, in this case there is
no protection against the failure of an ENNCN link, or of the edge CN

itself.
e +
| Core Network [
W | +----+ +o- - -+ +omm -+
+----4--+ CN +------ + CN +------ + CN +--+----+
+----+ | +----+ +----+ +----+ | +----+
oot | | t--+ |
| EN| UN | | UNI | EN |
| e |
+----+ | [ [ +----+ | [
+----4--+ CN +------ + CN +------ + CN +--+----+
P | +--- -+ +--- -+ +----+
oo e e e e e e +

Figure 7 - UNIl End-to-End Recovery
7.1.1. Serial Provisioning of Wrking and Protection Paths

In serial provisioning, one path is conputed before another and the
associ ated LSP may even be set up before the second path is conputed.
In the case where the working path is conputed and created before the
protection path, path conputation for the protection path needs to
select a (maximally) disjoint path given this existing working path.

If the ENis allowed to see details of the core network, the EN can
use the RROto collect the route of the working path. It can then use
the Exclude Route Object (XRO to exclude the working path when
signaling the protection path, as described in [RFC4874].

But in nost cases, in order to preserve the confidentiality of
topology within the core network, the route of the working path as it
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averses the core network will be hidden fromthe EN. In such cases,
e RRO and XRO nechani sm cannot be used. Alternative includes:

-Only collect the Shared Risk Goup (SRG infornmation, but not the
full path information [SLRG FA]. This is because the SRG
information is normally | ess confidential than the information of
node ID and link ID.

- Anot her possible solution is encrypted the SRG information and
provide it to the EN nodes, so that the EN nodes can using this
informati on to convey the diversity constraint, as the nethod
specified in [ UNI Ext].

-In an application scenario where a PCE is involved inside the core
networ k, then the Path Key mechani sm can be used. The confidenti al
path segnent, i.e., the route of the working path as it traverses
the core network, is encoded as a PKS by the PCE when conputing the
wor ki ng path [ RFC5520]. This PKS can be used by the EN when it
requests the PCE to conpute a protection path, to exclude the nodes
and |inks used by the working path. As previously described, the
PKS is also used in signaling [ RFC5553] so that the EN can indicate
to the CN what path to use across the core network.

order to specify the diversity requirenent, it is required that
e PKS should be carried in the XRO in both PCEP nmessage and RSVP-TE
gnal i ng

. Concurrent Conputation of Wirking and Protection Path
e working and protection path can be conputed at the same tine

.9., by PCE or by one of the CNs to which the source ENis
t ached).

[ PCE- GWLS] adds support for an end node to request a protected

se
it

co
th

rvice using the protection types defined in [ RFC4872]. Theref ore,

"s possible that the source EN requests the edge CN or PCE to
nmput e both the working and the protection path at the sane tinme. At
is time, the disjunction requirenment can be resol ved inside the

pat h conputation server.

Sane as described in the previous section, the path segnent

tr
co

Zhang

aversing the core network can be encoded as a PKS if
nfidentiality is requested.
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7.2. Segnment Recovery

The UNI connection may request protection only inside the core
network, especially in case of single-homng. A UN segnent
protection exanple is shown in Figure 8. In this case, the core
net work provides a "recovery donmain".

o e e oo +
| Cor e Net wor k |
[ W +----4+ +----+ [
| +--+ CN +--+ CN +--+ |
L pp—— | +----+ | R e S +o---+ L pp——
NS I I
| EN +----- +-+ CN | | ON +-+----- + EN |
[ [ UNI | | +- -+ +- -+ [ | UNI | |
+----+ | +----+ | A ST -t +----+
| +--+ CN +--+ CN +--+ |
| P +----+ +----+ |
N e +

Figure 8 - UNI Segnent Recovery

[ RFC4A873] provides a nmechani smfor segnent recovery, in which the
PROTECTI ON bj ect is extended to indicate segnment recovery, and the
Secondary ERO (SERO) is introduced for the explicit control of the
protection LSP between the branch node and the nerge node.

However, in the overlay nodel, the nechani sns of segnent recovery
described in [RFC4873] may not be appropriate. In particular, the
source EN might not know the CN to which the destination ENis
attached. That neans that the source EN knows the branch for the
protection segrment, but does not know the merge node.

But the nodel shown in Figure 8 is particularly inportant because it
pl aces the responsibility for service delivery with the edge CNs.
This will be a conmon operational nodel in overlay networks.
Fortunately the stitching nodel (Section 6.2) and the hierarchica
nmodel (Section 6.4) are good at providing the necessary protection
within the core network without the ENs having to be aware of the
paths in the core network.

8. UN Call

The Call is a fundanental conponent of the ASON nodel [G 8080]. It is
used to maintain the associ ati on between one or nore user
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applications and the network, and to control the set-up, release,
nmodi fi cation, and mai ntenance of sets of Connections (LSPs). In
simpl e cases, the Call and Connection can be established at the sane
time and in a strict one-to-one ratio. In this case, Call signaling
requires only mnor extensions to connection signaling. However, if
Cal |l s are handl ed separately from Connections, or if nore than one
Connection can be associated with a single Call, additional Cal
signaling is required

The GWLS Call, defined in [ RFC4974], provides a nechanismto
negoti at e agreenent between endpoints possibly in cooperation wth
the nodes that provide access to the network. Typically the GWLS
Call can be applied in the UNI scenario for access |link capability
exchange, policy, authorization, security, and so on

8.1. Exchange of UN Link Information

It is possible that the TE attributes of the access link (i.e., the
UNI link) are not shared across the core network. So the source EN
may not have the TE information of the destination access link as
well as the capability of the destination EN. For exanple, in case of
TDM networ k, the Virtual Concatenation (VCAT) and Link Capacity

Adj ust nent Schene (LCAS) capability of the destination EN nay not be
known.

In this case, the source EN can raise a Call carrying the
LI NK_CAPABI LI TY obj ect to have a capability exchange with the
destination EN, as described in [ RFC4974].

8.2. Control of Call Route

When applying the Call, it’s possible that there are nultiple core
net wor k domai ns between the source EN (Call initiator) and the
destination EN (Call terminator), or there is nore than one Cal
manager in the core network (e.g., in the nulti-honing scenario where
the CNs to which the ENs are attached act as the Call managers).

In the both cases, when establishing the Call, there may be nultiple
alternative routes for the Call nessage to reach the destination EN
One can sinply use the hop-by-hop manner (i.e., each Call manager
determi nes the next Call nanager to which the Call nessage will be
sent by itself) to control the path of the Call

However, in the practical deployment of UNI Call, conmercial and
policy notivations normally play an inportant role in selecting the
Call route, especially in the nmulti-domain scenario. In this case,

t he hop-by-hop manner is not practical because the route of the Cal
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needs to be pre-determ ned in consideration of conmercial and policy
factors before establishing the Call

Therefore, it is desirable to allow full control of the Call by the
source EN. That is, the source EN can identify the full Call route

and signal it explicitly, so that the Call message can be forwarded
al ong the desired route. Mreover, the managenent plane needs to be
able to identify the Call route explicitly as an instruction to the
source EN.

9. UNI Multicast

Data plane nmulticasting is supported in existing Traffic-Engineering
net wor ks. GWPLS provi des extensions to RSVP-TE to support

provi sioning of point-to-nultipoint (P2MP) TE LSPs via the contro

pl ane, as described in [ RFC4461] and [ RFC4875].

In the scenarios where P2MP is supported using the overlay
architectural nodel, it is a requirement to transport signals from
one source EN to nultiple destination ENs. One could create a point-
to-point (P2P) connection between the source EN and each destination
EN, but it will likely be a waste of bandw dth resource both of the
UNI link and in the core network.

Therefore, there are sone scenarios required to support point-to-
mul tipoint (P2MP) TE LSPs fromone source EN to nultiple | eaf ENs.

9.1. UNIl Miulticast Connecti on Mdde

There are two cases for the UNI nulticast. For the first case, only
the ingress and egress CNs in the core network support P2MP. The core
network has to provide nultiple P2P connections between ingress CN
and each egress CN for the end-to-end UNI rnulticast, as shown in
Figure 9. This relieves the pressure on the source UNI |ink, but does
not help the over use of the core links such as CN1-CN2.
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B T e +

| Cor e Net wor k

| +--m - - + +--m - - + +--m - - + |UNI +---+
+---+ UNI| [ Hom e e oo - +-- - - - Fom oo - + +- - +- - - - +EN2|
| ENL+----+--+ CNL +-------- +-\ CN2| | CN3 | | +---+
+--t || SoREEREE Ho\ | | Leaf A
Sour ce | [ + +- - -+ [ +

I |1 I

| +- - +- + +----- + |UNI +---+

[ | | V- - + +- - +-- - - +EN3|

I | | CN4| | CNs || +o- -4

| +- 4o -+ R + Leaf B

I I

| +-+---+ +----- + |UNI +---+

| | \---4--em- - + +--+----+EN4|

[ | CN6 | | CN7 | [ +-- -+

| +----- + +----- + Leaf C

R e +

Figure 9 - Only ingress/egress CNs support rmulticast

For exanple, in nulti-layer scenario of a packet overlay network with
a TDM core, the ingress/egress CNs nay have packet nulticast
capabilities and therefore can adapt the packets fromEN into
mul ti ple TDM connections to transit the core network, but the CNs
inside the core network only support point-to-point (P2P) TDM
connecti ons.

In another case, all the CNs in the core network can support

mul ticast, so that the core network can create a P2MP LSP to provide
the end-to-end UNI nulticast, as shown in Figure 10.
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B +

| Cor e Net wor k

| +--m - - + +--m - - + +--m - - + |UNI +---+
+---+ UNI| [ Hom e e oo - T S + +- - +- - - - +EN2|
| ENL+----+--+ CNL | | | CN2| | CN3 | | +---+
+-- -+ | +---- + +-V---+ oo - + | Leaf A
Sour ce | | |

| +- - -+ Feom - + |UNI +---+

| | +-->+------- + +- - +--- - +EN3|

| | [ow | oS || o

| +-V---+ +----- + | Leaf B

I +-|+---+ R + IUNI +--- 4+

| | \-->4-- oo - - + +--+----+EN4|

| | o6 | I

| o - + +----- + | Leaf C

B T T +

Figure 10 - Al CNs support nulticast

For exanple, in the Ethernet over OIN scenario, if the core network
can support ODUO nulticast, then an ODU0 P2MP LSP can be created
inside the core network to carry the client G gabit Ethernet (GE)
signal for the ENs.

Note that the branching of the P2MP connection could al so happen at
the source ENif the ENis multi-honed. In this case, each branch
fromthe source EN uses a separate UNI |ink connecting the source EN
to the core network. For each UNI branch, the connection nodel inside
the core network is the sane as described in this section

9.2. UNI Miulticast Connection Provisioning

The four UNI connection provisioning nodels, as described in Section
5, should al so be applied in the UNI nulticast scenario.

For the flat nodel, one end-to-end P2MP session as described in
[ RFC4A875] can be used to create the P2MP LSP from source EN to | eaf
ENs.

For the stitching nodel, multiple P2P LSP segnents or one P2WMP LSP
segnment between the ingress CN and each egress CNs needs to be
created and then stitched to the UNI P2MP LSP. GWLS UNI signaling
shoul d have the capability to convey the nulticast information by
usi ng stitching nodel .
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10.

11.

12.

For the session shuffling nodel, one end-to-end P2MP session can be
used to create the P2MP LSP, with an address mappi ng perforned at
bot h i ngress and egress CNs.

For the hierarchical nodel, nultiple P2P LSP tunnels or one P2MP LSP
tunnel between the ingress CN and each egress CNs needs be triggered
by the UNI signaling for creating the P2MP LSP. GWLS UN signaling
shoul d have the capability to convey the nulticast information by
usi ng the hierarchical nodel

Security Considerations

[ RFC5920] provides an overview of security vulnerabilities and
protection nechani sns for the GWLS control plane, which is
applicable to this docunent.
The details of the specific security neasures of the overlay network
architectural nodel are provided in [RFC4208], which pernits the core
network to filter out specific RSVP objects to hide its topol ogy from
t he EN.

Furthernmore, if PCE is used, the security issues described in
[ RFC4655] shoul d al so be consi dered.

Addi tionally, when the PKS nechanismis applied, the security issues
can be dealt with using [ RFC5520] and [ RFC5553].
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any standard or specification contained in an | ETF Document. Pl ease
address the information to the IETF at ietf-ipr@etf.org.

The definitive version of an | ETF Docunment is that published by, or
under the auspices of, the I ETF. Versions of |ETF Docunents that are
published by third parties, including those that are translated into
ot her | anguages, should not be considered to be definitive versions
of | ETF Docunments. The definitive version of these Legal Provisions
is that published by, or under the auspices of, the |IETF. Versions of
these Legal Provisions that are published by third parties, including
those that are translated into other |anguages, should not be
considered to be definitive versions of these Legal Provisions.

For the avoi dance of doubt, each Contributor to the | ETF Standards
Process licenses each Contribution that he or she makes as part of
the I ETF Standards Process to the | ETF Trust pursuant to the

provi sions of RFC 5378. No | anguage to the contrary, or terns,
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conditions or rights that differ fromor are inconsistent with the
rights and licenses granted under RFC 5378, shall have any effect and
shall be null and void, whether published or posted by such
Contributor, or included with or in such Contribution.

Di sclaimer of Validity

Al'l 1 ETF Docunents and the information contained therein are provided
on an "AS | S' basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE
REPRESENTS OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY, THE

| ETF TRUST AND THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL
WARRANTI ES, EXPRESS COR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY
WARRANTY THAT THE USE OF THE | NFORMATI ON THEREI N W LL NOT | NFRI NGE
ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS
FOR A PARTI CULAR PURPGSE

Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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