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Abstract

In Traffic Engineered (TE) systenms, it is sonetinmes desirable to
establish an end-to-end TE path with a set of constraints (such as
bandwi dt h) across one or nore network froma source to a destination
TE information is the data relating to nodes and TE links that is
used in the process of selecting a TE path. The availability of TE
information is usually linmted to within a network (such as an | GP
area) often referred to as a domain.

In order to deternmine the potential to establish a TE path through a
series of connected networks, it is necessary to have available a
certain anount of TE infornmation about each network. This need not
be the full set of TE information available wthin each network, but
does need to express the potential of providing TE connectivity. This
subset of TE information is called TE reachability information.

This docunent sets out the problem statenent and architecture for the
exchange of TE informati on between interconnected TE networks in
support of end-to-end TE path establishnment. For reasons that are
expl ained in the docunment, this work is linmted to sinple TE
constraints and information that determi ne TE reachability.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
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time. It is inappropriate to use Internet-Drafts as reference
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1.

I nt roducti on

Traffic Engineered (TE) systens such as MPLS-TE [ RFC2702] and GWPLS

[ RFC3945] offer a way to establish paths through a network in a
controll ed way that reserves network resources on specified |links.

TE paths are conputed by exam ning the Traffic Engi neering Database
(TED) and sel ecting a sequence of |inks and nodes that are capabl e of
meeting the requirenments of the path to be established. The TED is
constructed frominformation distributed by the IGP running in the
networ k, for exanple OSPF-TE [ RFC3630] or |SIS-TE [ RFC5305].

It is sonetines desirable to establish an end-to-end TE path that
crosses nore than one network or administrative domain as descri bed
in [RFC4105] and [ RFC4216]. |In these cases, the availability of TE
information is usually limted to within each network. Such networks
are often referred to as Domai ns [ RFC4726] and we adopt that
definition in this document: viz.

For the purposes of this docunent, a domain is considered to be any
collection of network el enents within a common sphere of address
managenent or path computational responsibility. Exanples of such
domai ns include | GP areas and Autononpus Systens.

In order to deternmine the potential to establish a TE path through a
series of connected donmains and to choose the appropriate domain
connection points through which to route a path, it is necessary to
have avail able a certain amount of TE information about each domai n.
This need not be the full set of TE information avail able wthin each
domai n, but does need to express the potential of providing TE
connectivity. This subset of TE information is called TE
reachability information. The TE reachability information can be
exchanged between domai ns based on the information gathered fromthe
| ocal routing protocol, filtered by configured policy, or statically
confi gured.

Thi s docunent sets out the problem statenent and architecture for the
exchange of TE informati on between interconnected TE domains in
support of end-to-end TE path establishnment. The scope of this
docunent is limted to the sinple TE constraints and information

(TE netrics, hop count, bandw dth, delay, shared risk) necessary to
deternmine TE reachability: discussion of nmultiple additiona
constraints that mght qualify the reachability can significantly
complicate aggregation of information and the stability of the
mechani sm used to present potential connectivity as is explained in
the body of this docunent.
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2

2

1. What is TE Reachability?

In an I P network, reachability is the ability to deliver a packet to
a specific address or prefix. That is, the existence of an IP path
to that address or prefix. TE reachability is the ability to reach a
specific address along a TE path.

TE reachability may be unqualified (there is a TE path, but no

i nformati on about avail able resources or other constraints is
supplied) which is helpful especially in deternining a path to a
destination that lies in an unknown donain, or nmay be qualified by TE
attributes such as TE netrics, hop count, avail abl e bandw dt h, del ay,
shared risk, etc.

Overvi ew of Use Cases
1. Peer Networks

The peer network use case can be nost sinply illustrated by the
exanple in Figure 1. A TE path is required between the source (Src)
and destination (Dst), that are located in different domains. There
are two points of interconnection between the donains, and sel ecting
the wong point of interconnection can lead to a sub-optinmal path, or
even fail to nmake a path avail abl e.

For exanple, when Domain A attenpts to select a path, it may
determ ne that adequate bandwidth is available on from Src through
both interconnection points x1 and x2. It may pick the path through
x1 for local policy reasons: perhaps the TE netric is smaller.
However, if there is no connectivity in Domain Z fromxl to Dst, the
pat h cannot be established. Techni ques such as crankback (see
Section 4.2) may be used to allieviate this situation, but do not
lead to rapid setup or guaranteed optimality. Furthernore RSVP
signalling creates state in the network that is i mediately renoved
by the crankback procedure. Frequent events of such a kind inpact
scalability in a non-deterministic nanner.

| Domain A | x1 | Domain Z
| SRR |

Figure 1 : Peer Networks
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There are countl ess nore conplicated exanpl es of the problem of peer
networks. Figure 2 shows the case where there is a sinple nesh of
domains. Cearly, to find a TE path from Src to Dst, Domain A nust
not select a path leaving through interconnect x1 since Donain B has
no connectivity to Domain Z.  Furthernore, in deciding whether to
sel ect interconnection x2 (through Domain C) or interconnection x3

t hough Domain D, Domain A must be sensitive to the TE connectivity
avai |l abl e through each of Domains C and D, as well the TE
connectivity fromeach of interconnections x4 and x5 to Dst within
Domai n Z.

| Domain B |
| |
I I
| oo
/
/
/x1
______________ / e e e e — ==
| Domain A [ [ Domain Z
| |- | |
| ----- | x2| Domain C | x4 ----- [
| | src | oo oo | Dst | |
IREEEEE | I |
| | | |
______________ \ | oo
\ x3 /
\ /
\ / x5
I /
Domain D |

Figure 2 : Peer Networks in a Mesh

O course, many network interconnection scenarios are going to be a
conbi nation of the situations expressed in these two exanples. There
may be a mesh of domains, and the domains may have nultiple points of
i nt erconnecti on.

2.1.1. Were is the Destination?
A variation of the problens expressed in Section 2.1 arises when the
source dormain (Domain A in both figures) does not know where the
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destination is located. That is, when the domain in which the
destination node is |ocated is not known to the source donmin.

This is nost easily seen in consideration of Figure 2 where the
deci si on about which interconnection to select needs to be based on
building a path toward the destination domain. Yet this can only be
achieved if it is known in which domain the destination node lies, or
at least if there is sonme indication in which direction the
destination lies. This function is obviously provided in I P networks
by inter-donain routing [ RFC4271].

2.2. dient-Server Networks

Two specific use cases relate to the client-server rel ationship
bet ween networks. These use cases have sometines been referred to as
overl ay networKks.

The first case, shown is Figure 3, occurs when donmi ns belonging to
one network are connected by a domain bel onging to another network.
In this scenario, once connections (or tunnels) are forned across the
| ower |ayer network, the domains of the upper |ayer network can be
merged into a single domain by running | GP adj acenci es over the
tunnels, and treating the tunnels as links in the higher |ayer
network. The TE relationship between the donains (higher and | ower
layer) in this case is reduced to determ ning which tunnels to set
up, howto trigger them how to route them and what capacity to
assign them As the demands in the higher |ayer network vary, these
tunnels may need to be nodified.

Figure 3 : dient-Server Networks
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The second use case relating to client-server networking is for
Virtual Private Networks (VPNs). In this case, as opposed to the
former one, it is assuned that the client network has a different
address space than that of the server |ayer where non-overlapping IP
addresses between the client and the server networks cannot be
guaranteed. A sinple exanple is shown in Figure 4. The VPN sites
conprise a set of dommins that are interconnected over a core donain,
t he provider network.

| Dormain A | | Domain Z
| (VPN site) | | (VPN site) |
I I I I
| ----- | [ - |
| | Src | I I | Dst | |
| ----- I | - I
I I I I
.............. \ | oo
\ x1 x2/
\ /
\ /
R /
| Core Donmain |
I I
I I
R \
/ \
/ \
/ X3 x4\
.............. / L
Domain B Domain C |
(VPN site) (VPN site)

Figure 4 : A Virtual Private Network

Note that in the use cases shown in Figures 3 and 4 the client |ayer
domai ns may (and, in fact, probably do) operate as a single connected
net wor k.

Both use cases in this section become "nore interesting"” when
conmbined with the use case in Section 2.1. That is, when the
connectivity between higher |ayer domains or VPN sites is provided
by a sequence or nesh of |ower |ayer donmains. Figure 5 shows how
this mght ook in the case of a VPN
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| Dormain A | | Domain Z
| (VPN site) | | (VPN site) |
| ----- I | - I
| | Src | I I | Dst | |
| ----- I | - I
I I I I
____________ \ [ om e
\ x1 x2/
\ /
\ /
I /
| Domain X | x5 | Domain Y |
| (core) +---+ (core) |
| |
I | X6 | I
R P \
/ \
/ \
/ x3 x4\

____________ / |
| Domain B | | Domain C |
| (VPN site) | | (VPN site) |
I I I I

Figure 5 : A VPN Supported Over Miltiple Server Donains

2. 3. Dual - Homi ng

A further conplication may be added to the client-server relationship
described in Section 2.2 by considering what happens when a client

domain is attached to nore than one server domain,

of attachnent to a server donmin.
for a VPN

Farrel, et al.
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| Domain A |
| (VPN site)
------------ |
| Domain B | | | Src | |
| (VPN site) | | ----- [
I I I I
------------ \ B
\x1 | |
\ x2| | x3
\ [ I
V- - +- R SR [ Domain Z
| Domain X | x8 | Domain Y| x4 | (VPN site)
| (core) +----+ (core) e |
| | | | | | Dst | |
[ +----+ Fo-mm+ aa-- - [
I | x9 | | x5 | I
/ \
/ \
/ x6 X7\
____________ / |
| Domain C | | Domai n D
| (VPN site) | | (VPN site)
I I I

Figure 6 : Dual-Homing in a Virtual Private Network

3. Pr obl em St at enment

The problem statenment presented in this section is as nuch about the
i ssues that may arise in any solution (and so have to be avoi ded)

and the features that are desirable within a solution, as it is about
the actual problemto be solved

The problem can be stated very sinply and with reference to the use
cases presented in the previous section.

A mechanismis required that allows TE-path conputation in one
domain to make infornmed choices about the TE-capabilities and exit
poi nt fromthe domai n when signaling an end-to-end TE path that
will extend across nultiple domains.

Thus, the problemis one of information collection and presentation
not about signaling. Indeed, the existing signaling nmechanisns for
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TE LSP establishnent are likely to prove adequate [ RFC4726] with the
possibility of minor extensions.

An interesting annex to the problemis how the path is nade avail abl e
for use. For exanple, in the case of a client-server network, the
path established in the server network needs to be nade avail abl e as
a TElink to provide connectivity in the client network.

3.1. Use of Existing Protocol Mechani sns

TE information nmay currently be distributed in a domain by TE
extensions to one of the two | GPs as described in OSPF-TE [ RFC3630]
and | SIS-TE [RFC5305]. TE informati on may be exported from a domain
(for example, northbound) using link state extensions to BGP
[I-D.ietf-idr-1s-distribution].

It is desirable that a solution to the problemdescribed in this
docunent does not require the inplenentation of a new, network-w de
protocol. Instead, it would be advantageous to nmake use of an

exi sting protocol that is comonly inplenented on routers and is
currently deployed, or to use existing conputational elenents such as
Pat h Conputation Elenents (PCEs). This has many benefits in network
stability, tinme to deploynent, and operator training.

It is recognized, however, that existing protocols are unlikely to be
i Mmedi ately suitable to this probl em space wi thout some protoco

ext ensi ons. Extending protocols nust be done with care and with
consideration for the stability of existing deploynents. In extrene
cases, a new protocol can be preferable to a nessy hack of an

exi sting protocol.

3.2. Policy and Filters

A solution nust be anenable to the application of policy and filters.
That is, the operator of a domain that is sharing information with
anot her domai n nmust be able to apply controls to what information is
shared. Furthernore, the operator of a domain that has infornmation
shared with it must be able to apply policies and filters to the
recei ved information

Additionally, the path conputation within a donmain nust be able to
wei ght the information received from other domains according to | oca
policy such that the resultant conputed path nmeets the |oca
operator’s needs and policies rather than those of the operators of
ot her domai ns.
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3.3. Confidentiality

A feature of the policy described in Section 3.3 is that an operator
of a domain nay desire to keep confidential the details about its

i nternal network topol ogy and |loading. This information could be
construed as commercially sensitive.

Al'though it is possible that TE information exchange will take place
only between parties that have significant trust, there are al so use
cases (such as the VPN supported over nultiple server donains
described in Section 2.4) where information will be shared between
domai ns that have a conmmercial relationship, but a |ow level of
trust.

Thus, it mnmust be possible for a domain to limt the information share
to just that which the conputing domain needs to know with the
understanding that less information that is nade avail able the nore
likely it is that the result will be a |l ess optimal path and/or nore
crankback events.

3. 4. I nformati on Overl oad

One reason that networks are partitioned into separate domains is to
reduce the set of information that any one router has to handle.

This also applies to the volune of information that routing protocols
have to distribute

Over the years routers have becone nore sophisticated with greater
processing capabilities and nore storage, the control channels on

whi ch routing nmessages are exchanged have becone hi gher capacity, and
the routing protocols (and their inplementations) have beconme nore
robust. Thus, sone of the argunents in favor of dividing a network

i nto domai ns may have been reduced. Conversely, however, the size of
net wor ks continues to grow dramatically with a consequent increase in
the total anpbunt of routing-related infornmation avail able.
Additionally, in this case, the problem space spans two or nore

net wor ks.

Any solution to the problens voiced in this docunment nust be aware of
the issues of information overload. |If the solution was to sinply
share all TE information between all domains in the network, the
effect fromthe point of view of the information | oad would be to
create one single flat network domain. Thus the solution nust
del i ver enough information to nake the conputation practical (i.e.

to solve the problen), but not so nmuch as to overload the receiving
domain. Furthernore, the solution cannot sinply rely on the policies
and filters described in Section 3.2 because such filters m ght not

al ways be enabl ed.
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3.5. Issues of Information Churn

As LSPs are set up and torn down, the avail able TE resources on |inks
in the network change. |In order to reliably conpute a TE path
through a network, the conputation point nust have an up-to-date view
of the available TE resources. However, collecting this information
may result in considerable |oad on the distribution protocol and
churn in the stored information. |In order to deal with this problem
even in a single domain, updates are sent at periodic intervals or
whenever there is a significant change in resources, whichever
happens first.

Consi der, for exanple, that a TE LSP may traverse ten links in a
network. When the LSP is set up or torn down, the resources

avail abl e on each link will change resulting in a new adverti senent
of the link’s capabilities and capacity. |If the arrival rate of new
LSPs is relatively fast, and the hold tinmes relatively short, the
network may be in a constant state of flux. Note that the
problemhere is not limted to churn within a single domain, since
the informati on shared between domains will al so be changi ng.
Furthernmore, the information that one domain needs to share with
anot her may change as the result of LSPs that are contained within or
cross the first domain but which are of no direct relevance to the
domain receiving the TE i nformation.

I n packet networks, where the capacity of an LSP is often a small
fraction of the resources available on any link, this issue is
partially addressed by the advertising routers. They can apply a
threshold so that they do not bother to update the advertisenment of
avail abl e resources on a link if the change is | ess than a configured
percentage of the total (or alternatively, the remaining) resources.
The updated information in that case will be disseni nated based on an
update interval rather than a resource change event.

I n non-packet networks, where link resources are physical switching
resources (such as tinmeslots or wavel engths) the capacity of an LSP
may nore frequently be a significant percentage of the available Iink
resources. Furthernore, in some switching environments, it is
necessary to achi eve end-to-end resource continuity (such as using
the sane wavel ength on the whole length of an LSP), so it is far nore
desirable to keep the TE infornmation held at the conputation points
up-to-date. Fortunately, non-packet networks tend to be quite a bit
smal | er than packet networks, the arrival rates of non-packet LSPs
are nmuch lower, and the hold times considerably |onger. Thus the

i nformati on churn may be sustai nabl e.
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3.6. Issues of Aggregation

One possible solution to the issues raised in other sub-sections of
this section is to aggregate the TE informati on shared between
domai ns. Two aggregation nechani sns are often considered:

- Virtual node nmodel. 1In this view, the domain is aggregated as if
it was a single node (or router / switch). Its links to other
domai ns are presented as real TE links, but the nodel assunes that
any LSP entering the virtual node through a link can be routed to
| eave the virtual node through any other |ink

- Virtual link nmodel. In this nodel, the domain is reduced to a set
of edge-to-edge TE links. Thus, when conputing a path for an LSP
that crosses the domain, a conputation point can see which domain
entry points can be connected to which other and with what TE
attributes

It is of the nature of aggregation that information is renmoved from
the system This can cause inaccuracies and failed path conputation
For exanple, in the virtual node nodel there might not actually be a
TE path avail able between a pair of domamin entry points, but the

nodel |acks the sophistication to represent this "linited cross-
connect capability" within the virtual node. On the other hand, in
the virtual link nmodel it may prove very hard to aggregate multiple

link characteristics: for exanple, there nmay be one path avail able
wi th high bandwi dth, and another with | ow delay, but this does not
mean that the connectivity should be assuned or advertised as having
bot h hi gh bandwi dth and | ow del ay.

The trick to this multidinmensional problem therefore, is to
aggregate in a way that retains as nuch useful information as
possi ble while renoving the data that is not needed. An inportant
part of this trick is a clear understanding of what information is
actual | y needed.

It should also be noted in the context of Section 3.5 that changes in
the information within a domain may have a bearing on what aggregated
data is shared with another domain. Thus, while the data shared in
reduced, the aggregation algorithm (operating on the routers
responsi ble for sharing information) nmay be heavily exercised.

3.7. Virtual Network Topol ogy
The terns "virtual topol ogy" and "virtual network topol ogy" have
becone overloaded in a relatively short tine. W draw on [ RFC5212]

and [ RFC5623] for inspiration to provide a definition for use in this
document. Qur definition is based on the fact that a topology at the
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client network layer is constructed of nodes and links. Typically,
the nodes are routers in the client layer, and the Iinks are data
links. However, a |ayered network provides connectivity through the
| ower layer as LSPs, and these LSPs can provide links in the client

| ayer. Furthernore, those LSPs nmay have been established in advance,
or mght be LSPs that could be set up if required. This leads to the
definition:

A Virtual Network Topology (VNT) is made up of links in a network

| ayer. Those links may be realized as direct data links or as

mul ti-hop connections (LSPs) in a | ower network |layer. Those
underlying LSPs may be established in advance or created on demand.

The creation and managenment of a VNT requires interaction with
managenent and policy. Activity is needed in both the client and
server | ayer:

- In the server layer, LSPs need to be set up either in advance in
response to nanagenent instructions or in answer to dynamc
requests subject to policy considerations.

- In the server layer, evaluation of avail able TE resources can | ead
to the announcenent of potential connectivity (i.e., LSPs that
could be set up on demand).

- In the client layer, connectivity (lower layer LSPs or potential
LSPs) needs to be announced in the 1GP as a normal TE link. Such
links may or may not be nade available to I P routing: but, they are
never nmade available to IP until fully instantiated.

- In the client layer, requests to establish |lower layer LSPs need to
be made either when |inks supported by potential LSPs are about to
be used (i.e., when a higher layer LSP is signalled to cross the
link, the setup of the lower layer LSP is triggered), or when the
client layer deternmines it needs nore connectivity or capacity.

It is a fundanental of the use of a VNT that there is a policy point
at the point of instantiation of a |ower-layer LSP. At the nmonent
that the setup of a lower-layer LSP is triggered, whether froma
client-layer nmanagenent tool or fromsignaling in the client |ayer
the server |ayer nmust be able to apply policy to deternine whether to
actually set up the LSP. Thus, fears that a micro-flowin the client
| ayer might cause the activation of 100G optical resources in the
server layer can be conpletely controlled by the policy of the server
| ayer network’s operator (and could even be subject to commercia
terns).

These activities require an architecture and protocol elenents as
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wel | as nmanagenent conponents and policy el ements.
4. Existing Wirk

This section briefly sumari zes rel evant existing work that is used
to route TE paths across nultiple domains.

4.1. Per-Domain Path Conputation

The per-domai n nechani sm of path establishnent is described in

[ RFC5152] and its applicability is discussed in [RFC4726]. In
sunmary, this nechani sm assunmes that each domain entry point is
responsi ble for conputing the path across the domai n, but that
details of the path in the next domain are left to the next domain
entry point. The conputation may be perforned directly by the entry
poi nt or may be del egated to a conputation server

Thi s basic node of operation can run into many of the issues
descri bed al ongsi de the use cases in Section 2. However, in practice
it can be used effectively with a little operational gui dance.

For exanple, RSVP-TE [ RFC3209] includes the concept of a "l oose hop"
in the explicit path that is signaled. This allows the origina
request for an LSP to list the donains or even donain entry points to
include on the path. Thus, in the exanple in Figure 1, the source
can be told to use the interconnection x2. Then the source computes
the path fromitself to x2, and initiates the signaling. Wen the
signaling nessage reaches Domain Z, the entry point to the domain
conputes the remaining path to the destination and continues the

si gnal i ng.

Anot her alternative suggested in [RFC5152] is to make TE routing
attenpt to follow inter-domain IP routing. Thus, in the exanple
shown in Figure 2, the source would exanine the BGP routing
information to determine the correct interconnection point for
forwarding | P packets, and would use that to conpute and then signa
a path for Domain A. Each domain in turn would apply the sane
approach so that the path is progressively conputed and signal ed
domai n by domai n.

Al t hough the per-donai n approach has nmany issues and drawbacks in

terms of achieving optimal (or, indeed, any) paths, it has been the
mai nstay of inter-domain LSP set-up to date.
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4.2. Crankback

Crankback addresses one of the main issues with per-donmain path
conput ati on: what happens when an initial path is selected that
cannot be conpleted toward the destination? For exanple, what
happens if, in Figure 2, the source attenpts to route the path

t hrough i nterconnecti on x2, but Domain C does not have the right TE
resources or connectivity to route the path further?

Crankback for MPLS-TE and GWPLS networks is described in [ RFC4920]
and is based on a concept simlar to the Acceptabl e Label Set
mechani sm descri bed for GWLS signhaling in [RFC3473]. Wen a node
(i.e., a dormain entry point) is unable to conpute a path further
across the domain, it returns an error nessage in the signaling
protocol that states where the bl ockage occurred (link identifier
node identifier, donmain identifier, etc.) and gives sone clues about
what caused the bl ockage (bad choice of |abel, insufficient bandw dth
available, etc.). This information allows a previous conputation
point to select an alternative path, or to aggregate crankback
information and return it upstreamto a previous conputation point.

Crankback is a very powerful mechani smand can be used to find an
end-to-end in a multi-domain network if one exists.

On the other hand, crankback can be quite resource-intensive as
signali ng messages and path setup attenpts may "wander around" in the
network attenpting to find the correct path for a long tinme. Since
RSVP-TE signaling ties up networks resources for partially
establ i shed LSPs, since network conditions nay be in flux, and nost
particularly since LSP setup within well-known tine Iimts is highly
desi rabl e, crankback is not a popul ar nechani sm

Furt hernmore, even if crankback can always find an end-to-end path, it
does not guarantee to find the optinmal path. (Note that there have
been sone acadenic proposals to use signaling-like techniques to

expl ore the whole network in order to find optinal paths, but these
tend to place even greater burdens on network processing.)

4.3. Path Conputation El enent

The Path Conputation Elenent (PCE) is introduced in [ RFC4655]. It is
an abstract functional entity that conputes paths. Thus, in the
exanpl e of per-domain path conputation (Section 4.1) the source node
and each domain entry point is a PCEE On the other hand, the PCE can
al so be realized as a separate network el enment (a server) to which
conput ation requests can be sent using the Path Conputation El enent
Conmruni cati on Protocol (PCEP) [ RFC5440].
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Each PCE has responsibility for conputations within a domain, and has
visibility of the attributes within that domain. This imediately
enabl es per-domain path conputation with the opportunity to off-Ioad
conmpl ex, CPU-intensive, or nenory-intensive conputation functions
fromrouters in the network. But the use of PCE in this way does not
solve any of the problens articulated in Sections 4.1 and 4. 2.

Two significant nechani sns for cooperation between PCEs have been
described. These nmechanisns are intended to specifically address the
probl ens of conputing optinmal end-to-end paths in nulti-donain

envi ronments.

- The Backwar d- Recur si ve PCE-Based Conputation (BRPC) mechani sm
[ RFC5441] invol ves cooperation between the set of PCEs al ong the
i nter-domai n path. Each one conputes the possible paths from
domai n entry point (or source node) to domain exit point (or
destination node) and shares the information with its upstream
nei ghbor PCE which is able to build a tree of possible paths
rooted at the destination. The PCE in the source domain can
sel ect the optimal path.

BRPC i s sonetines described as "crankback at conputation time". It
is capabl e of determining the optimal path in a nulti-domain

net wor k, but depends on knowi ng the donmin that contains the
destination node. Furthernore, the mechani smcan beconme quite
complicated and involve a lot of data in a nesh of interconnected
domai ns. Thus, BRPC is nost often proposed for a sinple mesh of
domai ns and specifically for a path that will cross a known
sequence of donmins, but where there may be a choice of domain

i nterconnections. |In this way, BRPC would only be applied to
Figure 2 if a decision had been made (externally) to traverse
Domain C rather than Domain D (notwithstanding that it could
functionally be used to nake that choice itself), but BRPC could be
used very effectively to select between interconnections x1 and x2
in Figure 1.

- Herarchical PCE (H PCE) [ RFC6805] offers a parent PCE that is
responsi ble for navigating a path across the domain nmesh and for
coordi nating intra-domain conputations by the child PCEs
responsi ble for each PCE. This approach nakes conputing an end-to-
end path across a nesh of domains far nore tractable. However, it
still |eaves unanswered the issue of determ ning the |ocation of
the destination (i.e., discovering the destination domain) as
described in Section 2.1.1. Furthernore, it raises the question of
who operates the parent PCE especially in networks where the
domai ns are under different adm nistrative and comercial control

Furt her issues and considerations of the use of PCE can be found in
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[I-D.farrkingel -pce-questions].
4.4. GWLS UNI and Overl ay Networks

[ RFC4208] defines the GVWPLS User-to-Network Interface (UNI) to

present a routing boundary between an overlay network and the core
network, i.e. the client-server interface. |In the client network,
the nodes connected directly to the core network are known as edge
nodes, while the nodes in the server network are called core nodes.

In the overlay nodel defined by [ RFC4208] the core nodes act as a

cl osed system and the edge nodes do not participate in the routing
protocol instance that runs anmong the core nodes. Thus the UNI

all ows access to and limted control of the core nodes by edge nodes
that are unaware of the topology of the core nodes.

[ RFC4208] does not define any routing protocol extension for the

i nteracti on between core and edge nodes but allows for the exchange
of reachability information between them In ternms of a VPN, the
client network can be considered as the customer network conprised
of a nunber of disjoint sites, and the edge nodes match the VPN CE
nodes. Sinilarly, the provider network in the VPN nodel is

equi val ent to the server network

[ RFC4208] is, therefore, a signaling-only solution that allows edge
nodes to request connectivity cross the core network, and | eaves the
core network to select the paths and set up the core LSPs. This
solution is supplenented by a nunber of signaling extensions such as
[ RFC5553], [I-D.ietf-ccanp-xro-I|sp-subobject], and
[I-D.ietf-ccamp-te-netric-recording] to give the edge node nore
control over the LSP that the core network will set up by exchangi ng
i nformati on about core LSPs that have been established and by

all owi ng the edge nodes to supply additional constraints on the core
LSPs that are to be set up

Nevertheless, in this UNI/overlay nodel, the edge node has linited
i nformati on of precisely what LSPs could be set up across the core,
and what TE services (such as diverse routes for end-to-end
protection, end-to-end bandw dth, etc.) can be support ed.

4.5. Layer One VPN
A Layer One VPN (L1VPN) is a service offered by a core layer 1
network to provide layer 1 connectivity (TDM LSC) between two or
nmore custoner networks in an overlay service nodel [RFC4847].
As in the UNI case, the custoner edge has sone control over the
establi shnent and type of the connectivity. |In the L1VPN context
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three different service nodels have been defined classified by the
semantics of information exchanged over the customer interface:
Management Based, Signaling Based (a.k.a. basic), and Signaling and
Routing service nodel (a.k.a. enhanced).

In the managenent based nodel, all edge-to-edge connections are set
up using configuration and managenent tools. This is not a dynamc
control plane solution and need not concern us here.

In the signaling based service nodel [RFC5251] the CE-PE interface
all ows only for signaling nessage exchange, and the provider network
does not export any routing information about the core network. VPN
menbership is known a priori (presumably through configuration) or is
di scovered using a routing protocol [RFC5195], [RFC5252], [RFC5523],
as is the relationship between CE nodes and ports on the PE. This
service nodel is nuch in line with GWLS UNI as defined in [ RFC4208].

In the enhanced nodel there is an additional |inited exchange of
routing information over the CE-PE interface between the provider
network and the custonmer network. The enhanced nodel considers four
different types of service nodels, nanely: Overlay Extension, Virtua
Node, Virtual Link and Per-VPN service nodels. Al of these
represent particular cases of the TE i nformati on aggregation and
representation.

4.6. VNT Manager and Link Adverti senent

As discussed in Section 3.7, operation of a VNT requires policy and
managenent input. |In order to handle this, [RFC5623] introduces the
concept of the Virtual Network Topol ogy Manager. This is a
functional conponent that applies policy to requests fromclient
networ ks (or agents of the client network, such as a PCE) for the
establi shnent of LSPs in the server network to provide connectivity
in the client network.

The VNT Manager would, in fact, formpart of the provisioning path
for all server network LSPs whether they are set up ahead of client
net wor k demand or triggered by end-to-end client network LSP

si gnal i ng.

An inportant conpanion to this function is determn ning how the LSP
set up across the server network is nmade available as a TE link in
the client network. Cbviously, if the LSP is established using
managenent intervention, the subsequent client network TE link can
al so be configured manually. However, if the LSP is signal ed
dynanmically there is need for the end points to exchange the |ink
properties that they should advertise within the client network, and
in the case of a server network that supports nore than one client,
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it will be necessary to indicate which client or clients can use the
link. This capability it provided in [ RFC6107].

Note that a potential server network LSP that is advertised as a TE
link in the client network might to be deternined dynam cally by

the edge nodes. In this case there will need to be some effort to
ensure that both ends of the link have the same view of the avail able
TE resources, or else the advertised link will be asymmetri cal

4.7. What Else is Needed and Why?

As can be seen from Sections 4.1 through 4.6, a lot of effort has
focused on client-server networks as described in Figure 3. Far |ess
consi derati on has been given to network peering or the comnbination of
the two use cases.

Various work has been suggested to extend the definition of the UN
such that routing informati on can be passed across the interface.
However, this approach seens to break the architectural concept of
networ k separation that the UNI facilitates.

O her approaches are working toward a flattening of the network with
complete visibility into the server networks being nade available in
the client network. These approaches, while functional, ignore the
mai n reasons for introducing network separation in the first place.

The remai nder of this docunent introduces a new approach based on
network abstraction that allows a server network to use its own
know edge of its resources and topol ogy conbined with its own
policies to determ ne what edge-to-edge connectivity capabilities it
will informthe client networks about.

5. Architectural Concepts
5.1. Basic Conponents

This section revisits the use cases from Section 2 to present the
basi ¢ architectural conponents that provide connectivity in the
peer and client-server cases. These conponent nodels can then be
used in later sections to enable discussion of a solution
architecture.

5.1.1. Peer Interconnection
Figure 7 shows the basic architectural concepts for connecting across
peer networks. Nodes from four networks are shown: Al and A2 cone

fromone network; Bl, B2, and B3 from another network; etc. The
i nterfaces between the networks (sonetinmes known as External Network-
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to-Network Interfaces - ENNIs) are A2-B1, B3-Cl, and C3-DLl.

The objective is to be able to support an end-to-end connection Al-
to-D2. This connection is for TE connectivity.

As shown in the figure, LSP tunnels that span the transit networks
are used to achieve the required connectivity. These transit LSPs
formthe key buil ding bl ocks of the end-to-end connectivity.

The transit tunnels can be used as hierarchical LSPs [ RFC4206] to
carry the end-to-end LSP, or can becone stitching segnents [ RFC5150]
of the end-to-end LSP. The transit tunnels Bl1-B3 and C-C3 can be
as an abstract link as discussed in Section 5. 3.

Net wor k A ; Net wor k B ; Network C ; Net wor k D

| ALl --| A2 ---| B1| --| B2 --| B3| ---| C1] --| C2| --| G3] ---| D1| - -| D]

e N N T
I I ::::::::I I I I ::::::::I I

Key

--- Direct connection between two nodes
=== LSP tunnel across transit network

Figure 7 : Architecture for Peering
5.1.2. dient-Server Interconnection

Figure 8 shows the basic architectural concepts for a client-server
network. The client network nodes are Cl, C2, CEl, CE2, C3, and C4.
The core network nodes are CN1, CN2, CN3, and CN4. The interfaces
CE1-CN1 and CE2-CN2 are the interfaces between the client and core
net wor ks.

The objective is to be able to support an end-to-end connection
Cl-to-C4, in the client network. This connection may support TE or
normal | P forwarding. To achieve this, CEl is to be connected to CE2
by alink in the client layer that is supported by a core network
LSP.

As shown in the figure, two LSPs are used to achieve the required
connectivity. One LSP is set up across the core fromCNL to CN2.
This core LSP then supports a three-hop LSP fromCEl1 to CE2 with its
m ddl e hop being the core LSP. It is this LSP that is presented as a
link in the client network
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The practicalities of howthe CE1-CE2 LSP is carried across the core
LSP may depend on the switching and signaling options available in
the core network. The LSP may be tunnel ed down the core LSP using
the nmechani sns of a hierarchical LSP [ RFC4206], or the LSP segnents
CE1-CN1 and CN2-CE2 nay be stitched to the core LSP as described in
[ RFC5150] .

Client Network ; Cor e Networ k ; Client Network
|C1|--|C2|--ICE1I ................................ ICEZI--|C3|--|C4
| |---ICN1I IC%MI---| |
I | --1CN2| --| CN3| - - | I

Key

--- Direct connection between two nodes
CE-t 0o- CE LSP tunne
=== LSP tunnel across the core

Figure 8 : Architecture for dient-Server Network
5.2. TE Reachability

As described in Section 1.1, TE reachability is the ability to reach
a specific address along a TE path. The know edge of TE reachability
enabl es an end-to-end TE path to be conput ed.

In a single network, TE reachability is derived fromthe Traffic
Engi neering Database (TED) that is the collection of all TE
informati on about all TE links in the network. The TED is usually
built fromthe data exchanged by the 1GP, although it can be

suppl enented by configuration and inventory details especially in
transport networKks.

In multi-network scenarios, TE reachability information can be
described as "You can get fromnode X to node Y with the follow ng
TE attributes." For transit cases, nodes X and Y will be edge nodes
of the transit network, but it is also inportant to consider the

i nformati on about the TE connectivity between an edge node and a
speci fic destination node.

TE reachability may be unqualified (there is a TE path), or may be

qualified by TE attributes such as TE netrics, hop count, avail able
bandwi dt h, del ay, shared risk, etc.

Farrel, et al. [ Page 24]



Internet-Draft |Informati on Exchange Bet ween TE Networ ks Cct ober 2013

TE reachability informati on can be exchanged between networks so that
nodes in one network can determ ne whether they can establish TE
pat hs across or into another network. Such exchanges are subject to
a range of policies inposed by the advertiser (for security and

adm nistrative control) and by the receiver (for scalability and
stability).

5.3. Abstraction not Aggregation

Aggregation is the process of synthesizing fromavail abl e
information. Thus, the virtual node and virtual |ink nodels
described in Section 3.6 rely on processing the infornmation avail abl e
within a network to produce the aggregate representations of |inks
and nodes that are presented to the consumer. As described in
Section 3, dynami c aggregation is subject to a nunber of pitfalls.

In order to distinguish the architecture described in this docunent
fromthe previous work on aggregation, we use the term "abstraction"
in this docunent. The process of abstraction is one of applying
policy to the available TE information within a domain, to produce
selective information that represents the potential ability to
connect across the donain.

Abstracti on does not offer all possible connectivity options (refer
to Section 3.6), but does present a general view of potentia
connectivity. Abstraction may have a dynanmic el enent, but is not
intended to keep pace with the changes in TE attribute availability
wi thin the network.

Thus, when relying on an abstraction to conpute an end-to-end path,
the process might not deliver a usable path. That is, there is no
actual guarantee that the abstractions are current or feasible.

Whi | e abstraction uses available TE information, it is subject to
policy and managenent choices. Thus, not all potential connectivity
will be advertised to each client. The filters nay depend on
conmerci al relationships, the risk of disclosing confidentia

i nformati on, and concerns about what use is made of the connectivity
that is offered.

5.3.1. Abstract Links
An abstract link is a nmeasure of the potential to connect a pair of
points with certain TE paranmeters. An abstract link may be realized
by an existing LSP, or may represent the possibility of setting up an
LSP.

When | ooking at a network such as that in Figure 8, the link fromCNL
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to CNd may be an abstract link. |f the LSP has already been set up
it is easy to advertise it as a link with known TE attributes: policy
wi Il have been applied in the server network to decide what LSP to
set up. |If the LSP has not yet been established, the potential for
an LSP can be abstracted fromthe TE information in the core network
subject to policy, and the resultant potential LSP can be adverti sed.

Since the client nodes do not have visibility into the core network,
they nmust rely on abstraction information delivered to them by the
core network. That is, the core network will report on the potential
for connectivity.

5.3.2. The Abstraction Layer Network

Figure 9 introduces the Abstraction Layer Network. This construct
separates the client |ayer resources (nodes Cl, C2, C3, and C4, and
the corresponding links), and the server |ayer resources (nhodes CNI,
CN2, CN3, and CN4 and the corresponding links). Additionally, the
architecture introduces an internediary |ayer called the Abstraction
Layer. The Abstraction Layer contains the client |ayer edge nodes
(C2 and C3), the server |ayer edge nodes (CN1 and CN4), the client-
server links (C2-CN1 and CN4-C3) and the abstract |ink CN1-CN4.

c2

| C1]--] C2| | C3| --| C4 Client Network
-- [ [ --
| | . .
|| ||
|| ||
|| --- --- | Abstraction
| |---]CNL| | CNE|---] ] Layer Network
-- | | | | --
| | | |
| | | |
| | | |
| | --- --- | | Server Network
| [ --1CN2| --| CN3| - - | |
Key

--- Direct connection between two nodes
=== Abstract link

Figure 9 : Architecture for Abstraction Layer Network
The client |ayer network is able to operate as nornmal. Connectivity

across the network can either be found or not found based on |inks
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that appear in the client layer TED. |If connectivity cannot be
found, end-to-end LSPs cannot be set up. This failure may be
reported but no dynam c action is taken by the client |ayer

The server network |ayer al so operates as nornal. LSPs across the
server layer are set up in response to nmanagenent commands or in
response to signaling requests.

The Abstraction Layer consists of the physical |inks between the

two networks, and also the abstract links. The abstract links are
created by the server network according to |ocal policy and represent
the potential connectivity that could be created across the server
networ k and which the server network is willing to nake avail able for
use by the client network. Thus, in this exanple, the dianeter of
the Abstraction Layer Network is only three hops, but an instance of
an | GP could easily be run so that all nodes participating in the
Abstraction Layer (and in particular the client network edge nodes)
can see the TE connectivity in the |ayer.

When the client |ayer needs additional connectivity it can make a
request to the Abstraction Layer Network. For exanple, the operator
of the client network may want to create a link fromC2 to C3. The
Abstraction Layer can see the potential path C2-CNl-CN4-C3, and asks
the server layer to realise the abstract link CN1-CN4A. The server

| ayer provisions the LSP CN1- CN2- CN3- CN4 and nakes the LSP avail abl e
as a hierarchical LSP to turn the abstract link into a link that can
be used in the client network. The Abstraction Layer can then set up
an LSP C2-CN1-CN4-C3 using stitching or tunneling, and nake the LSP
available as a virtual link in the client network.

Sections 5.3.3 and 5.3.4 show how this nodel is used to satisfy the
requirenents for connectivity in client-server networks and in peer
net wor ks.

5.3.3. Abstraction in Cient-Server Networks

Section 5.3.2 has already introduced the concept of the Abstraction
Layer Network through an exanple of a sinple |ayered network. But it
may be hel pful to expand on the exanple using a slightly nore conpl ex
net wor K.

Fi gure 10 shows a nulti-layer network conprising client nodes

(labeled as Cn for n= 0 to 9) and server nodes (labeled as Sn for
n=1to9).
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| C3l---| C4)
-- -\
- - - - - \--
| CLl---| C2|---| 81| ---| 82| - --- | 3] | Cs|
- -\ -\ -\ /--
/ \-- o\ \-- -1 --
/ | S41 | S5]----]SB|---| OB ---| CT]
/ /-- -\ /-- /-- --
.y -- .y -- \--1 .y
| CB| ---| €O --~| S| ---| 8| ----| S9| - - -| CO|

Figure 10 : An exanple Milti-Layer Network

2013

If the network in Figure 10 is operated as separate client and server

networ ks then the client |ayer topology will appear as shown in

Figure 11. As can be clearly seen, the network is partitioned and

there is no way to set up an LSP froma node on the |efthand side

(say Cl1) to a node on the righthand side (say C7).

| Gl ---1 A

/ | C| ---|C7|
/ /-- .-
-l - -1
| C8| - --]C9| | CO|

Figure 11 : dient Layer Topol ogy Showing Partitioned Network

For reference, Figure 12 shows the correspondi ng server |ayer
t opol ogy.
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| S1|---1 82 ----| 3|
-\ -\ -\
\-- o\ \--
|S4] | S5|----|S6
/-- -\ /--
-1 -- \--1
| 7| ---1 88 ----| 59|

Figure 12 : Server Layer Topol ogy

Operating on the TED for the server |layer, a nmanagenent entity or a
sof tware conponent may apply policy and consi der what abstract |inks
it mght offer for use by the client layer. To do this it obviously
needs to be aware of the connections between the layers (there is no
point in offering an abstract |ink S2-S8 since this could not be of

any use in this exanple).

In our exanple, after consideration of which LSPs could be set up in
the server |ayer, four abstract |inks are offered: S1-S3, S3-S6
S1-S9, and S7-S9. These abstract |links are shown as double |ines on
the resulting topology of the Abstract Layer Network in Figure 13.

The separate | GP instance running in the Abstract Layer Network nean
that this topology is visible at the edge nodes (C2, C3, C6, C9, and
C0) as well as at a PCE if one is present.

| 3
/--
- - .y
|C2| ---| Sll ::::::::::l S3|
-- --\\ --\\
\\ \\
\ W\ -- -
\\ | S6| - - - | CB|
\\ _ _
- - \\ - - -
| Qo - - | 57| ====| 59| - --| 0|

Figure 13 : Abstraction Layer Network with Abstract Links
Now the client layer is able to nmake requests to the Abstraction

Layer Network to provide connectivity. |In our exanple, it requests
that C2 is connected to C3 and that C2 is connected to C). This
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results in several actions:

1. The managenent conponent for the Abstraction Layer Network asks
its PCE to conpute the paths necessary to nmake the connections.
This yields C2-Sl1-S3-C3 and C2- S1- S9- 0.

2. The nmanagenent conponent for the Abstraction Layer Network
instructs C2 to start the signaling process for the new LSPs in
the Abstraction Layer

3. C2 signals the LSPs for setup using the explicit routes
C2- S1- S3-C3 and C2- S1- S9- 0.

4. \Wen the signaling nessages reach S1 (in our exanple, both LSPs
traverse S1) the Abstraction Layer Network may find that the
necessary underlying LSPs (Sl-S2-S3 and Sl1-S2-S5-S9) have not
been established since it is not a requirenment that an abstract
link be backed up by a real LSP. |In this case, Sl conputes the
pat hs of the underlying LSPs and signals them

5. Once the serve layer LSPs have been established, S1 can continue
to signal the Abstraction Layer LSPs either using the server |ayer
LSPs as tunnels or as stitching segnents.

6. Finally, once the Abstraction Layer LSPs have been set up, the
client layer can be inforned and can start to advertise the
new TE |inks C2-C3 and C2-CO0. The resulting client |ayer topol ogy
is shown in Figure 14.

/ \ | 8] - --| C7]
/ \ /-- .-
/ \--/

o A e

|C8|---] O --

Figure 14 : Connected Client Layer Network wi th Additional Links

7. Now the client layer can conpute an end-to-end path fromCl to C7.
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5.3.3.1 Macro Shared Ri sk Link G oups

Network |inks often share fate with one or nore other links. That

is, a scenario that nmay cause a links to fail could cause one or nore
other links to fail. This may occur, for exanple, if the links are
supported by the sane fiber bundle, or if sonme links are routed down
the sane duct or in a conmon piece of infrastructure such as a
bridge. A common way to identify the links that may share fate is to
| abel them as belonging to a Shared Ri sk Link Goup(SRLG [RFC4202].

TE links created fromLSPs in |ower |layers nmay also share fate, and
it can be hard for a client network to know about this problem
because it does not know the topol ogy of the server network or the
path of the server layer LSPs that are used to create the links in
the client network.

For exanple, |ooking at the exanple used in Section 5.3.3 and
considering the two abstract |inks S1-S3 and S1-S9 the is no way for
the client layer to know whether the links C2-C0 and C2-C3 share
fate. Cearly, if the client |ayer uses these links to provide a

I i nk-di verse end-to-end protection scheme, it needs to know that the
links actually share a piece of network infrastructure (the server

| ayer link S1-S2).

Per [ RFC4202], an SRLG represents a shared physical network resource
upon which the normal functioning of a |link depends. Miltiple SRLGs
can be identified and advertised for every TE link in a network.
However, this can produce a scalability problemin a nutli-Iayer
network that equates to advertising in the client |ayer the server

| ayer route of each TE I|ink.

Macro SRLGs (MBRLGs) address this scaling problemand are a form of
abstraction performed at the same time that the abstract |inks are
derived. In this way, only the links tat are actually shared need to
be advertised rather than every potentially shared link. This saving
i s possible because the abstract |inks are fornul ated on behal f of
the server layer by a central managenment agency that is aware of al

of the Iink abstractions being offered.

It may be noted that a less optinmal alternative path for the abstract
link S1-S9 exists in the server layer (S1-S4-S7-S8-S9). It is would
be possible for the client |layer request for connectivity C2-C0 to
request that the path be maximally disjoint fromthe path C2-C3.
Whi | e nothing can be done about the shared Iink C2-S1, the
Abstraction Layer could request that the server layer instantiate the
link S1-S9 to be diverse fromthe |link S1-S3, and this request could
be honored if the server |ayer policy allows.

Farrel, et al. [ Page 31]



Internet-Draft |Informati on Exchange Bet ween TE Networ ks Cct ober 2013

5.3.3.2 A Server with Miltiple dients

A single server network may support multiple client networks. This
is not an uncomon state fo affairs for exanple when the server
net wor k provi des connectivity for nmultiple custoners.

In this case, the abstraction provided by the server layer may vary
consi derably according to the policies and comrerci al rel ationships
with each custonmer. This variance would lead to a separate

Abstraction Layer Network mai ntained to support each client network.

On the other hand, it nay be that nmultiple clients are subject to the
same policies and the abstraction can be identical. In this case, a
single Abstraction Layer Network can support nmore than one client.

The choices here are made as an operational issue by the server |ayer
net wor k.

5.3.3.3 A dient with Miltiple Servers

A single client network may be supported by multiple server networks.
The server networks nmay provide connectivity between different parts
of the client network or nay provide parallel (redundant)
connectivity for the client network

In this case the Abstraction Layer Network should contain the
abstract links fromall server networks so that it can nmake suitable
conputations and create the correct TE links in the client network.
That is, the relationship between client network and Abstraction
Layer Network shoul d be one-to-one.

Note that SRLGs and MSRLGs may be very hard to describe in the case
of multiple server |ayer networks because the abstraction points wll
not know whether the resources in the various server |layers share
physi cal |ocations.

5.3.4. Abstraction in Peer Networks

Peer networks exist in many situations in the Internet. Packet
networ ks may peer as | GP areas (levels) or as ASes. Transport
networ ks (such as optical networks) nay peer to provide

concat enati ons of optical paths through single vendor environments
(see Section 7). Figure 15 shows a sinple exanple of three peer
networks (A, B, and C) each conprising a few nodes
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Net wor k A : Net wor k B : Net work C
IA1I---IA2{----IA3I-_--IBll---IBZ----IB3I-;-ICll---IC2I
\--/ / \
| Ad| / \
--\ : / \ :
- - \-- -] \-- ¢ - - -
| AS| ---|AB|---|B4|---------- | B6| ---| C3|---|C4

Figure 15 : A Network Conprising Three Peer Networks

As discussed in Section 2, peered networks do not share visiblity of
their topol ogies or TE capabilities for scaling and confidentiality
reasons. That neans, in our exanple, that conputing a path fromAl
to C4 can be inpossible without the aid of cooperating PCEs or somne
form of crankback.

But it is possible to produce abstract |inks for the reachability

across transit peer networks and instantiate an Abstraction Layer

Net work. That network can be enhanced with specific reachability

information if a destination network is partitioned as is the case
with Network C in Figure 15.

Suppose Network B decides to offer three abstract |inks Bl-B3, B4-B3,
and B4-B6. The Abstraction Layer Network could then be constructed
to look like the network in Figure 16

| A3| ---| Bl| ====| B3| ----| C1|
-- -- /] -- --

- y - -
| A6 - - - | B4| =====| B6| - - - | C3]

Figure 15 : Abstraction Layer Network for the Peer Network Exanple

Using a process simlar to that described in Section 5.3.3, Network A
can request connectivity to Network C and the abstract |inks can be
instantiated as tunnels across the transit network, and edge-to-edge
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LSPs can be set up to join the two networks. Furthernore, if Network
Cis partitioned, reachability information can be exchanged to all ow
Network A to select the correct edge-to-edge LSP

Net work A : Net work C
| Al| ---| A2| ----| A3| =========| C]| ... .. | 2|
\-- :
| A4l
A\
-- \-- : -- --
| A5| - - - | AB| =========| C3| .. ... | C4]

Figure 16 : Tunnel Connections to Network C with TE Reachability
Peer networking cases can be made far nore conpl ex by dual honing
bet ween networ k peering nodes (for exanple, A3 mght connect to Bl
and B4 in Figure 15) and by the networks thensel ves being arrange in
a mesh (for exanple, A6 might connect to B4 and Cl in Figure 15).
These additional conplexities can be handled graceully by the
Abstraction Layer Network nodel

Furt her exanpl es of abstraction in peer networks can be found in
Sections 7 and 8.

5.4. Considerations for Dynam c Abstraction
<TBD>

5.5. Requirenents for Advertising Abstracted Links and Nodes
<TBD>

6. Building on Existing Protocols

6.1. BGP-LS
<TBD>

6.2. 1GPs

<TBD>
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6.3. RSVP-TE
<TBD>
7. Applicability to Optical Domai ns and Networks

Many optical networks are arranged a set of small domains. Each
domain is a cluster of nodes, usually fromthe same equi prent vendor
and with the same properties. The domain may be constructed as a
mesh or a ring, or maybe as an interconnected set of rings.

The network operator seeks to provide end-to-end connectivity across
a network constructed fromnultiple domains, and so (of course) the
domai ns are interconnected. |In a network under nanagenent contro
such as through an Operations Support System (0OSS), each domain is
under the operational control of a Network Managenent System ( NVB)
In this way, an end-to-end path nmay be commi ssioned by the OSS
instructing each NM5, and the NMSes setting up the path fragnments
across the domains.

However, in a systemthat uses a control plane, there is a need for
i ntegration between the donains.

Consi der a sinple domain, D1, as shown in Figure 16. |In this case
the nodes A through F are arranged in a topol ogical ring. Suppose
that there is a control plane in use in this domain, and that OSPF is
used as the TE routing protocol

I DL |
I B---C I
I / \ I
I / \ I
| A D |
I \ / I
I \ / I
I F---E I
I I

Figure 16 : A Sinple Optical Donmain

Now consi der that the operator’s network is built froma nesh of such
domai ns, D1 through D7, as shown in Figure 17. It is possible that

t hese donmai ns share a single, conmon instance of OSPF in which case
there is nothing further to say because that OSPF instance wll
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distribute sufficient information to build a single TED spanning the
whol e network, and an end-to-end path can be conputed. A a nore
likely scenario is that each domain is running its own OSPF instance.
In this case, each is able to handle the peculiarities (or rather
advanced functions) of each vendor’s equi pnent capabilities.

Figure 17 : A Sinple Optical Domain

The question now is how to conbine the multiple sets of infornmation
distributed by the different OSPF instances. Three possible nodels
suggest thensel ves based on pre-existing routing practices.

o In the first nodel (the Area-Based nodel) each domain is treated as
a separate OSPF area. The end-to-end path will be specified to
traverse nultiple areas, and each area will be left to determ ne
the path across the nodes in the area. The feasibility of an end-
to-end path (and, thus, the selection of the sequence of areas and
their interconnections) can be derived using hierarchical PCE

Thi s approach, however, fits poorly with established use of the
OSPF area: in this formof optical network, the interconnection
poi nts between domains are likely to be links; and the nmesh of
domains is far nore interconnected and unstructured than we are
used to seeing in the nornmal area-based routing paradi gm

Furt hernmore, while hierarchical PCE may be able to solve this type
of network, the effort involved may be considerable for nore than a
smal | collection of donains.

0 Anot her approach (the AS-Based nodel) treats each donmain as a
separ ate Autonomous System (AS). The end-to-end path will be
specified to traverse nultiple ASes, and each AS will be left to
determ ne the path across the AS.

This nmodel sits nore confortably with the established routing
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paradi gm but causes a nassive escal ation of ASes in the gl oba
Internet. It would, in practice, require that the operator used
private AS nunbers [RFC6996] of which there are plenty.

Then, as suggested in the Area-Based nodel, hierarchical PCE
could be used to determine the feasibility of an end-to-end path
and to derive the sequence of domains and the points of

i nterconnection to use. But, just as in that other nodel, the
scalability of the hierarchical PCE approach nmust be questi oned.

Furt hernore, determ ning the nesh of donmains (i.e., the inter-AS
connections) conventionally requires the use of BGP as an inter-
domain routing protocol. However, not only is BGP not nornally

avai l abl e on optical equipnent, but this approach indicates that
the TE properties of the inter-domain |inks would need to be

di stributed and updated using BGP: sonething for which it is not
wel | suited

0 The third approach (the ASON nodel) follows the architectua
nmodel set out by the ITU T [G 8080] and uses the routing protoco
ext ensi ons described in [RFC6827]. In this nodel the concept of
"l evel s" is introduced to OSPF. Referring back to Figure 17, each
OSPF instance running in a domain would be construed as a "Il ower
| evel " OSPF instance and woul d | eak routes into a "higher |evel"
i nstance of the protocol that runs across the whol e network.

Thi s approach handl es t he awkwardness of representing the domains
as areas or ASes by sinply considering them as donmai ns running

di stinct instances of OSPF. Routing advertisenents flow "upward"
fromthe domains to the high | evel OSPF instance giving it a ful

vi ew of the whole network and all owi ng end-to-end paths to be
comput ed. Routing advertisenments may al so fl ow "downward" fromthe
net wor k-wi de OSPF instance to any one domain so that it has
visibility of the connectivity of the whole network.

Wil e architecturally satisfying, this nodel suffers fromhaving to
handl e the different characteristics of different equi pnent

vendors. The advertisenments comng fromeach |ow | evel domain
woul d be neani ngl ess when distributed into the other domains, and
the high I evel domain would need to be kept up-to-date with the
semantics of each new rel ease of each vendor’s equi pnent.
Additionally, the scaling issues associated with a well-neshed
networ k of domains each with many entry and exit points and each
with network resources that are continually being updated reduces
to the same problemas noted in the virtual |ink nodel

Futhernore, in the event that the donmains are under control of

di fferent adninistrations, the donains would not want to distribute
the details of their topol ogies and TE resources.
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Practically, this third nodel turns out to be very close to the

met hodol ogy described in this document. As noted in Section 7.1 of
[ RFC6827], there are policy rules that can be applied to define
exactly what information is exported fromor inported to a |low | eve
OSPF i nstance. The document even notes that sone forns of
aggregation nay be appropriate. Thus, we can apply the follow ng
simplifications to the mechani snms defined in RFC 6827

- Zero information is inported to | ow | evel domains.

- Low | evel donmins export only abstracted |inks as defined in this
docunment and according to local abstraction policy and with
appropriate renoval of vendor-specific information.

- There is no need to formally define routing | evels within OSPF

- Export of abstracted |links fromthe domains to the network-w de
routing instance (the abstraction routing |layer) can take pl ace
t hr ough any mechani smincl udi ng BGP-LS or direct interaction
bet ween OSPF i npl enent ati ons.

Wth these sinplifications, it can be seen that the franework defined
in this docunent can be constructed fromthe architecture discussed
in RFC 6827, but without needing any of the protocol extensions that
that docunent defines. Thus, using the term nol ogy and concepts

al ready established, the problem may solved as shown in Figure 18.
The abstraction | ayer network is constructed fromthe inter-domain

I inks, the domain border nodes, and the abstracted (cross-donain)

I'i nks.
Abstraction Layer
I I :::::::::::I I - - I I :::::::::::I I - - I I :::::::::::I I
|| [ . [ . ||
e T T | ... ...
|| [ [ ||
[ - -1 r - -1 111 -- -- 1"/
I I o T O B O B
T e T e e I [
Domain 1 Domai n 2 Domain 3
Key Optical Layer

. Layer separation
--- Physical link
=== Abstract |ink

Figure 18 : The Optical Network |nplenmented Through the
Abstracti on Layer Network
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8. Abstraction in L3VPN Miul ti-AS Environnments

Serving | ayer-3 VPNs (L3PVNs) across a nmulti-AS or nulti-operator
environnment currently provides a significant planning challenge.

This section shows how the Abstraction Layer Network can address this
pr obl em

<TBD>
9. Scoping Future Wirk

The section is provided to help guide the work on this problemand to
ensure that oceans are not know ngly boil ed.

9.1. Not Solving the Internet

The scope of the use cases and problemstatenent in this docunent is
limted to "some small set of interconnected domains.” In
particular, it is not the objective of this work to turn the whol e
Internet into one |arge, interconnected TE networKk.

9.2. Wirking Wth "Rel ated" Donmi ns

Subsequent to Section 9.1, the intention of this work is to solve the
TE interconnectivity for only "related" domains. Such domains may be
under common admini strative operation (such as 1GP areas within a
single AS, or ASes belonging to a single operator), or may have a
direct commercial arrangenent for the sharing of TE information to
provi de specific services. Thus, in both cases, there is a strong
opportunity for the application of policy.

9.3. Not Breaking Existing Protocols

It is a clear objective of this work to not break existing protocols.
The Internet relies on the stability of a few key routing protocols,
and so it is critical that any new work nust not make these protocols
brittle or unstable.

9.4. Sanity and Scaling

Al'l of the above points play into a final observation. This work is
intended to bite off a snmall problemfor sone relatively sinple use
cases as described in Section 2. It is not intended that this work
will be imrediately (or even soon) extended to cover nany | arge

i nterconnected domains. (Cbviously the solution should as far as
possi bl e be designed to be extensible and scal able, however, it is
al so reasonable to nake trade-offs in favor of utility and

sinplicity.

Farrel, et al. [ Page 39]



Internet-Draft |Informati on Exchange Bet ween TE Networ ks Cct ober 2013

10.

11.

12.

13.

14.

14.

Manageabi |l ity Consi derations
<TBD>
| ANA Consi derations

Thi s docunent nakes no requests for | ANA action.
Security Consi derations

<TBD>
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Appendi x A, Editor’s Notes

[Editor Note: Need to work up sone text on addressing to cover the case
of each domain having a different (potentially overlapping) address
space and the need for inter-donmmin addressing. In fact, this should be
qui te sinple but needs discussion.]

[Editor Note: Need to explain howthe IGP in the Abstraction Layer works
to distribute connectivity information when the Abstract Link is not yet
up. The answer will be that the DCN needs to exist regardless of the
state of the Abstract Link.]
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