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Abst r act

Thi s specification docunments an extension to the Di aneter Overl oad
Control (DOC) base solution. The extension addresses the handling of
occurrances of overload of a Di aneter agent.

Requi renents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on May 11, 2015.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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D aneter Client or Dianmeter Server as defined in [RFC6733]) becones
over | oaded.

In the base specification, the goal is to handl e abatenent of the
overl oad occurrance as close to the source of the Dianeter traffic as
is feasible. When possible this is done at the originator of the
traffic, generally referred to as a Dianeter Cient. A Dianeter
Agent night also handle the overload mtigation. For instance, a

D anmeter Agent m ght handl e Di aneter overload mitigation when it
knows that a Dianeter Cient does not support the DO C extension

Thi s docunment extends the base Di aneter endpoint overl oad
specification to address the case when Di aneter Agents becone

overl oaded. Just as is the case with other Di aneter nodes --

D anmeter Clients and D ameter Servers -- surges in Dianeter traffic
can cause a Dianmeter Agent to be asked to handle nore D aneter
traffic than it was configured to handle. For a nore detailed

di scussi on of what can cause the overload of Di aneter nodes, refer to
the Dianeter Overl oad Requirenents [ RFC7068].

Thi s docunment defines a new overload report type to communicate
occurrances of agent overlaod. This report type works for the "Loss"
overload mtigation algorithmdefined in [I-D.ietf-dine-ovli] and is
expected to work for other overload abatenment al gorithns defined in
extensions to the DO C sol ution

The handl i ng of endpoint overload and agent overload is very simlar
The prinmary differences are the foll ow ng:

0o Endpoint overload is handled as close to the originator of the
traffic as possible.

0 Agent overload is handled by the previous hop D aneter Node.

0 Endpoint overload mitigation deals with traffic targeted for a
single Dianeter application. As such, it is assuned that an
overload report inpacts just the application inplied by the
nmessage carrying the overload report.

0 Agent overload deals with all traffic targeted for an agent,
i ndependent of the application. As such, a single agent overl oad
report can inpact nultiple applications.

Editor’s Note: Open Issue - Does a peer report apply to the
inmplicitly comruni cated application-id in the sane way as host and
realmreports do or does it apply to all applications handl ed by the
peer? Do we need the ability for to support both cases?
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Open Issue - To support the ability of an agent to select a different
abat ement al gorithmthan endpoints, we probably need to extend the
OC- Supported-Features AVP to include an OC- Abat enent - Al gorit hm AVP.
This is currently shown to be in the OC-OLR AVP but needs to be noved
as this information is needed prior to receiving the OC-OLR It
probably needs to be changed to OC- Peer- Abatenent-Al gorithm

2. Term nol ogy and Abbrevi ations

Editors note - These definitions need to be nade consistent with the
base Di aneter overload specification defined in [I-D.ietf-dinme-ovli].

Di anet er Node

A RFC6733 Dianeter Cient, an RFC6733 D aneter Server, and RFC6733
agent .

Di amet er Endpoi nt
An RFC6733 Dianeter Cient and RFC6733 Server.
Reporting Node

A DO C Node that sends and overload report in Dianmeter answer
nessage.

Reacti ng Node
A DO C Node that receives and acts on a Dianeter overload report.
DI OC Node

A Di aneter Node that supports the DO C solution defined in
[I-Dietf-dime-ovli].

3. Peer Report Use Cases
This section outlines representative use cases for the peer report.
There are two primary classes of use cases, those involving the
overl oad of agents and those involving overload of D ameter endpoints
(Diameter Cients and Di aneter Servers).

3.1. Dianeter Agent Overload Use Cases

The agent overload extension nust support follow ng use cases.
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3.1.1. Single Agent

This use case is illustrated in Figure 1. 1In this case, the client
sends all traffic through the single agent. |If there is a failure in
the agent then the client is unable to send Dianeter traffic toward

t he server.

+- + +- + +- +
lcl----1al----|s|
-+ +- + -+
Figure 1
A nore likely case for the use of agents is illustrated in Figure 2

In this case, there are nultiple servers behind the single agent.
The client sends all traffic through the agent and the agent
determines howto distribute the traffic to the servers based on
local routing and | oad distribution policy.

+- +
--| sl
+-+ +-+/  +-+
lc|----lal-
+- + -+ +-+
--1sl
+- +
Fi gure 2

In both of these cases, the occurrence of overload in the single
agent nust by handled by the client in a simlar fashion as if the
client were handling the overload of a directly connected server
When t he agent becones overloaded it will insert an overload report
in answer nessages flowing to the client. This overload report will
contain a requested reduction in the anount of traffic sent to the
agent. The client will apply overl oad abatenment behavi or as defined
in the base Di aneter overload specification [I-D.ietf-dinme-ovli] or
the extension draft that defines the indicated overoad abatenent
algorithm This will result in the abated traffic that would have
been sent to the agent being dropped, as there is no alternative
route, with the appropriate indication given to the service request
that resulted in the need for the Dianeter transaction

Editor’s note: Need to address case where the agent requests a

di fferent abatenment al gorithmthan requested by a host or realm
reporting node.
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3.1.2. Redundant Agents

Figure 3 and Figure 4 illustrate a second, and nore |ikely,type of
depl oynent scenario involving agents. |n both of these cases, the
client has Di aneter connections to two agents.

Figure 3 illustrates a client that has a primary connection to one of
the agents (agent al) and a secondary connection to the other agent
(agent a2). In this scenario, under normal circunstances, the client
will use the primary connection for all traffic. The secondary
connection is used when there is a failure scenario of sone sort.

+- -+ +- +

--la1|---|s]

+-+ /[ -4\ [+ +
| cl - X

+-4+ . -+ \+-+

.. laz2l---]s|

+- -+ +- +

Figure 3
The second case, in Figure 4, illustrates the case where the
connections to the agents are both actively used. In this case, the
client will have local distribution policy to deternine the

percentage of the traffic sent through each client.

+- -+ +-+

--la1|---|s|

+-4+ [/ -\ [ +-+
lcl- X

+-+ -4 \+-+

--la2|---|s|

+- -+ +-+

Figure 4

In the case where one of the agents in the above scenari os becone
over| oaded, the client should reduce the anobunt of traffic sent to
the overl oaded agent by the anobunt requested. This traffic should

i nstead be routed through the non-overl oaded agent. For exanpl e,
assune that the overl oaded agent requests a reduction of 10 percent.
The client should send 10 percent of the traffic that woul d have been
routed to the overl oaded agent through the non-overl oaded agent.
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When the client has an active and a standby connection to the two
agents then an alternative strategy for responding to an overl oad
report froman agent is to change to standby connection to active and
route all traffic through the new active connection

In the case where both agents are reporting overload, the client nmay
need to start decreasing the total traffic sent to the agents. This
woul d be done in a simlar fashion as discussed in section 3.1. The
anount of traffic depends on the conbined reduction requested by the
two agents.

3.1.3. Agent Chains

There are al so depl oynent scenarios where there can be multiple

D anmeter Agents between Diameter Cients and Di ameter Servers
Exanpl es of this type of deploynent include when there are edge
agents between Dianeter networks. Another exanple of this type of
depl oynent is when there are nmultiple sets of servers, each
supporting a subset of the Dianeter traffic.

Figure 5 illustrates one such network depl oynent case. Note that
while this figure shows a maxi num of two agents being involved in a
D aneter transaction, it is possible that nore than two agents could
be in the path of a transaction

+-- -+ +-- -+ +- +
--]all|----- | a21| ---] s|
+-4+/ -+ -\ -+

| c| - X X
-4+ -+ N -4 N+
--la12|----- | a22| - - -] s|
+-- -+ +-- -+ +- +

Figure 5

Handl i ng of overload of one or both of agents all or al2 in this case
is equivalent to that discussed in section 2.2.

Overload of agents a2l and a22 nust be handl ed by the previous hop
agents. As such, agents all and al2 nust handl e the overl oad
mtigation |ogic when receiving an agent overload report from agents
a2l and a22.

Editor’s note: Probably need to el aborate the reasoning behind the

need for the agent overload report being handl ed by the previous hop
agent .
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The handling of the overload reports is simlar to that discussed in
section 2.2. If the overload can be addressed using diversion then
this approach shoul d be taken

If both of the agents have requested a reduction in traffic then the
previ ous hop agent nust start throttling the appropriate percentage
of transactions. Wen throttling requests, the agent nust use the
same error responses as defined in the base DO C specification
[I-Dietf-dime-ovli].

3.2. Dianeter Endpoint Use Cases

This section outlines use cases for the peer report feature involving
Di ameter Cients and D anmeter Servers.

3.2.1. Hop-by-hop Abatenent Al gorithns

It is envisioned that abatement algorithnms will be defined that wll
support the option for Dianmeter Endpoints to send peer reports. For
instance, it is envisioned that one usage scenario for the rate

al gorithm which is being worked on by the DI ME working group as this
is witten, will involve abatenent being done on a hop-by-hop basis

This rate depl oyment scenario would involve Dianmeter Endpoints
generating peer reports and selecting the rate algorithmfor
abat ement of overload conditions.

4. Interaction Between Host/Real mand Peer Overload Reports

It is possible that both an agent and a server in the path of a
transaction are overloaded at the sanme tine. Wen this occurs,

D aneter entities will need to handl e both overload reports. \When
this occurs the reacting node should first handle the throttling of
the overl oaded host or realm Any nessages that survive throttling
due to host or realmreports should then go through abatenent for the
peer overload report.

Editor’s note: Do we need to prevent double throttling of requests
or is that a local inplenentation consideration?

5. Peer Report Behavi or

This section defines the normati ve behavi or associated with the Peer
Report extension to the DA C sol ution
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5.1. Capability Announcenent

Editor’s Note: Issue - how does an agent indicate the selected
abatenent algorithn? It cannot use the OC-Feature-Vector in the OC
Supported- Features AVP as that applies to host and real mreport
types. Need a new AVP in the OC Supported- Features AVP.

When sending a Dianeter request a DO C node that supports the Peer
Report feature MJUST include an OC- Supported- Features AVP with an OC
Feat ure-Vector AVP with the OLR PEER REPORT bit set.

The sender of a request can be a Dianeter Cient or Dianeter
Server that originates the Dianter request or a Di aneter Agent
that relays the request.

Support for the peer report feature does not inpact the logic for
setting of other feature bits in the OC Feature-Vector AVP.

When sending a request a DA C node that supports the Peer Report
feature MUST include an OC- Sourcel D AVP in the OC Supported- Features
AVP with its own DianeterlD.

This allows the next DO C node in the path of the request to
determine if the indication of support came froma D anmeter peer
or if the request traversed a node that does not support the peer
feature.

When receiving a request a DO C node that supports the Peer Report
feature MJUST update transaction state with an indication of whether
or not the peer fromwhich the request was received supports the Peer
Report feature.

The transaction state is used when the DO C node is acting as a
peer report reporting node and needs to insert OCOLR reports of
type peer into answer nessages. The OLR should only be included
in answer nessages being sent to peers that support the peer
report feature.

The following are indications that the peer does not support the Peer
Reports feature:

The request does not contain an OC Supported- Feat ures AVP.

The recei ved request contains an OC- Supported-Features AVP with no
a OC- Feat ure-Vector.

The received request contains an OC Supported-Features AVP with a
OC- Feature-Vector with the OLR PEER REPORT feature bit cleared.
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The received request contains an OC- Supported-Features AVP with a
OC- Feature-Vector with the OLR PEER REPORT feature bit set but
with an OC-SourcelD AVP with a Dianeterl D that does not match the
D aneterl D of the peer fromwhich the request was received.

The peer supports the Peer Reports feature if the received request
contains an OC- Supported-Features AVP with the OC- Feature-Vector with
the OLR PEER REPORT feature bit set and with an OC Sourcel D AVP with
a Dianmeter ID that matches the Dianeterl D of the peer from which the
request was received.

When receiving a request a DO C node that supports the Peer Report
feature MJUST renove any received OC Sourcel D AVP fromthe OC
Supported-Features AVP. This is done to prevent the OC Sourcel D AVP
frombeing included in a relayed nessage through a node that supports
the Peer Report feature.

Editor’s Note: Need to add behavior for handling of answer nessages
to define how the OC- Supported-Features AVP that will be included in
a relayed answer nessage is constructed. This includes |ogic on
whet her or not the peer report feature bit is set and whether or not
the OC-Peer-Algo AVP is included in the OC Supported- Feat ures AVP.

5.2. Peer Report Overload Report Handling

This section defines the behavior for the handling of overload
reports of type peer.

5.2.1. Overload Control State

This section describes the Overload Control State (OCS) that night be
mai nt ai ned by both the peer report reporting node and the peer report
reacti ng node.

5.2.1.1. Reporting Node Peer Report OCS
A DO C Node that supports the Peer Report feature SHOULD mai ntain
Reporting Node Peer Report OCS. This is used to record overl oad
events and build overload reports at the reporting node.
If different abatenent specific contents are sent to each peer then
the reporting node MUST naintain a separate peer node peer report OCS
entry per peer to which a peer overload report is sent.

The rate overl oad abatenent algorithmallows for different rates
to be sent to each peer.
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The Reporting Node Peer Report OCS entry MAY include the follow ng
information (the actual information stored is an inplenentation
deci sion):

0 Sequence nunber

o Validity Duration

0 Expiration Tine

0 Abatenment Al gorithm

o0 Algorithmspecific input data (for exanple, the Reduction
Percentage for the Loss Abatenent Al gorithm

5.2.1.2. Reacting Node Peer Report OCS
A DO C node that supports the Peer Report feature SHOULD mmi ntain
Reacting Node Peer Report OCS for each peer with which it
comruni cates. This is used to record overload reports received from
peer nodes.
A Reacting Node Peer Report OCS entry is identified by the DianeterlD
of the peer as conmunicated during the RFC6733 defined Capability
Exchange procedure
The Reacting Node Peer Report OCS entry MAY include the foll ow ng
information (the actual information stored is an inplenentation
deci sion):
0 Sequence nunber
0 Expiration Tine
0 Abatenment Al gorithm

0 Algorithmspecific input data (for exanple, the Reduction
Percentage for the Loss Abatenent Al gorithm

5.2.2. Reporting Node Mintenace of Peer Report OCS
A reporting node SHOULD create a new Reporting Node Peer Report OCS
entry Section 5.2.1.1 in an overload condition and sendi ng a peer
overload report to a peer for the first tinme.
If the reporting node knows that there are no reacting nodes

supporting the Peer Report feature then the reporting node can
choose to not create OCS entri es.
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Al'l rules for managing the reporting node OCS enteries defined in
[DAOC] apply to the peer report.

5.2.3. Reacting Node Maintenace of Peer Report OCS

When a reacting node receives an OC-COLR AVP with an a report type of
peer it MJST deternine if the report was generated by the D aneter
peer from which the report was received.

If the DianeterID in the Sourcel D contained in the OLR matches the
D anmeterl D of the peer fromwhich the request was received then the
report was received froma Dianeter peer.

If a reacting node receives an OC-O.R AVP of type peer and the OC
Sour cel D does not match the ID of the Di aneter peer from which the
request was received then the reacting node MIST strip the OC-OLR AVP
fromthe nmessage and not use it to update reacting node peer report
CCS entries.

If the Peer Report OLR was received froma D aneter peer then the
reacti ng node MJST deternmine if it is for an existing or new overl oad
condi tion.

The CLR is for an existing overload condition if the reacting node
has an OCS that matches the received OLR

For a peer report-type this nmeans the DianeterlD received in the
Sour cel D AVP mat ches the Di aneterl D of an existing peer report OLR

If the LR is for an existing overload condition then it MJST
determine if the CLRis a retransmi ssion or an update to the existing
O.R

If the sequence nunber for the received QLR is greater than the
sequence nunber stored in the nmatching OCS entry then the reacting
node MJST update the matching OCS entry.

If the sequence nunber for the received OLRis less than or equal to
the sequence nunber in the matching OCS entry then the reacti ng node
MUST silently ignore the received OLR  The matching OCS MJUST NOT be
updated in this case.

If the received OLR is for a new overload condition then the reacting
node MJST generate a new OCS entry for the overl oad condition.

Editor’s note: The above four paragraphs are copied formthe DO C
specification. |Is it possible to include this behavior by
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refrence or do we need to include all of these statenents in this
specification as well.

For a peer report this neans it creates an OCS entry with an
Di anmeterI D fromthe Sourcel D AVP in the received OC- OLR AVP.

If the received OLR contains a validity duration of zero ("0") then
the reacting node MJST update the OCS entry as bei ng expired.

The reacting node does not del ete an OCS when receiving an answer
nmessage that does not contain an OC-OLR AVP (i.e. absence of OLR
means "no change").

The reacting node sets the abatenent al gorithm based on the OC- Peer-
Algo AVP in the received OC Supported-Features AVP

5.2.4. Peer Report Reporting Node Behavi or

When there is an existing peer report reporting node CCS entry, the
reporting node MIUST include an OC-OLR AVP with a report type of peer
using the contents of the peer report reporting node CCS entry in al
answer nessages sent by the reporting node to peers that support the
peer report feature.

The reporting node deternmines if a peer supports the peer report
feature based on the indication recorded in the reporting nodes
transacti on state.

The reporting node MUST include its DianeterI D in the OC Sourcel D AVP
in the OC-OLR AVP. This is used by DO C nodes that support the peer
report feature to deternine if the report was received froma

D aneter peer.

The reporting agent nust follow all other overload reporting node
behaviors outlined in the DO C specification. This includes sending
a report with a reduction percentage of zero when the need for a
reduction has ended. It also includes sending a new overload report,
with a new sequence nunber, to refresh the abatement duration.

5.2.5. Peer Report Reacting Node Behavi or
A reacting node supporting this extension MIUST support the receipt of
mul tiple overload reports in a single nessage. The message ni ght
i nlude a host overload report, a real moverload report and a peer
overl oad report.

When a reacting node sends a request it MJST deternine if that
request matches an active OCS
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6

6

If the request matches and active OCS then the reacting node MJST
apply abatenment treatnment on the request. The abatement treatnent
appl i ed depends on the abatenment algorithmstored in the OCS

For peer overload reports, the preferred abatenent treatnent is
di version. As such, the reacting node SHOULD attenpt to divert
requests identified as needi ng abatenent to other peers.

If a host-routed request, as defined in the DO C specification, is
sel ected for abatenent and the request nust be routed to the DO C
node that generated the peer overload report -- meaning that the
request is a host-routed request as defined in the DO C specification
-- then the reacting node MIST throttle the request.

This would result froman overl oaded Di aneter endpoint (D aneter
Server or Dianmeter Cient) sending a peer overload report and the
request contains a Destination-Host AVP with a DianeterlD that
mat ches the DianeterI D in the Sourcel D AVP received in the peer
overl oad report.

If there is not sufficient capacity to divert abated traffic then the
reacting node MJUST throttle the necessary requests to fit within the
avai l abl e capacity of the peers able to handl e the requests.

If the abatenment treatnment results in throttling of the request and
if the reacting node is an agent then the agent MJST send an
appropriate error as defined in the DA C specification

In the case that the OCS entry validity duration expires or has a
validity duration of zero ("0"), neaning that it the reporting node
has explicitly signaled the end of the overload condition then

abat ement associated with the overl oad abatenment MJST be ended in a
control |l ed fashion.

Peer Report AVPs
1. OC- Supported-Features AVP
This extension adds a new feature to the OC- Feature-Vector AVP. This
feature indication shows support for handling of peer overload
reports. Peer overload reports are used by agents to indicate the
need for overl oad abatenent handling by the agents peer

A supporting node nmust al so include the OC Sourcel D AVP in the OC
Supported- Features capability AVP

This AVP contains the Dianmeter ldentity of the node that supports the
OLR_PEER REPORT feature. This AVP is used to deternine if support

Donovan Expires May 11, 2015 [ Page 14]



Internet-Draft D aneter Agent Overl oad Novenber 2014

for the peer overload report is in an adjectent node. The value of
this AVP should be the same Dianeter identity used as part of the
CER/ CEA base Di ameter capabilities exchange.

AVP Header: TBD1 >
OC- Feat ure- Vect or |
OC- Sour cel D ]

OC- Peer - Al go]

AVP ]

OC- Support ed- Features :: =

e A

6.1.1. OC- Feat ur e- Vect or

The peer report feature defines a new feature bit is added for the
OC- Feat ur e- Vect or AVP.

OLR_PEER_REPORT (0x0000000000000010)

When this flag is set by a DO C node it indicates that the DA C
node supports the peer overload report type.

6.1.2. OC Peer-Algo

The OC-Peer-Al go AVP (AVP code TBD6) is of type Unsigned64 and
contains a 64 bit flags field of announced capabilities of a DA C
node. The value of zero (0) is reserved.

Feature bits defined for the OC Feature-Vector AVP and associ at ed
with overl oad abatenent algorithns are reused in for this AVP. This
include the follow ng val ue defined in the DO C specification.

Editor’s node: This is to avoid the need for an additional | ANA
registry.

6.2. OC COLR AVP

Thi s extension makes no changes to the SequenceNunber or
ValidityDuration AVPs in the OC-O.R AVP. These AVPs are al so be used
in peer overload reports.

The peer report feature extends the base Di aneter overl oad
specification by defining a new overl oad report type of "peer". See
section [4.5] in [I-Dietf-dime-ovli] for a description of the

overl oad report type AVP.

The overload report nust also include the D aneter identity of the

agent that generated the report. This is necessary to handle the
case where there is a non supporting agent between the reporting node
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and the reacting node. Wthout the indication of the agent that
generated the overl oad request, the reacting node could erroneously
assune that the report applied to the non supporting node. This
could, in turn, result in unnecessary traffic being either
redistributed or throttl ed.

The OC-Sourcel D AVP is used in the OC-OLR AVP to carry this

D aneter| D.
OC-OLR ::= < AVP Header: TBD2 >

OC- Sequence- Nunber >

OC- Report-Type >

OC- Reduct i on- Per cent age ]

OC-Validity-Duration ]

OC- Source-1D ]

AVP ]

—r——— A A A

6.2.1. OC Report-Type AVP
The following new report type is defined for the OC Report-Type AVP.

2 Peer. The overload treatnent should apply to all requests bound
for the peer identified in the overload report. |If the peer
identified in the overload report is not a peer to the reacting
endpoi nt then the overload report should be stripped and not acted
upon.

Thi s extension uses the OC Sourcel D AVP for this purpose.

6.3. OC- Sourcel D
The Sourcel D AVP (AVP code TBD) is of type Diameterldentity and is
inserted by the DO C node that either indicates support for this
feature (in the OC Supported-Features AVP) or that generates an OC
OLR AVP with a report type of peer.
It contains the Diameter ldentity of the inserting node. This is
used by other DA C nodes to determine if the a peer indicated
i ndi cated support this feature or inserted the peer report

6.4. Attribute Value Pair flag rules
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10.

I +
| AVP fl ag

| rul es |

I

AVP  Section | | MUST|

Attribute Name Code Defined Value Type | MUST| NOT|

T T e BT
| OC- Sour cel D TBD1 X. X Unsi gned64 | | V
| OC- Peer - Al go TBD1 X. X Unsi gned64 | | V

o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e me oo oo Fom oo -+

| ANA Consi der ati ons

Editors note: This section will be conpl eted once the base overl oad
docunent has finished the definition of extension | ANA requirenents.

Security Considerations

Agent overload is an extension to the based Di ameter overl oad
mechani sm As such, all of the security considerations outlined in
[I-D.ietf-dine-ovli] apply to the agent overload scenari os.

It is possible that the nalicious insertion of an agent overl oad
report could have a bigger inpact on a Dianmeter network as agents can
be concentration points in a Dianmeter network. \Where an end-point
report would inpact the traffic sent to a single D ameter server, for
exanple, a peer report could throttle all traffic to the D aneter

net wor k.

This inpact is anplified in an agent that sits at the edge of a
D aneter network that serves as the entry point fromall other
Di anet er networks.
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