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Abst r act

In distributed nobility nmanagenent (DMM) environnent, the nobile node
(M\) has nore than one | P addresses and can use different |P address
to comunicate with different hosts.

When a new correspondent node (CN) initials an I P session with M\,
the CN needs to find and sel ect one of the M\'s I P addresses to best
(e.g. with low delay) for the IP session..

This draft provides two solutions to find and select of MN's IP
addresses, one is DDNS[rfc 2136]-based solution, the other is Server
Regi st er-based sol ution.
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1. I nt roduction

In distributed nobility nmanagenent (DMM) environnent, the nobile node
(M\) has nore than one | P addresses and can use different |P address
to conmunicate with different hosts.

When a new correspondent node (CN) initials an I P session with M\,
the CN needs to find and sel ect one of the M\'s I P addresses to best
(e.g. with low delay) for the IP session.

This draft provides two solutions to find and select of MN's IP
addresses, one is DDNS[rfc 2136]-based solution that MN registers its
new | P address to DDNS server, and CN obtains the MN' s new | P address
info from DDNS server, then initials an IP session to the M. The
other is Server Register-based solution that MN and CN both register
their new | P addresses and ports info to the same server for a given
service, e.g., MSN messenger and there are three nethods for CN to
obtain the MN's I P address info and initial an I P session to the M\
whi ch are P2P node, server central node, and conbi ned node

P2P node: CN directly initials a new I P session to MNwith the help
of retrieved info from server.
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Server central node: CNinitials a new | P session to M\, which has to
pass through the server.

Conbi ned node: for control plane, CNinitials the connection to MN by
Server central node. For user plane, CNinitials the IP session to
MN by P2P node.
Ter m nol ogy and Abbreviation
1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOT", " SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in
t hi sdocunent are to be interpreted as described in [RFC2119].
2. Term nol ogy
MR Mbbil e Router
CN: Correspondent Node
DDNS: Di stri buted DNS
QU D: dobal Unique ID
P2P: Peer To Peer
Probl em St at enent
In distributed nmobility nmanagenent (DWM environment, nobile node(MN)
al ways has nore than one | P addresses to conmuni cate with ot her ends.
There is no problemfor MNto initial a new |P session with any ot her
CN by using MN's |atest |IP address, so we provide sol utions bel ow
based on requirenent initialed by CN. However, when a new
correspondent node(CN) initials an I P session with M\, CN doesn’t
know how to choose MN' s | P address and which one to choose.
M\ attached to MR1L, and MN initials the I Pl session with CN1 through
MR1 using I P1 allocated by MRL. Wien MN noves, and attaches to MR2,
MNL initials the P2 session with CN2 using I P2 allocated by MR2, |P1
session continuty is still kept

Then, a new CN3 initials a new | P session with MN1, there are some
probl enms to be sol ved

1) How CN3 to get MN1's | P address?

2) VWhich | P address for CN3 to choose? Wy?
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Figure 1: MNrouting with nultiple |IP addresses

4. Sol utions
4.1. Solutionl: DDNS server

In this solution, each MN has a global unique ID (GU D), e.g. FCQDN

[ RFCA703] , and DDNS server are needed to store MN's latest IP
address and port info. When M\N1 attached to MRL, M\l registers its
new | P1 address, port info and MN1L ID to DDNS server, and M1
initials the Pl session with CN1, as described in Fig2. Wen Ml
noves and attaches to MR2, MN1 registers its new | P2 address, port
info and MNL I D to DDNS server, and MNL initials the | P2 session with
CN2; 1Pl session continuity is kept.

At the nonment, CN3 initials a new I P session with MN1, firstly CN3
has to requests MNl's |latest | P address and port info from DDNS
server, and DDNS Server responses with MNl's |atest | P address and
port info, then CN3 directly initials to setup the |IPx session
between CN3 with returing info above. |If CN3 cached MN1 | P address,
CN3 initials to setup IP session with MN1 using the cached I P

addr ess.

However, There still needs sonme additional functions or nmechnismto
support for this solution

1) There needs a nmechnismto allocate a permanent GUI D for M\,
because currently, not each QU D is allocated for a MN pernmanently.
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2) There still needs a way (out scope of this draft) for CN3 to
acquire MN I D and DDNS server address.

Fomm e e e e o + Req__ +----+
| DDNS Ser ver Res | CN3 |
+----- R + +- - 4-+
I\ [
I\ |
+----+ / \ +----+ |
[CNL |/ \ | CN2 | |
+--4+-+ / \ -+ |
Pl / \ | 1 P2 |
|/ Vo to | Px
+- - ++- + | P1 ++--+- +
| MRL +----------- + MR2 |
+--+- -+ ++---- 4+
I ||
| P1] IP1 | IP2
L T
| MNL | --emme- e | ML |
+----+ +----+

Figure 22 MN's IP reachability with DDNS server

4.2. Solution2: Server Registeration

In this solution, for some special service, e.g., MSN Messenger, M1
and CN3 both register their |IP addresses and posts info to the same
server, after attaching to new MR, they register their new I P
addresses and ports info to server again. There are three node for
CNto initial a new IP session with M\, which is including P2P

nmode[ RFC5694], Server central node and Conbi ned node

4.2.1. P2P node

At the beginning, CN3 registered its new | P address to Server. Wen
CN3 initials a new | P session with MN1, firstly, CN3 sends "service
request to MN1" nessage to server, and server retures MN1l's latest IP
address and port info to CN3, CN3 directly initials to setup the new
I P session with MNL using the returing info above, as described in

Fi g3.
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When MN1 attaches to a new MR, and updates the server with a new |IP
address, the established | P session between MN1 and CN3 is unaffected
and | P session continuity is kept. The CN3 does not need to cache
M\1 | P address, since if CN3 initials a new I P session with M1
again, the server will provide MNl's |atest |IP address and port info
to CN3 by sending the "Service Request to MN1" nmessage to server

o mm e e e e a + Req__ +----+
[ Server | _ Res__ | CN3 |
Fom o Fommm - + +- - +- +
I\ |
[\ |
+----+ / \ +----+ |
|CNL |/ \ | CN2 | |
+--+-+ \' -+ [
P/ \ | 1 P2 |
| / Vo to I Px
+- - ++- + I P1 ++--+- +
| MRL +----------- + MR2 |
B - - -+
I ||
| P1| P | IP2
b move kb
| MNL | --emeeee e | MNL |
- - -t - - -t

Figure 3: MN's reachability with Server Registeration by P2P node

4.2.2. Server Central npde

At the beginning, CN3 registered its new | P address and port info to
Server. Wen CN3 initials a new | P session with M1, as described in
Fig4, firstly, CN3 sends "service request to MN1" nmessage to server
and then, server sends "service request from CN3" nessage to MN\L.
After that CN3 initial to setup the path "CN3 --- Server --- M1" for
user and control plane.

In this node, MN1 can use another | P address to setup the user plane,
in this case the MN1 does not need to inmedi ately update the server
with new I P address . In this way, the session continuity is kept but
the servicer (e.g. IM5 ) must supports two user plane.
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Figure 4. MN's reachability with Server Registeration by Server
central node

4.2.3. Conbi ned node
Conbi ned node: conbi ni ng P2P node and Server Central node.

In this node, for control plane, CN3 sends "service request to ML"
message to server, and server sends "service request from MN1"
message to MNL, the server is in the path of the signaling path
between the CN3 and MN1, as described in Fig5. For data plane, M1
responses the request fromserver with MNl's |atest |P address and
port info, and the server retures the info to CN3, and CN3 directly

initial to setup new | P session between CN3 and MN1 with the returing

i nfo above.

Fom e - +  Reql_ +----+
| Server | | CN3 |
- - Fommmm - + +-- -+
o\ |
/ \ [
+----+ \ Req2 +----+
[CNL |/ \ | CN2 | |
+--4+-+ \ +-4--+

Xiong & Liu Expi res March 31, 2014 [ Page 7]



Internet-Draft

IP1] /

| /
+- - +4+-+
| MRL +
+- - - -+

I
| P1]
I

oo+
| ML |
oot

Figure 5 MN s reach
5. Security Consideratio

TBD.

6. | ANA Consi derations

MN I P reachablility for the DW

\ /

\ 1 P2
I P1 +- +- - ++
___________ + NR2|
++- +- ++

| | [1P2
1P | |
| Regq2
nove +- -+
---------- | MNL |
+----+

ability with Server
node

ns

Sept enber 2013

to | Px

Regi sterati on by Combi ned

Thi s docunment needs a nmechanismto allocate permanent GUID for a MN
decribed in Section 4.1, which is to be nmade through | ANA Expert

Revi ew.
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