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Abstract

Virtualization and cl oud services have evolved significantly in the
| ast few years. Additionally trends in virtualization |ike Network
Function Virtualiztion and Softward Defined Networking are bound to
have inplications to nobile network architectures of cellular systens
(3G 4G, WFi and others. |ETF has devel oped a nunber of nobility
protocols that are used in the industry today. Mobility network
architectures continue to evolve and it is likely that they wll
enbrace virtualization and cloud services trends as well. The IETF
can play a role in defining the nobility protocols that support
architectures which |l everage virtualization and cl oud technol ogi es.
Thi s docunment captures several use cases and requirenments for a
virtualized nmobil e network architecture.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. I nt roducti on

The concept of User- and control - plane are well-known in networking.
Especially, the 3rd CGeneration Partnership Project (3GPP) enploys
this concept in their nobile network architecture. These two planes
are conceptual ly decoupled in the 3GPP architecture.

In the past, |ETF has devel oped tunnel based mechani sns for nobile
nodes such as Mohile I Pv6 [ RFC6275] [ RFC5555], Proxy Mobile | Pv6

[ RFC5213] [ RFC5844] and NEMO [ RFC3963]. All the nobility protocols

di scussed in the past are summarized in [RFC6301]. Sinilarly, 3GPP
has devel oped anot her tunnel protocol called GPRS Tunneling Protoco
(GIP). These tunnel - based protocol creates a data path for a nobile
node between the nobil e node and an anchor point (s). There is a
case where an access router term nates a tunnel instead of a nobile
node (ex. Proxy Mbile IP). In the 3GPP architecture, a tunnel is
est abl i shed between Serving Gateway and PDN Gateway per a nobil e node
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by either Proxy Mbile IPv6 or GIP (at s5 interface). The signaling
i ke Binding Update and user’s packets are routed along a same path
in Evol ved Packet Core (EPC). Therefore, the control and the user

pl anes of these nobility protocols are tightly related and cannot be
clearly decoupl ed, although there are several inplenentation efforts.

2. Motivation: Virtualization

The recent innovations and trends of Software Defined Networking
(SDN) and NFV (Network Function Virtualization) pronotes to decouple
User and Control planes. SDN consists of two entities naned a
controller and a vSwitch. The controller is responsible for
signal i ng exchange and the vSwi tches handl es data forwardi ng based on
the states fed by the controller. There are various controller that
user can programvSwitch dynamcally to adjust and optim ze networks
on the fly. Controller are often inplenented with Virtualization
technol ogy and run as a software on hypervisors. On the other hand,
NFV is discussed at the ETSI NFV I SG and is introduced in

[ NFV-WH TEPAPER]. Operators build its network with variety of
proprietary hardware appliances today. |If they can get rid of these
physi cal appliances and could shift to a cloud-based service, they
will have a |l ot of benefits, specially CAPEX and OPEX reduction

Thi s docunent assumes that SDN and NFV will inpact our daily network
operations and managenents. Expected network functions are Mbility
Management Entity (MVE), Serving Gateway (SGWN PDN Gat eway(PGW, etc.
Wth NFV, EPC can be operated onto servers/hyper-visors. W nane it
virtualized-EPC (VEPC) in this docunent. NFV will bring networking
functions currently run on dedi cated hardware onto a cl oud networKk.

It is good tinmng to re-visit the basic architecture of nobility
system Al though the tunneling-based protocols are sustaining nobile
traffic, SDN and NFV can introduce a new architecture that truly
decoupl ed user- and control planes. This docunent summarizes
requirenents of the new architecture and its potential use cases.

Benefits of NFV are summari zed bel ow. Detail ed explanation can be
found in [NFV-WH TEPAPER] ). As a potential drawback, today' s eco-
system of mobil e appliances mght be affected. However, we believe
there are various approaches to enhance current eco-system and
mgrate to new nobility approach

0 [Flexible Network Operations]: The control functions are no |onger
in appliances deployed widely in operator’s network and can be run
at hypervisor (cloud). It is easier to add and/ or delete
functions fromthe services, because no physical construction is
needed. Network operations will be nuch sinpler and easier
because conplications of today’'s network are pushed to NFV (i.e.
hyper vi sor).
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0 [Flexible Resource Managenments]: The network functions can be run
on hypervisor and are now | ess dependent on proprietary hardware.
Addi ng additi onal resources is easier in hypervisor, while adding
or replacing physical appliances require installation
construction, configuration, and even nigration plan wthout
service cutoff. NFV also brings multi-tenancy and allows a single
platformfor different services and users. The operator can
optinize resources and costs to share a NFV platformfor multiple
custonmers (ex. MNO custoners) and services (ex. nultiple APNs).

0 [Faster Speed of Tine to Market]: When an operator wants a new
function to its network and services, the operator needs to
negoti ate appliance vendors to inplenent the new functions or to
find alternative equi prent supporting the new function. It takes
a longer tinme to convince the vendors, or to replace existing
hardware. However, if functions can be inplenented as a software,
it is much faster to inplenment the functions on NFV. Even the
operator nmay inplenment themand try the new functions by
thenselves. Field trial is also getting easier because of no
physical installation or replacenment. You may turn on a new
function in NFV and observe how the new functi on behaves in your
network. NFV can save preparation tinme and tuning tine of the new
functi on.

0 [Cost Optimization]: Last but not |least, Cost is the nost
i mportant notivation for operators to realize NFV. Operators can
renove many of proprietary appliances fromits network and repl ace

themwith industry standard servers, switches and routers. In
addition, it is easy to scale up and down operator’s services so
that resources can be always tuned to the size of services. In

addition, operational costs |ed by any physical hardware such as
power supply, maintenance, installation, construction and

repl acenent can be minimzed or even renoved. The network design
can be sinpler, because conplicated functions could be handl ed by
NFV. That sinple operation may enabl e automatic configurations
and prevent unnecessary troubl e-shooting. As a result, CAPEX and
OPEX can be always optimnmzed and | owered.

Requi renment s
What is a role of IETF to discuss nobility architecture? |ETF is not

the right place to discuss, for instance, how to achi eve
virtualization or NFV. An inportant |ETF activity nust be to

decoupl e the control - and user- planes of nmobility protocols. |ETF
al so shoul d desi gn and standardi ze protocols as building block of the
new nobility architecture. In doing so, the new nobility solutions

can be easily designed and i nplenented with interoperability across
mul ti ple vendors and platforms. O herw se, NFV solutions can be
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easily fragmented due to nany proprietary solutions for the protoco
separations. As stated in [NFV-WH TEPAPER], interoperability is
hi ghly inportant.

This section lists up requirenents of the new nobility architecture.
Separation of Control- and User- Pl anes

Due to tight relationship of the control- and user- planes in
today’ s nobile architecture, resource increase is always

provi sioned to both planes at once. It prevents flexible
resource arrangenent and introduces high capital investnent
and over-provi sioned resources to one of planes. If NFVis

depl oyed, it is expected that conputing resources can be
i ndependently allocated to the control planes in a flexible
manner .

Flat Design for Distributed Qperati on
Today’s 3GPP architecture introduces PDN gateway (PGN as a
gateway to external networks like the Internet. PGWN nanages
all traffic fromand to UEs and could be a bottl eneck and
single point of failure of network connectivity. In
addition, due to recent rapid traffic increase, it is
inmportant to performtraffic engineering and to of fl oad
traffic to nultiple locations (ex. SGN PGN eNodeB). For
enhancenments of traffic engineering capability, nore flat
design with nmultiple gateways is expected so that traffic can
be distributed to all these gateways. There were proposals
how to enable flat design to (Proxy) Mbile IP such as
[1-D. waki kawa- mext - haha-i nt erop2008] in |ETF. Distributed
Mobi lity Management (DMM) Working Group has al so di scussed
how to extend Mobile | P-based solutions to support traffic
distribution in an optimal way by renoving centrally depl oyed
anchors that is |like a Honme Agent.

Statel ess in User Plane
Utimite goal of VEPCis to renove all nobility specific
states fromthe forwardi ng nodes in the user-plane of VEPC
If we succeed in this, industry standard routers and swtches
can be used to forward nmobile nodes traffic in the user plane
of VEPC. A nobile node's specific states are kept in both an
| P header of the nobile node’'s packets and a routing entry of
t he nobil e node.

Shar ed backbone for fixed and nobile conver gence
If User plane focus only on packet forwarding, the user plane
can be shared for both fixed and nobile services. Most of
nmobi | e operators have wired services and could share the
backbone. Wth recent state-of-arts of routing technol ogy,
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it is reasonable to assunme that routing system can
dynani cal | y propagate networking state information avail able
on Control plane. Thus, both nobile and fixed packets are
routed only on the user plane. No special treatnent is
needed for packets of nobile nodes and vice verse.

Packet Processing Support: DPl, Accounting, Firewal |
In the today’s nobile systemlike EPC based cellul ar system
mobi | e packets are inspected and exani ned for various
services and accounting such as DPlI, FireWall, NAT, AAA, and
so on . This is one of the reason that all packets are
processed in the control plane. However, these L4-L7
services are al so expected to be virtualized along with NFV
and SDN trends. In IETF, there is an effort of SFC (Service
Function Chaining) to discuss this topics. A new nmechani sm
or trigger to provide these network services to nobile
packets are needed on the user plane.

Use Cases

Use cases of the new nobility architecture are networks with | oca
mobi lity support. dobal nobility is not target of our activity.

G obal and local nobility are defined in [ RFC3753]. Typical exanples
of local mobility network are cellular network (EPC. Evol ved Packet
Core), WMAX, service provider WFi and so on. Qur use cases should
meet the follow ng characteristics.

0 A sane provider conceptually provide access network (i.e. user
pl ane) and nobility support (i.e. control plane).

0 A provider should be able to setup a route for the nobile node
dynanically on the user plane according to the status on contro
pl ane.

Net wor k access and nobility managenent are conceptually provided by a
same provider. That is to say that a nobile ndoe only noves in the
provider’s network, i.e. local nobility.

Potential of New Mobile Architecture

[ RFC6301] investigates the nobile architecture and classifies into 2
approaches such as Routing-Based and Mappi ng- Based Approaches,
described in Figure 1. Both approaches do not take account of
control and user planes separation.

0 Routing-based approach: Mbility is provided by dynam c routing.
A nobil e node keeps its | P address regardl ess of its point of
attachnents. Dynanic routing nechani sm keeps track of a nobile
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node’ s novenents and updates routing tables so as to support
conti nuous reachability.

o0 Mappi ng-based approach: Mbility is achieved by a nmappi ng between
nmobi | e node’s identifier and dynam cally assigned | P address at an
attachnent point. This mapping i s managed in networks and updated
every time a nobile node noves. Packets are first routed to the
node managi ng the mapping and redirected to a nobil e node
according to the mapping. This redirection is often inplenented
by a tunneling nechanism Mbhbile IP is the nost fanobus protocol
of this approach.

+---+ -+ R +
I M| | L | / I | /
Contr ol I A | M| / / [ /
Pl ane I_ | G|_ _ | A|_/ / | Routing | _/
| /| | /| |  Network |
| S| | P vs. I I
1 Gl__ | G|__ _ | | _ _
Il W | W / I | /
User-plane /[ +---+ +---+ ] T +
l__ _ _ _ _ _ _ / lr__ _ _ _ _ _ /
Mappi ng- based appr oach Rout i ng- based approach
2 approaches of Mobile Architecture
Figure 1

As we nentioned earlier, the nost of nobility protocols depl oyed
today uses the mappi ng-based approach. There is a good reason of
adapting mapping and tunneling in nobility protocols , that is globa
mobility and signaling. A nobile node should be able to nove
anywhere on the Internet and be reachabl e from anyone on the
Internet. There were routing based gl obal nobility solutions |ike
Boei ng gl obal nobility [Boeing-BGP] and WNMO [ RFC6301]. In these
proposal s, BGP was used to propagate forwarding information of nobile
nodes to the Internet. Wenever a nobile node changes its point of
attachnent, the route nust be updated. Due to scalability and
stability issues of the Internet, this solution was not recomended
by | ETF [ Boei ng-BGP]. However, as Boeing showed, it is doable to
support global mobility by using BGP routing update. |If scalability
is not your concern, a routing based approach becones a candi date of
the mobility solution

Wil e global nobility is inportant, today's "reality" is that your
cell phones (i.e. UE or nobile node) are noving just within an
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operator’s network and fully controlled in your |ocal nanaged domain
(ex. EPC). If nmobility support can be limted within an operator,
we believe a routing based approach is feasible and practical for
today’s nobil e system

If the concept of NFV and SDN were realized and depl oyed, we could
have strong tools to split control and user planes. Figure 2 shows a
possibility that nodes on the Control plane are virtualized in
generic cloud environnment, however user packets won’t go through
those virtualized nodes. |Instead of dedicated proprietary equi pnent
Iike MAG and LMA to process signaling of nobility support,
virtualized software running on hypervisor will take care of
signaling on the control plane. After signaling conpletion, the
status is reflected as forwarding information to switches and routes
in the user plane. The reflection can be inplenmented by routing or
SDN solutions. As a result, packets to and from nobile nodes are no
| onger tunnel ed between MAG and LMA but they are directly routed on
the user plane. Figure 2 could relax hyper-visor and data- path
capacity requirements. The user plane will be agnostic from sessions
and bearers states, of which are generated and rnaintained in the
Control -plane. It forwards the packets based on a destination
address of packets and routing entries injected by the control plane.

+---+ T
I M| | L | /
Control - pl ane I A | M| NFV
I__| GJ | Al_/
+---+ +---+
S +
_| Routing | _ _
/| Network | /
User - pl ane / LT + Rout i ng/ SDN
/ /
New Mobility architecture
Figure 2

6. | ANA Consi derations
This meno includes no request to | ANA
7. Security Considerations

There are no security considerations specific to this docunent at
this nmonent.
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