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Abst r act

This draft describes an RFC 6830 Locator |D Separation Protocol

(LI SP) based distributed fl ow mappi ng-fabric for dynamic scaling of
virtualized network functions (NFV). Network functions such as
subscri ber - managenent, content-optim zation, security and quality of
service, are typically delivered using proprietary hardware
appl i ances enbedded into the network as turn-key service-nodes or
service-blades within routers. Next generation network functions are
bei ng i npl enented as pure software instances running on standard
servers - unbundl ed virtualized conponents of capacity and
functionality. LI SP-SDN based fl ow mappi ng, dynanically assenbl es

t hese conponents to whole solutions by steering the right traffic in
the right sequence to the right virtual function instance.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119]

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 03, 2014.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roduction

This draft describes an RFC 6830 Locator |D Separation Protocol

(LI SP) based distributed fl ow mappi ng-fabric for dynamic scaling of
virtualized network functions (NFV).[RFC6830] Network functions such
as subscri ber-nmanagenent, content-optinization, security and quality
of service, are typically delivered using proprietary hardware

appl i ances enbedded into the network as turn-key service-nodes or
servi ce-bl ades within routers.
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This monolithic service delivery nmethod increases the conplexity of
service roll-out and capacity planning, linmts providers’ choices,
and sl ows down revenue generating service innovation. Next
generation network functions are being inplenmented as pure software
i nstances runni ng on standard servers - unbundl ed ("googlized")
virtualized conponents of capacity and functionality. Such a
component based nodel opens up service provider networks to the
savings of elasticity and open architecture driven innovation
However this nodel also presents the network with the new chal |l enges
of assenbling conponents, devel oped by 3rd parties, into whole
solutions, by forwarding the right traffic to the right function-

bl ock at the right sequence.

While this is possible, to sone extent, by traditional virtua

networ king - virtual bridges(vBridges) and virtual -routing-forwarding
(VRF) - these nmechanisns are relatively static and require conpl ex
and intensive configuration of network interfaces, while elastic
conmponents are not network topol ogy bound. Sof tware-defined-
networks, (SDN) flow based nodels are much nore dynanically
programuabl e but are also very centralized and hence have linited
scale and resiliency. By enhancing SDN nodels with RFC6830 overl ay
nodel , as this specification suggests, we offer a best fit to dynanic
assenbly of virtualized network functions in the service-providers
data-centers and distribution-centers.

2. Term nol ogy

The following terns are used to describe a LISP based inplenentation
of Software-Defined Fl ow Mappi ng- Fabric for NFV:

0 LISP-SDN - is an enhancenent to the basic SDN nodel of (1) hop-to-
hop (2) push-down fl ow commands (3) by concentrated-controller.
to a LI SP based architecture of (1) distributed-overlay e.g. SDN
over I P (2) based on a pull-publish-subscribe actions fromxTR-
edges up.. (3) to a global nmapping service. A mapping service
scal ed by and connected over the IP underlay network

0 Virtualized Network Function (VNF) - is a process instance with an
EID and RLOC that perfornms a defined set of inline network
functions. a VNF can be software on a virtual -nmachine (VM
performing a function like nmultinedia signaling, nobility
management, content caching or stream ng, security, filtering,
optinmization, etc. A VNF class type and VNF instance capacity,
| oad, and location are attributes that can be resolved by the
LI SP- SDN mappi ng service

o Cdient-Flow - is a sequence of packets that corresponds to a
speci fic comuni cation thread or network conversation between a
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client application and a network service. Cient-flows are
typically processed by various in-network functions either as the
end service side to the network conversation, or as mniddl e-box
functionality.

0 SDN-XTR - is a LISP xTR elenent that classifies traffic into
application flows, maps, encapsul ates, and decapsul ates flows in
order to emerge a fl ow mapping solution - along with a collection
of the SDN-xTR el ements, and the LI SP-SDN mappi ng servi ce.

0 SDN-Overlay - is the network forned by the collection of inter-
connect ed SDN-xTR

0 SDN-Underlay - is the I PvN network connecting SDN- xTRs

0o SDN-Quterlay (interimnane)- is the collection of networks and
i nterfaces aggregated by the various SDN-xTRs connecting VNFs and
Client-fl ows com ng fromaccess networks or the Internet.

o0 FlowRule - is a set of pattern tuples that match any part of a
packet header and is used to classify packets into flows as well
as trigger forwarding actions such as encapsul ation /
decapsul ati on, network address translation (NAT), etc. W
differentiate between exact-match rul es (many) which include an
exact set of tuple bits, and best match rules (fewer) which
contain both tuple bits and wild-cards "*".

o Virtual IP (VMIP) - is an I P address or EID that identifies a
function rather then a specific destination. For exanple all the
encapsul ated client-flow traffic sent froma base-station eNodeBs
over a transport network, can have as destination a VIP which
represents in a given LISP-SDN solution, the function nobile-
gateway or PGW and not any specific destination

o FlowAffinity - is the association between a client-flow and a VNF
instance. VNF logic will typically create long-lived (mnutes) in
menory states in order to performits functions. Therefore once
an affinity is established it is best to keep it for as long as
possible in order not to stress or break the VNF application

3. Connectivity Mdel

The basic connectivity nodel used to assenble VNFs into whol e
solution is the flow mapping-fabric. Unlike topol ogical forwarding
whi ch is based on source-subnet >> routed hop by hop >> destinati on-
subnet, a flow mapping-fabric nmaps, forwards and "patches" flows by
identity directly to the end systens. The identities used for the
fl ow mappi ng-fabric are those associated with the client-flows e.g.
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Subscri ber 1D, phone nunber, TCP port, etc. and those associated with
the VNF e.g. the type, location, physical address, etc. the flow
mappi ng-fabric is inplenented as a LI SP-SDN overl ay, over in-place IP
underl ay, assenbling outerlay flows into solutions. Bellow are basic
assunptions regarding the Underlay, Quterlay, and Overlay in the

sol uti on:

o The underlying physical network is assunmed to be topol ogy based
and i npl enented using standard bridging and routing. Conventiona
design principles are applied in order to achieve both capacity
and availability of connectivity. Typical exanples of underlays
i nclude spine-leaf switching for clustering server racks, and,
core-edge routing inter-connecting server clusters across points
of presence. Edge networks are also used to connect to access
net wor ks and I nternet.

o The flow nmapping-fabric maps outerlay client-flows to VNFs. This
enabl es assenbly, scaling, balanced high-utilization, nassive
concurrency, and hence, performance of NFVs. By mappi ng each
client-flowto the correct functional instance the system engages
as many VNF conponents as are avail able, scaled within and across
data-centers. Applied recursively client-flow mapping can chain a
sequence of VNF conponents to nake up an end-to-end service.

0 The overlay network is based on | ocation-identity-separation and
forns a virtualization indirection ring around spines and cores.
The overl ay edges aggregate outerlay client-flows and VNFs.
Quterlay flows are classified, mapped, and encapsul ated over the
edge through the underlay interfaces and are transported to the
right identity’ s |ocations.

POP3 POP4
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4.

Virtuali zed Network Functions: Data-Center A
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Virtuali zed Network Functions: Distribution-Center B

NFV Quterlay, LISP-SDN Overlay, |IP Underlay

FI ow Mappi ng El enents

In order to inplenment NFV Fl ow Mappi ng- Fabric using LI SP-SDN W use
the follow ng conponents and capabilities:

1.

Fl ow-Switching: is a conponent within an SDN-XTR and contains a
set of n-tuple flowrules nmatched agai nst each packet in order to
separate it to (LOCALLY defined) sequences representing flows.

Fl ows are either Encapsulated into the Overlay, decapsulated to
the Quterlay, or forwarded to SDN xTR Control Agents.

Control - Agents: are software processes running in SDN-xTRs and
are invoked for each fl ow where an exact match was not present in
the Fl ow Switching. The default "catch-all" Fl ow Handler maps |IP
flows to | ocations and gateways based on RFC 6830. Protocol and
application specific handlers can be | oaded into the SDN-xTR for
handl i ng specific mappi ng and AFFI NI TY requirenents of network
functions. Exanples of such protocols and applications can be

SI P, GIP, S1X etc.
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d obal - Mappi ng: is how GLOBALLY significant key-value mappings is
translated to LOCALLY defines flow masks and encapsul ati on
actions. Exanples of such mappings include: Map a functional
instance IDto a function class ID;, map subscriber-application ID
to virtual function instance ID, map instance ID to |ocation;
instance to health, |oad, tenant; etc.

Orchestrati on Aut hori zati on OSS/ BSS

Mappi ngs Mappi ngs Mappi ngs
% % %
(d ass-Instance) (3A, ACL) (Subs- Servi ce)
% % %
I I
| LI SP- MAP |
I I
N N N

Runt i me Mappi ngs(l ocation, affinity, |oad)
N N N

72
{ { Mapper | { Mapper { { Mapper {
X | Agents | | Agents | | Agents |
I R |------- | |------- |
% | FlowX | | FlowX | | FlowX |

Identity-Location Overlay

5. Day-in-life of a Mapped Fl ow

Let

us wal k through detail ed steps of the use of RFC6830 and LI SP

architecture in order to performresource virtualization and fl ow

assi

gnment to virtual function instances.

At a high level, when a client-flow packet first arrives at a SDN-XTR
on the edge of the LISP overlay, the SDN-xTR nust decide on a VNF
instance that is best suited to service this flow, assign this flow
to the selected VNF, and encapsulate this flowto the RLOC of the

sel ected virtual function instance.

To select the best suited VNF instance, the SDN-xTR queries the
Mappi ng Systemwith the extracted identity paraneters, both the
client and the function EIDs, and receives the list of all VNF

i nstances that represent that Function along with their RLOC and

heal

th-l1oad attributes. The SDN-XTR runs | ocal algorithms on the

returned set to select the best suited virtual function instance.
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Once selected, the SDN-XTR stores (registers) the assignnment of this
flow to the associated VNF instance in the Mapping System This
assignnent is referred to as the Affinity for this flow The SDN xTR
al so prograns an exact match flowrule in its data-plane, so future
packets fromthis flow will be mapped to the sanme EI D-RLOC.

In the follow ng subsections W describe this process in nore detail.
5.1. XTR Fl ow Edge

SDN- XTR | ocati ons define the boundary of the virtual network. For

t he purpose of LI SP-SDN fl ow mapping-fabric W refer to the bell ow

SDN- XTR generic reference architecture. Actual vendor

i npl ementations may vary, but nost likely will include sinlar

components and structure. The SDN-XTR i ncl udes:

0 Mix-DeMux: Interfaces to the Underlay and Quterlay

o Flow Rules: Patterns-Actions, Exact / Best Match, Encap-Decap

0 Control -Agents: Application specific flow handlers registered in
the Fl ow Rul es

Control Agents per Virtualized App

I I
[ o] o] o] o] o] o] o] [
| |
[ | 0101010*01* action (best match) | [
| ... (100s) | |
[ | 010100101010 action (exact match) | [
I lf ... (100Ks) = [ I
| SDN- XTR defines the Overl ay |
Qut er - Lay Under | ay
VNFs and dient-Fl ows O her SDN- XTR- RLOCs

SDN- XTR Ref erence Architecture
SDN- XTR Fl ow Swi t chi ng works as foll ows:

1. For traffic fromthe Quterlay of THI'S xTR that has an exact nmatch
of all the source-dest-tags.. n-tuples, the packets are processed
by rule actions including encapsulation to the RLOC of the xTR
whi ch aggregates the relevant function instance to which this
flowis mapped to.
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2. For traffic fromthe Underlay that has an exact match of all the
source-dest-tags.. n-tuples, the packets are processed by rule
actions including decapsul ation and forwarding to the Quterlay of
TH S xTR

3. Traffic fromthe Quter-Lay or Underlay that does NOT have an
exact match of all the source-dest-tags.. tuples required for
normal forwardi ng, packets are forwarded to the control agent
registered in the best-matching rule.

SDN- XTR Control Agents work as foll ows:

1. Mapping agent type and application scope is defined by the best
match entries that point to it. Control agents will typically
self-register in the flowswitch. XTR control-agents can
register to an existing best-match rule, or instantiate a new
one.

2. Typical rule-patterns are pattern-scoped by an agent
registration, and can include: protocol or service type header
i ndi cations; specific virtual |IP addresses (VIP) that represent a
service and not a specific destination; a specific source and
wi | d-card destination; or vice versa.

3. Mapping agents work with the LI SP-SDN nmapping service in order to
establish a gl obal context and | ocal considerations for napping
decision. The goal of the agents’ decision is ultimtely to
provi sion the correct exact-match rule and actions that will
of fload the flow packets to flow sw tching described above.

The SDN-XTR control agents query the LI SP-SDN Mapping Systemw th the
flow attributes including the destination VIP, as foll owes:

Mappi ng Syst em Lookup: Map-Request (Cient identity, Function-ElD)

Two out conmes are possi ble based on whether an affinity already exists

for this flow (flow has already been assigned to a virtual function

i nstance):

o CQutcone A

* |f an affinity already exists in the Mapping System the

Mappi ng Systemreturns the | ocator address (RLOC) associ ated
with the Function-lInstance-EID that the (Cient-El D, Function-
EID) is mapped to.

* Map-Reply: ( (Cdient-EID, Function-EID) -> Function-Instance-
RLOC )
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5.

5.

6.

2.

3.

* In this case the Mapping System al so subscribes the SDN-xTR to
the Function-Instance-EID, and to the (dient-EI D, Function-
EID) flowin order to receive updates in case of changes on
these entries. Exanples of these changes are change of RLOC
for the Function-lInstance-EID (specially if this is a virtual
application), or change of affinity for (Client-E D, Function-
EI D) to another Function-Instance-ElD.

* After receiving the Map-Reply formthe Mapping System the SDN
XTR progranms an exact match for the flow in the xTR dat a- pl ane.

Qut cone B:

* |If there is no affinity previously stored, the Mapping System
returns a list of Records, including one Record per each
i nstance of the Function-EID, with their associated RLCCs and
flags (weight, priority).

*  Map-Reply: (client EID, Function-Instance-Record 1, Function-
I nst ance- Record 2...)

* the SDN-XTR then selects the best suited Function-Instance-ElD
for this flow based on local algorithns, and registers the
affinity in the Mapping System The Mapping System stores the
affinity and subscribes the SDNNxTR to the affinity and to the
Function-lnstance-EID in the affinity, so that SDN-xTR woul d
recei ve updates if any of these changes.

*  Map-Register ( (Cient-EID, Function-El D) -> Function-I|nstance-
El D)

Note: An SDN-xTR rnust be able to query for the list of App-

I nst ance- Records even if an affinity already exists. For this
purpose a flag is required in the Map- Request to indicate whether
XTR wants this info or not. W can overload the Mbit in Mp-
Request, or allocate a new bit for this.

Map Resol vers- Servers

XTRs- Mappers Scal i ng

Message Formats

This section specifies the packet formats used throughout the flow
mappi ng process expl ai ned above.

Barkai, et al. Expi res January 03, 2014 [ Page 11]



Internet-Draft July 2013

A Map- Request is used with a 2-Tuple Src/Dst LCAF to query the
Mappi ng System for the affinity or list of virtual function instance
records for this flow

0 1 2 3

01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Type=1 | Al M P| | p| s| Reserved | IRC | Record Count |
B i S S T s i S T st i S S S S S S S S i
[ Nonce . . . [
T T e b i i e e s . S I SR S
| . . . Nonce |
e e e e i e s S e R CE o o R
| Sour ce- El D- AFI | Source EID Address ... |
B i S S T s i S T st i S S S S S S S S i
[ | TR-RLOC- AFI 1 [ | TR-RLOC Address 1 ... [
B T e b i i e e . S I SR S
[ Reserved | EID mask-len | EID prefix-AFl = 16387 [
B e E b e T e e e e e R e S i i R SR SR
| Rsvdil | Fl ags | Type = 12 | Rsvd2 |
[ R R R S e SR S S R S e S i S R S R S S S S i i
| 4 +n [ Reserved [
I e b S e S i R et o s
C | Sour ce- ML [ Dest - ML [ AFl = x |
N Rk i e o e e e R E ok o o h e
F o Source-Prefix ... |
[ R R R S e SR S S R S e S i S R S R S S S S i i
| AFl = x [ Destination-Prefix ... [
B e s o i T e R Tk o ik i SN SR

Wher e:
Source-Prefix = Client-EID
Destination-Prefix = App-EID

LI SP Map- Request with 2-Tuple Src/Dst LCAF

In order to specify a 5 tuple flow, rather than just a two tuple
source and destination, the conbination of LCAF type 12 and LCAF type
4 nust be used.

If an affinity exists in the Mapping System neaning that the flowis
al ready assigned to a virtual function instance, then the RLOC of
that Function-1lnstance nust be returned by the Mapping System A
Map- Reply with a 2-Tuple Src/Dst Lcaf can be used for this.
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01234567890123456789012345678901

B T o S e i ik S S I i i S Tl i e e

| Type=2 | P| E| S Reserved | Record Count |

B o T T e e e i S L e s ol ST S S S S S S S S

| Nonce . . . |

B E e r e s i s i o T T s S S S S 2

| . . . Nonce |

B i s S S S i S I T sl st s S S S S S S

| Record TTL |

B T i S S i S T h T i S S S S e

| Locator Count | EID mask-len | ACT | A Reserved |

B o i T e e S e S i T S R S e S e e sl S B T S

Rsvd | Map-Version Number | EID prefix-AFl = 16387 [

B e e T e e e ik i i NI R e R S S S S e e e R e e e s

Rsvdil | Fl ags | Type = | Rsvd2 |

B T T e T i S S e e i S e o

+n | Reserved |
-4+

I

->

B e i o
Sour ce- ML
B i e I e S e S S i it S S S e e e s sl st it S SRR TR S

I

+

|

+

I

+- e T T e i e i s S T T S S e S T
I

+

| Source-Prefix ... |
+

I

+

I

+

|

+

\

Dest-M. | AFl = x |

I i e T S e S e S it o SR R S R R S e S S e
AFl = X | Destination-Prefix ... |

B e e e i e e e e T i e S e -
/ Priority [ Vi ght | MPriority [ M Wi ght [
B e e T e e e ik i i NI R e R S S S S e e e R e e e s
Unused Fl ags | L| p| RI Loc- AFI |

I i e T S e S e S it o SR R S R R S e S S e

Locat or |
B s i o s s S i s i S N S S

- ———— 0 000 Yg—
+ — T>QOrr——— +

Map- Repl y containing 2-Tupl e LCAF and Associ ated Functi on-1nstance-
RLOC

If no affinity exists, the Mapping Systemreturns a |list of records,
i ncl uding one record per each Function-Instance for the flow s
Function-EID. A LISP Map-Reply can be used for this purpose with a
2-Tuple Src/Dst LCAF as the EID prefix in each Record.

If it is desired to return tuples of (Function-Instance-EID -> RLOC)
per each record, a new LCAF, introduced as bel ow, could be used.

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| AFl = 16387 | Rsvdl | Fl ags |
B E e r e s i s i o T T s S S S S 2
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| Type = 14 | Rsvd?2 | 4 + n |
B T o S e i ik S S I i i S Tl i e e
| EIDM | RSVD3 | El D-AFl = x |
B o T T e e e i S L e s ol ST S S S S S S S S
| EID-Prefix ... |
T T T T
| RLOC- AFl = X [ Locat or Address

B T o S e i ik S S I i i S Tl i e e

El D- RLOC LCAF:

In which, for the purpose of NFV, EID prefix will be used to specify
Function-1nstance-EI D, and Locator address is the RLOC associ at ed
with that Funstion-Instance-EID. This LCAF can be used in place of
the Loc-AFl in the Map-Reply Message above to include a |list of
(Function-Instance-EI D, RLOC) for every (Oient-EID, Function-EID) in
t he Map- Reply.
Finally to store the affinity of the flowin the Mapping System a
Map- Regi ster can be used where EID AFl is filled with a LCAF type 12
(2-Tuple Src/Dst LCAF), and Loc-AFl is filled with the AFl of the
Function-Instance-EID, and the Locator is filled with the Function-
Instance-EID. This way, a query on the flow 2-Tuple returns the
Function-lnstance-EID that the flow is assigned to.

7. QS and Echo Measurenents

8. Security Considerations
there are no security considerations related with this neno.

9. | ANA Consi derations
there are no | ANA considerations related with this nmeno.

10. Acknow edgenent s
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