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I nt roducti on

The purpose of this draft is to analyze the nmappi ng between the
Networ k Virtualization over L3 (NVQB)
[I-D.ietf-nvo3-overlay-problemstatenent] requirenments and the
capabilities of the Locator/ID Separation Protocol (LISP) [RFC6830]
control plane. This information is provided as input to the NVO3
anal ysis of the suitability of existing | ETF protocols to the NVO3
requirenents.

LISP is a flexible map and encap franework that can be used for
overlay network applications, including Data Center Network
Virtualization.

The LISP framework provides two nain tools for NVG3: (1) a Data Pl ane
that specifies how Endpoint Identifiers (EIDs) are encapsulated in
Routing Locators (RLOCs), and (2) a Control Plane that specifies the
interfaces to the LI SP Mappi ng System that provides the mapping

bet ween ElI Ds and RLCCs.

Thi s docunent focuses on the control plane for L2 over L3 LISP
encapsul ation, where ElDs are associated with MAC addresses. As such
the LISP control plane can be used with the data path encapsul ati ons
defined in VXLAN [I-D. nahal i ngam dutt-dcops-vxlan] and in NVGRE
[1-D.sridharan-virtualization-nvgre]. The LISP control plane can, of
course, be used with the L2 LISP data path encapsul ation defined in
[I-D.smth-1isp-layer2].

The LI SP control plane provides the Mapping Service for the Network
Virtualization Edge (NVE), mapping per-tenant end systemidentity

i nformati on on the corresponding |ocation at the NVE. As required by
NVQ3, LISP supports network virtualization and tenant separation to
hi de tenant addressing infornmation, tenant-related control plane
activity and service contexts fromthe underlay network.

The LISP control plane is extensible, and can support non-LISP data
pat h encapsul ati ons such as [I-D.sridharan-virtualization-nvgre], or
ot her encapsul ations that provide support for network virtualization.
[ RFC6832] specifies an open interworking framework to allow LISP to
non- LI SP sites conmuni cati on.

Br oadcast, unknown unicast, and multicast in the overlay network are
supported by either replicated unicast, or core-based nmulticast as
specified in [RFC6831], [I-D.farinacci-lisp-nr-signaling], and

[I-D. farinacci-lisp-te].
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Finally, the LISP architecture has a nodul ar design that allows the
use of different Mappi ng Dat abases, provided that the interface to
the Mapping Systemremains the same [RFC6833]. This allows for

di fferent Mapping Databases that may fit different NVO3 depl oynents.
As an exanple of the nodularity of the LISP Mapping System a

wor |l dwi de LI SP pilot network is currently using an hierarchical

Del egat ed Dat abase Tree [I-D.ietf-lisp-ddt], after having been
operated for years with an overlay BGP mapping infrastructure

[ RFC6836] .

The LI SP mappi ng system supports network virtualization, and a single
mappi ng i nfrastructure can run nultiple instances, either public or
private, of the mapping dat abase.

The rest of this docunent, after giving a quick a LISP overview in
Section 3, follows the functional nodel defined in
[I-D.ietf-nvo3-framework] that provides in Section 4 an overvi ew of
the LISP NVOB reference nodel, and in Section 5 a description of its
functional conponents. Section 6 contains various considerations on
key aspects of LISP NVO3, foll owed by security considerations in
Section 7.

2. Definition of Terns

FI ood- and- Learn: the use of dynamic (data plane) learning in VXLAN
to discover the |location of a given Ethernet/| EEE 802 MAC address
in the underlay network.

ARP- Agent Reply: the ARP proxy-reply of an agent (e.g. an I TR
with a MAC address of some other systemin response to an ARP
request to a target which is not the agent’s | P address

For definition of NVO3 related terns, notably Virtual Network (VN),
Virtual Network Identifier (VNI), Network Virtualization Edge (NVE),
Data Center (DC), please consult [I-D.ietf-nvo3-framework].

For definitions of LISP related ternms, notably Mp-Request, Mp-
Reply, Ingress Tunnel Router (ITR), Egress Tunnel Router (ETR), Map-
Server (MS) and Map- Resol ver (MR) pl ease consult the LISP
speci fication [ RFC6830].

3. LISP Overview

This section provides a quick overview of L2 LISP, with focus on
control plane operations.

The nodul ar and extensible architecture of the LISP control plane
allows its use with both L2 or L3 LISP data path encapsulation. In
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fact, the LISP control plane can be used even with other L2 overl ay
data path encapsul ati ons such as VXLAN and NVGRE. \Wen used with
VXLAN, the LISP control plane replaces the use of dynam c data pl ane
| earni ng (Fl ood-and-Learn), as specified in

[1-D. mahal i ngam dutt-dcops-vxlan] inproving scalability and
mtigating nmulticast requirenents in the underlay network

For a detailed LISP overview please refer to [ RFC6830] and rel ated
drafts.

To exenplify LISP operations let’s consider two data centers (LISP
sites) A and B that provide L2 network virtualization services to a
number of tenant end systems, as depicted in Figure 1. The Endpoint
Identifiers (ElIDs) are encoded according to [I-D.ietf-lisp-lcaf] as
an <1 D, MAC> tuple that contains the Instance ID, or Virtual Network
Identifier (VNI), and the endpoint Ethernet/| EEE 802 MAC address.

The data centers are connected via a L3 underlay network, hence the
Routing Locators (RLOCs) are | P addresses (either |1Pv4 or |Pv6)
encoded according to [I-D.ietf-1isp-lcaf].

In LISP the network virtualization edge function is perforned by

I ngress Tunnel Routers (I TRs) that are responsible for encapsul ating
the LISP ingress traffic, and Egress Tunnel Routers (ETRs) that are
responsi bl e for decapsulating the LISP egress traffic. ETRs are also
responsible to register the EID-to-RLOC mapping for a given LISP site
in the LI SP mappi ng database system |ITRs and ETRs are collectively
referred as xTRs.

The EID-to-RLOC mapping is stored in the LI SP mappi ng dat abase, a
di stributed mapping infrastructure accessible via Map Servers (M)
and Map Resolvers (MR). [I-Dietf-lisp-ddt] is an exanple of a
mappi ng dat abase used in many LI SP depl oynents. Another exanpl e of
of mappi ng database is [ RFC6836].

For snmall depl oynents the nmapping infrastructure can be very mninmal,
in sonme cases even a single systemrunning as M5/ MR

L +’
Fo- -+ R
| M5/ MR| | M5/ MR
+o oo+ R +
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Figure 1: Exanple of L2 NVOB Services

3.1. LISP Site Configuration

In each LISP site the xTRs are configured with an I P address (the
site RLOCs) per each interface facing the underlay network.

Simlarly the M5/ MR are assigned an | P address in the RLOC space.

The configuration of the xTRs includes the RLOCs of the M5/MR and a

shared secret that
bet ween xTRs and M5/ MR

is optionally used to secure the conmmuni cation

To provide support for multi-tenancy nultiple instances of the

mappi ng dat abase are identified by a LISP Instance ID (11D,

that is

equi valent to the 24-bit VXLAN Network ldentifier (VNI) or Tenant

Network Ildentifier (TN) that
[1-D. mahal i ngam dutt-dcops-vxl an].

3.2. End System Provi sioning

Mai no, et al. Expires April
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We assune that a provisioning framework will be responsible for

provi sioning end systens (e.g. VMs) in each data center. The

provi sioni ng system configures each end systemw th an Ethernet/| EEE
802 MAC address and/or | P address and provisions the NVE with other
end system specific attributes such as VLAN i nformati on, and TS/ VLAN
to VNI mapping information. LISP does not introduce new addressing
requi renents for end systens.

The provisioning infrastructure is also responsible to provide a
network attach function, that notifies the network virtualization
edge (the LISP site ETR) that the end systemis attached to a given
virtual network (identified by its VNI/IID) and that the end system
is identified, within that virtual network, by a given Ethernet/|EEE
802 MAC address.

3.3. End System Regi stration

Upon notification of end systemnetwork attach, that includes the
ElD=<I1D, MAC> tuple that identifies that end system the ETR sends a
LI SP Map- Regi ster to the Mapping System The Map- Regi ster includes
the EID and RLOCs of the LISP site. The EIDto-RLOC mapping i s now
avai l abl e, via the Mapping SystemlInfrastructure, to other LISP sites
that are hosting end systens that belong to the sane tenant.

For nore details on end systemregistrati on see [ RFC6833].
3.4. Packet Flow and Control Plane Operations

This section provides an exanpl e of the unicast packet flow and the
control plane operations when in the topol ogy showmn in Figure 1 end
systemW in LISP site A, wants to comunicate to end systemY in
LISP site B. W’ Il assune that Wknows Y's EI D MAC address (e.qg.

| earned via ARP).

o0 Wsends an Ethernet/| EEE 802 MAC franme with destination
El D=<I 1 D1, MAC _Y> and source EID=<I1D1, MAC W5

0 |ITR A does a lookup in its |ocal map-cache for the destination
ElD=<I1 D1, MAC Y> Since this is the first packet sent to MACY,
the map-cache is a nmiss, and the I TR sends a Map-request to the
mappi ng dat abase system | ooking up the ElI D=<I1D1, MAC Y>.

o The mappi ng systens forwards the Map-Request to ETR B, that is
aware of the EID-to-RLOC mapping for <II1Dl, MAC Y>. Alternatively,
dependi ng on the mappi ng system configuration, a Map-Server which
is part of the napping database system may send a Map- Reply
directly to I TR A
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0 ETR B sends a Map-Reply to ITR A that includes the ElDto-RLCC
mappi ng: ElI D=<I1D1, MAC_ Y> -> RLOC=IP_B, where IP_ B is the |ocator
of ETR B, hence the locator of LISP site B. In order to facilitate
interoperability, the Map-Reply nmay al so include attributes such
as the data plane encapsul ati ons supported by the ETR

o |ITR A popul ates the | ocal map-cache with the EID to RLOC mappi ng,
and either L2 LISP, VXLAN, or NVGRE encapsul ates all subsequent
packets with a destination ElD=<II1D1, MAC Y> with a destination
RLOC=I P_B

It should be noted how the LISP mappi ng systemrepl aces the use of

FI ood- and- Learn based on nulticast distribution trees instantiated in
the underlay network (required by VXLAN s dynami c data pl ane

| earning), with a unicast control plane and a cache nmechani smt hat
"pul I s" on-denmand the ElID-to-RLOC mappi ng fromthe LI SP nappi ng

dat abase. This inproves scalability, and sinplifies the
configuration of the underlay network

.1. Supporting ARP Resolution with LI SP Mappi ng System

A large majority of data center applications are | P based, and in
those use cases end systens are provisioned with | P addresses as wel |
as MAC addresses.

In this case, to elimnate the flooding of ARP traffic and further
reduce the need for nulticast in the underlay network, the LISP
mappi ng systemis used to support ARP resolution at the ITR W
assune that as shown in Figure 2: (1) end system Whas an | P address
IP.W and end systemY has an | P address IP_Y, (2) end system W knows
Y's | P address (e.g. via DNS | ookup). W also assune that during
registration Y has registered both its MAC address and its | P address
as EID. End systemY is then identified by the EID =

<II DL, | P_Y, MAC_Y>.

S +’
+- - - -+ +- - - -+
| M5/ MR| | M5/ MR
+-+---+ +----- +
I I
( ’ -
I L3 ’
( Under | ay )
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( 1 1 1 1 ’)-’
RLOC=IP A T/ B “\\ RLOC=IP B
oo - -+ +- - - +- -+
oo - XTR AL -, .| XTRB|.-.
( +-- - H- -+ ) ( +-+--+--+ )
( _ ( "
.. LISP Site A ) ! LISP Site B )
( .1_1 ( 1_1
ST )\ ST )\
o7 / o7
End End : . End End
Devi ce Devi ce : . Device Devi ce
El D= El D= El D= El D=
<IID1,IPW <IID2,1P_X <IID1,1PY, <IIDLIP_Z,
MAC_ W& MAC X> MAC_Y> MAC_Z>

Figure 2: Exanple of L3 NVOB Services

The packet flow and control plane operation are as follows:

(0]

Mai no,

End system Wsends a broadcast ARP nessage to discover the MAC
address of end systemY. The nmessage contains IP_Y in the ARP
nmessage payl oad.

ITR A acting as a L2 switch, will receive the ARP nessage, but
rather than flooding it on the overlay network sends a Map- Request
to the mappi ng database systemfor EID = <IID1, | P_Y, *>,

The Map- Request is routed by the mapping systeminfrastructure to
ETR B, that will send a Map-Reply back to I TR A contai ning the
mappi ng EID=<I1D1, 1 P_Y, MAC Y> -> RLOC=I P_B, (the locator of ETR
B). Alternatively, depending on the mappi ng system configuration,
a Map-Server in the mapping systemmay send directly a Map-Reply
to ITR A

I TR A popul ates the map-cache with the received entry, and sends
an ARP-Agent Reply to Wthat includes MAC Y and IP_Y.

End system Wl earns MAC Y fromthe ARP nessage and can now send a
packet to end systemY by including MAC Y, and IP_Y, as
destination addresses.

ITR Awill then process the packet as specified in Section 3.4.
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Thi s exanpl e shows how LI SP, by replaci ng dynani c data pl ane | earning
(Fl ood- and-Learn) largely reduces the need for multicast in the
underl ay network, that is needed only when broadcast, unknown uni cast

or multicast are required by the applications in the overlay. In
practice, the LISP nmapping system constrains ARP within the
boundaries of a link-local protocol. This sinplifies the

configuration of the underlay network and rempves the significant
scalability Iimtation i nposed by VXLAN Fl ood- and- Lear n.

It’s inportant to note that the use of the LISP nmapping system by
pul ling the ElID-to-RLOC nmappi ng on denand, al so inproves end system
nmobil ity across data centers.

3.5. End System Mobility

This section shows how the LISP control plane deals with nmobility
when end systens are migrated fromone Data Center to another. We'll|
assune that a signaling protocol, as described in

[I-D. konpel | a-nvo3-server2nve], signals to the NVE operations such as
creating/ternminating/mgrating an end system The signaling protocol
consi sts of three basic nessages: "associate", "dissociate", and
"pre-associ ate".

Let’s consider the scenario shown in Figure 3 where end system W
noves from data center A to data center B.

:_+ ______ +)
+- - - -+ +- - - -+
| M5/ MR| | M5/ MR|
+- - - -+ R +
I I
( 1 ).__.
L3 '
( Under | ay )
RLOC=IP_A T/ T T\ RO=IPB
+- - - - -+ H- - - - -+
- - [ XTR A .-, ] XTRB|.-.
( H-- - - -+ ) ( +-+--+--+ )
( - ( i
.. LISP Site A ) . LISP Site B )
( (
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1 _) _ 1 )\ 1 _) _ 1 )\
/ 1 - _1 \ / 1 - _1 \
End : : End : ==> : End : :  End
Devi ce : - Device : ==> : Device : . Device :
El D= El D=<I | D1, MAC_W¢ El D=
<l | D2, MAC_X> <l | D1, MAC Z>

Figure 3: End System Mobility

As a result of the end systemregistration, described in Section 3.3,
t he Mappi ng System contains the El D-to-RLOC mapping for end system W
that associates EID=<I1Dl, MAC W with the RLOC(s) associated with
LISP site A (IP_A).

The process of migrating end systemWfromdata center A to data
center Bis initiated.

ETR B receives a pre-associ ate nessage that includes El D=<I1D1,

MAC We. ETR B sends a Map-Register to the mapping systemregistering
RLOC=I P_B as an additional |ocator for end systemWw th priority set
to 255. This means that the RLOC MJUST NOT be used for unicast
forwardi ng, but the mapping systemis now aware of the new | ocation.

During the mgration process of end systemW ETR A receives a

di ssoci ate nmessage, and sends a Map-Register with Record TTL=0 to
signal the mapping systemthat end systemWis no | onger reachable at
RLOC=IP_ A XTR Awll also add an entry in its forwarding tabl e that
mar ks El D=<I1D1, MAC Wt as non-local. When end system W has
completed its mgration, ETR B receives an associ ate nessage for end
system W and sends a Map-Register to the mappi ng systemsetting a
non- 255 priority for RLOC=I P_B. Now t he mappi ng systemis updated
with the new ElID-to- RLOC mapping for end system Wwith the desired
priority.

The renmpte | TRs that were corresponding with end system Wduring the
mgration will keep sending packets to ETR A. ETR A will keep
forwarding |l ocally those packets until it receives a dissociate
message, and the entry in the forwarding table associated with

El D=<I1 D1, MAC W is narked as non-local. Subsequent packets
arriving at ETR Afroma renmore | TR, and destined to end system W
will hit the entry in the forwarding table that will generate an

exception, and will generate a Solicit-Mp-Request (SMR) message that
is returned to the rembte ITR  Upon receiving the SVMR the renote I TR
will invalidate its |ocal map-cache entry for EID=<II1Dl, MAC W and

send a new Map- Request for that EID. The Map-Request will generate a
Map- Reply that includes the new El D-to- RLOC napping for end system W

Mai no, et al. Expires April 21, 2014 [ Page 11]



Internet-Draft LI SP Control Plane for NVO3 Cct ober 2013

with RLOC=IP_B. Sinilarly, unencapsul ated packets arriving at TR A
fromlocal end systens and destined to end systemWw Il hit the
entry in the forwarding table narked as non-local, and will generate
an exception that by sending a Map- Request for EID=<II1Dl, MAC W will
popul ate the map-cache of ITR A with an ElID-to-RLOC nmapping for end
system Wwith RLOC=I P_B.

3.6. L3 LISP

The two exanpl es above shows how the LISP control plane can be used
in conbination with either L2 LISP, VXLAN, or NVGRE encapsul ation to
provide L2 network virtualization services across data centers.

There is a trend, |led by Massive Scal able Data Centers, that is
accel erating the adoption of L3 network services in the data center,
to preserve the many benefits introduced by L3 (scalability, nulti-
honm ng, ...).

LI SP, as defined in [ RFC6830], provides L3 network virtualization
services over an L3 underlay network that, as an alternative to L2
overlay solutions, matches the requirenents for DC Network
Virtualization. L2 overlay solutions are necessary for Data Centers
that rely on non | Pv4/1Pv6 protocols, but when IP is pervasive L3

LI SP provides a better and nore scal abl e overl ay.

4. Ref erence Mbdel

Figure 4, taken from[I-D.ietf-nvo3-franework], introduces the NvVO3
ref erence nodel .

In a LI SP NVO3 network the Tenant Systens (TS) that are honmed to a
common NVE, having specific Endpoint Identifiers (EIDs), are part of
a’'LISP site'.

The network virtualization edge (NVE) function is perfornmed by

I ngress Tunnel Routers (ITRs) that are responsible for encapsul ating
the LISP ingress traffic, and Egress Tunnel Routers (ETRs) that are
responsi bl e for de-encapsulating the LISP egress traffic.

The outer tunnel | P addresses (either 1 Pv4 or 1Pv6) on the I TR and
ETR NVE function are known as Routing Locators (RLOCs).

ETRs are also responsible to register the EID-to-RLOC mapping for a
given LISP site in the LI SP mappi ng dat abase system [ RFC6833]

I TRs and ETRs, collectively referred as xTRs, provide for tenant

separation, performthe encap/decap function, and interface with the
LI SP Mappi ng System that maps tenant addressing information (in the

Mai no, et al. Expires April 21, 2014 [ Page 12]



Internet-Draft LI SP Control Plane for NVO3 Cct ober 2013

El D name space) on the underlay L3 infrastructure (in the RLOC nane
space), with the encoding defined in [I-D.ietf-1lisp-Icaf].

The LI SP Mapping systemis a distributed nmapping infrastructure,
accessible via Map Servers (MS) and Map Resolvers (MR), that perforns
the NVA function.

The LI SP Mappi ng system can be scal ed across vari ous physi cal
components e.g. across an EID based hierarchy as described in
[I-D.ietf-lisp-ddt]. EID prefixes and/or address fanmilies can thus
be scal ed across the mapping infrastructure if needed.

The NVA function can offer a northbound SDN interface in order to
programthe EID to RLOC mapping frome.g. an orchestrati on system
An exanple is given in [I-D. barkai-Ilisp-nfv]

As traffic reaches An ingress NVE, the corresponding | TR uses the
LI SP Map- Request/ Reply service to determine the |ocation of the
destination End System

The LI SP mappi ng system conbi nes the distribution of address
adverti senent and (statel ess) tunneling provisioning.

LI SP defines several nechanisns for determ ning RLOC reachability,
i ncluding Locator Status Bits, "nonce echoing", and RLOC probi ng.
Pl ease see Sections 5.3 and 6.3 of [RFC6830]. However, given the
fact that DC s are typically deployed with a single stage |IGP

hi erarchy, the I GP responsible for the RLOC space of fers enough
reachability information.

Fomme - + Fomme - +
| Tenant +--+ +----| Tenant |
| System| | (") | System |
e N ) A-------- +
+---+ +---+ ()
+--| NVE| ---+ +---| NVE| ----- +
+---+ | | +---+
/ +----- +
/ +- -] NVA |
/ [ +-- - - - +
I I :
| | L3 Overlay +--+--++-------- +
Fooe- - + [ Net wor k | NVE || Tenant |
| Tenant +--+ o [ [| System |
| System | R i R e +
e + [NVE| . ........
+o- -+
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Figure 4: NVO3 Ceneric Reference Mde
4.1. LISP NVE Service Types

L2 NVE and L3 NVE service types thanks to the flexibility provided by
the LI SP Canonical Address Format [I-D.ietf-lisp-lcaf], that allows
for EIDs to be encoded either as MAC addresses or |P addresses.

4.1.1. LISP L2 NVE Services

The frame format defined in [I-D. mahal i ngam dutt-dcops-vxlan], has a
header conpatible with the LISP data path encapsul ati on header, when
MAC addresses are used as ElDs, as described in section 4.12.2 of
[I-Dietf-lisp-lcaf].

The LISP control plane is extensible, and can support non-LISP data
pat h encapsul ati ons such as NVGRE
[I-D.sridharan-virtualization-nvgre], or other encapsul ations that
provi de support for network virtualization

4.1.2. LISP L3 NVE Services

LISP is defined as a virtualized IP routing and forwarding service in
[ RFC6830], and as such can be used to provide L3 NVE services.

5. Functional Conponents

This section describes the functional conponents of a LISP NVE as
defined in Section 3 of [I-D.ietf-nvo3-franework].

5.1. Ceneric Service Virtualization Conponents

The generic reference nodel for NVE is depicted in
[I-D.ietf-nvo3-franework].

e L3 Network ------- +
| |
[ Tunnel Overl ay [
L R + Fommee e m L +
Fomm e Hommma- + | | +--------- Ty +
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| Overlay Module

I I I I
I I I I
| | VN cont ext | | VN context| |
I I I I I I
| S NIy S RS + | S NIy S RS +
| | VNI | VNI | | [ IVN] o [WNIT] |
NVEL | +-H----mmmm- - ++ I S +-+ | NVE2

| | VAPs | | | | VAPs | |
o +--- -+ S +----- +

I I I I

I I I I

Tenant Systens Tenant Systens

Figure 5: Ceneric reference nodel for NV Edge
5.1.1. Virtual Attachnent Points (VAPS)

In a LI SP NVE, Tunnel Routers (xTRs) inplenent the NVE functionality
on ToRs or Virtual Switches. Tenant Systens attach to the Virtua
Access Points (VAPs) provided by the xTRs (either a physical port or
a virtual interface).

The VAPs are identified by either a physical port or a virtua
interface, e.g. Indexed by VLAN tags, a set, range, or set of ranges
of VLAN tags in the case of a L2 service, or a virtual routed
interface I ndexed by a VLAN in case of a L3 service, or a conbination
of themin case of An L2/L3 service

5.1.2. Overlay Mdules and Tenant ID

The xTR al so inplenments the function of NVE Overlay Mdul e, by
mappi ng the addressing information (El Ds) of the tenant packet on the
appropriate locations (RLOCs) in the underlay network. The Virtua
Network ldentifier (VNI) is encoded in the encapsul ated packet
(either in the 24-bit 11D field of the LISP header for L2/L3 LISP
encapsul ation, or in the 24-bit VXLAN Network ldentifier field for
VXLAN encapsul ation, or in the 24-bit NVCGRE Tenant Network |dentifier
field of NVGRE). In a LISP NVE gl obally unique (per adm nistrative
domain) VNIs are used to identify the Tenant instances.

The mappi ng of the tenant packet address onto the underlay network
|l ocation is "pulled" on-demand fromthe mappi ng system and cached at
the NVE in a per-VN nap-cache.

5.1.3. Tenant |nstance

Tenants are nmapped on LISP Instance IDs (I1Ds), and the LISP Contro
Pl ane uses the IID to provide segnentation and virtualization. The
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ETR is responsible to register the Tenant Systemto the LI SP mappi ng
system via the Map-Regi ster service provided by LISP Map- Servers
(M5). The Map-Register includes the IIDthat is used to identify the
t enant .

5.1.4. Tunnel Overlays and Encapsul ati on Options

The LISP control protocol, as defined today, provides support for L2
LI SP and VXLAN L2 over L3 encapsul ation, and LISP L3 over L3
encapsul ati on, as well as support for the Generic Protocol Extensions
for LISP and VXLAN defined in [I-D.lew s-1isp-gpe] and

[1-D. quinn-vxlan-gpe] respectively. The Generic Protocol Extensions
can be used to offer a concurrent L2 and L3 overlay across the same
dat apl ane.

We believe that the LISP control Protocol can be easily extended to
support different I P tunneling options (such as NVGRE)

5.1.5. Control Plane Conponents
5.1.5.1. Auto-provisioning/Service D scovery

The LISP franmework does not include nmechanisnms to provision the |oca
NVE with the appropriate Tenant Instance for each Tenant System

O her protocols, such as VDP (in | EEE P802. 1Qbg), should be used to
i mpl ement a network attach/detach function

The LISP control plane can take advantage of such a network attach/
detach function to trigger the registration of a Tenant End Systemto
the Mapping System This is particularly helpful to handle nobility
across DC of the Tenant End System

It is possible to extend the LISP control protocol to advertise the
tenant service instance (tenant and service type provided) to other
NVEs, and facilitate interoperability between NVEs that are using
different service types

5.1.5.2. Address Advertisenent and Tunnel napping
As traffic reaches an ingress NVE, the corresponding | TR uses the
LI SP Map- Request/ Reply service to determ ne the | ocation of the
destination End System

The LI SP mappi ng system conbi nes the distribution of address
adverti senent and (statel ess) tunneling provi sioning.
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When EI Ds are mapped on both | P addresses and MACs, the need to flood
ARP messages at the NVE is elimnated resolving the issues with
expl osi ve ARP handl i ng.

5.1.5.3. Tunnel Managenent

LI SP defines several nechanisns for determ ning RLOC reachability,
i ncluding Locator Status Bits, "nonce echoing", and RLOC probi ng.
Pl ease see Sections 5.3 and 6.3 of [RFC6830].

6. Key Aspects of Overlay
6.1. Overlay Issues to Consider
6.1.1. Data Plane vs. Control Plane Driven

The use of LISP control plane minimzes the need for nulticast in the
underl ay network overconing the scalability Iimtations of VXLAN
dynani ¢ data pl ane | earning (Fl ood-and-Learn).

Multicast or ingress replication in the underlay network are stil
required, as specified in [ RFC6831],

[I-D. farinacci-lisp-nr-signaling], and [I-D.farinacci-lisp-te], to
support broadcast, unknown, and nulticast traffic in the overlay, but
nmul ticast in the underlay is no longer required (at least for IP
traffic) for unicast overlay services.

6.1.2. Data Plane and Control Plane Separation
LI SP i ntroduces a cl ear separation between data plane and contro
pl ane functions. LISP nodul ar design allows for different nmapping
dat abases, to achieve different scalability goals and to neet
requi renents of different depl oyments.
6.1.3. Handling Broadcast, Unknown Unicast and Miulticast (BUM Traffic

Packet replication in the underlay network to support broadcast,
unknown uni cast and nulticast overlay services can be done by:

0 Ingress replication

0 Use of underlay nulticast trees

[ RFC6831] specifies howto map a nulticast flow in the EID space
during distribution tree setup and packet delivery in the underlay
network. LISP-nulticast doesn’t require packet format changes in

mul ticast routing protocols, and doesn’t inpose changes in the
internal operation of nmulticast in a LISP site. The only operationa
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10.

10.

10.

changes are required in PI M ASM [ RFC4601], MSDP [ RFC3618], and Pl M
SSM [ RFC4607] .

Security Considerations
[I-D.ietf-lisp-sec] defines a set of security mechanisnms that provide
origin authentication, integrity and anti-replay protection to LISP' s
El D-t o- RLOC mappi ng data conveyed vi a mappi ng | ookup process. LI SP-
SEC al so enabl es verification of authorization on EIDprefix clains
i n Map- Reply nessages.

Addi tional security mechanisns to protect the LISP Map- Regi ster
nmessages are defined in [ RFC6833].

The security of the Mapping System Infrastructure depends on the
particul ar nmappi ng database used. The [I-D.ietf-lisp-ddt]
specification, as an exanple, defines a public-key based nechani sm
that provides origin authentication and integrity protection to the
LI SP DDT protocol .

| ANA Consi derations
Thi s docunent has no | ANA inplications
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