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Abst ract

Interactive Connectivity Establishnent (1 CE) has been selected as the
basis for establishing peer-to-peer UDP flows between Wb Real - Ti me
Conmuni cati on (WebRTC) clients. Using an unnodified | CE

i npl ementation in this context enables the use of the web platform as
a denial of service platform The risks and conplications arising
fromthis choice are discussed. A nodified algorithmfor sending |ICE
connectivity checks fromthe web platformis described.
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1. Introduction

| CE [ RFC5245] describes a process whereby peers establish a bi-
directional UDP flow. This process has been adopted for use in Wb
Real - Ti me Communi cations (WbRTC) for establishing flows to and from
web browsers ([I-D.ietf-rtcweb-overview]).

Properties of ICE are also critical to the security of WbRTC (see
Section 4.2.1 of [I-D.ietf-rtcweb-security]).
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The design of RFC 5245 does not fully consider the threat nodels
enabl ed by the web environment. |In particular, the foll ow ng
assunptions are not valid in a web context:

0o A one-tine consent to comrunicate is sufficient, and revocation of
consent is not necessary.

o Signaling and control originates fromactors that always operate
in good faith.

0 Only one |ICE processing context operates at the one tine.

I mpl ementations of ICE that are technically conpliant with the
al gorithm described in RFC 5245 potentially expose controls to web
applications that can be expl oited.

In the web context, an attacker is able to provide code (usually
JavaScript) that is executed by those hosts in a sandbox. The
protections of the sandbox are critical, both for protecting the host
runni ng the sandbox, and for protecting the Internet as a whole from
bad actors.

The exposure of ICE features in the web browser could all ow attackers
to generate denial of service (DoS) traffic far in excess of the
bandwi dt h needed to deploy the JavaScript. A small (1KB) file can
potentially generate many nmegabytes of connectivity checks in a short
period, representing an anplication factor far greater than other
simlar anplification attacks (for instance, DNS reflection attacks).

Mounting this sort of DoS attack does not rely on anything other than
i nduci ng a host to downl oad and execute JavaScript. This is
generally very easy to acconplish, naking it very easy to conscript

| arge number of traffic sources

The issue regarding the one-tinme consent to conmuni cate has al ready
been identified as a serious problemfor WbRTC

[I-D. mut hu- behave- consent -freshness] describes a linmt on the tine
that consent remains valid, requiring that conmunications consent be
continuously refreshed.

This docunent first describes the characteristics of |ICE as they
relate to the web and the way that these characteristics can be
exploited. 1In order to address the issues arising fromallow ng web
application to initiate and control |CE processing, a nodified
algorithmis described, plus additional neasures that can be enpl oyed
to reduce the anount of traffic an attacker can produce.
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1.1. Conventions and Ter m nol ogy

In cases where normative | anguage needs to be enphasized, this
docunent falls back on established shorthands for expressing
interoperability requirenents on inplenentations: the capitalized
words "MJST", "MJIST NOT", "SHOULD' and "MAY". The meani ng of these
is described in [ RFC2119].

2. ICE in a Wb Browser

A web browser provides an APl that applications can use to
instantiate and control an | CE agent. The web application is
responsi ble for providing the ICE agent with signaling that it m ght
need to operate successfully, as well as configuration information
regardi ng TURN [ RFC5766] or STUN [ RFC5389] servers.

In the web context, a browser treats the web application as being
potentially hostile, providing access to features in a controlled
fashion. Therefore, some of the information that an | CE agent night
depend on in other contexts has to be regarded as potentially suspect
when provided by a web application

2.1. Factors Influencing DoS Capacity

There are several paraneters that affect the characteristics of DoS
attacks that can be mounted using | CE. These include:

0 The nunber of candidate pairs that are created. An attacker can
add extra renote candidates to inflate this nunber to tbe nmaxi num
supported. RFC 5245 reconmends a default maxi nrum of 100 candi date
pairs. Reducing this linmt directly reduces DoS potential, though
it could affect success in sonme legitimte scenarios (see the
calculations in Appendix A).

o0 The tine between consecutive connectivity checks. Pacing of
checks is discussed at length in Section 2.1.1.

o0 The total nunmber and timing of retransnissions for each candi date
pair. Section 2.1.2 discusses the inplications of
retransm ssions.

0 The size of connectivity check packets. Size considerations are
described in Section 2.1.3.

o The nunber of |ICE agents that can be operated concurrently. RFC
5245 does not consider scenarios |ike WebRTC where it is not only
possible for there to be nultiple agents. The web security nodel
all ows for cases where multiple agents can be created

Thonson Expires April 22, 2014 [ Page 4]



Internet-Draft | CE for WbRTC Cct ober 2013

concurrently, often with a further restriction that a browser not
| eak i nformation between agents.

2.1.1. Pacing of Connectivity Checks

| CE [ RFC5245] describes a schene for pacing connectivity checks.
There are two primary reasons that are cited:

o Pacing the initial connectivity checks for a given candi date pair
al | ows m ddl eboxes sufficient tine to establish bindings.
Enpi rical evidence suggests that failing to allow at |east 20
nmlliseconds between initial connectivity checks risks the
bi ndi ngs being dropped at sone ni ddl eboxes.

o Pacing limts the potential for connectivity checks to generate
networ k congestion. Section 16.1 of [RFC5245] describes a fornula
for calculating the time between connectivity checks (Ta) that is
based on the expected bandwi dth of the real-tine session that is
bei ng est abl i shed.

In the web context, information about the expected bandw dt h used by
the session cones fromthe web application. Since the web
application has to be regarded as potentially malicious, information
about expected medi a bandwi dth cannot be used to determ ne the pacing
of connectivity checks. A fixed mininmuminterval between
connectivity checks beconmes the primary nechanismfor limting the
ability of web applications to generate packets that are potentially
congesti on i nduci ng.

Increasing the pacing interval directly reduces the anmount of
congestion that connectivity checks can generate, though this only
reduces the peak bitrate that can be induced - the same anmount of
traffic is generated over a longer period. The cost of this is

ext ended session setup tines, where recent efforts have been focused
on reducing this tine.

2.1.2. Retransnission of Connectivity Checks

The initial retransmssion tiner (RTO can also be increased with
simlar effect to increasing the pacing tinmer. Furthernore, there is
a strong desire to reduce the recommended value of the RTOin |ICE
from500 milliseconds to values nore reflective of conmon round trip
times in well-connected | ocations, which might be as | ow as 50

m | 1iseconds.

More relevant is the total nunber of connectivity check

retransm ssions that an inplenentation attenpts for each candi date
pair. Each additional retransmi ssion directly increases the duration
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and nmagni tude of a DoS attack. Follow ng the exponential backoff
recommended by RFC 5245 does extend the time between retransmn ssions,
whi ch coul d reduce the rate of connectivity checks after severa
retransm ssions, but this depends on the initial retransm ssion tine
out (RTO.

Reduci ng the nunber of retransnissions has the effect of reducing the
probability of the check succeeding. The selection of a tota
retransm ssion count is a trade-off of success rates against the
potential for abuse.

2.1.3. Connectivity Check Size

As currently specified, an attacker is only able to influence the
size of the USERNAME attribute. [RFC5389] restricts USERNAME to a
maxi mum si ze of 512 octets; the Session Description Protocol (SDP)
signaling described in [RFC5245] limts the size of the usernane
fragment an attacker can set to 256 bytes.

A browser could reduce its usernane fragnent to as little as 4 bytes,
limting the overall size of the attribute to 261 bytes. A small
usernane fragnment does limt the collision resilience of the field,
which is a property that is inportant for detecting other forns of
attack (see Section 5.7.3 of [I-D.ietf-rtcweb-security-arch]).

There is also the potential for new nodifications to | CE that

i ncrease the packet size. For instance [|I-D. martinsen-music-nmalice]
provides an attacker with direct control over the bytes that are

i ncluded in connectivity checks.

2.2. Denial of Service Magnitude

A malicious application is able to influence connectivity checking by
altering the set of renpte candi dates and by changing the renote
usernane fragnment. The default naxi num sizes for renote usernane
fragment (256 bytes) and nunber of candidate pairs (100) described in
RFC 5245 can be exploited by an attacker to increase the nunber and
size of packets. Assuming an inter-check timer of the mninumof 20
mlliseconds, plus a mnimal 28 bytes of |IPv4 and UDP overhead, this
results in an attacker being able to induce approxi mately 144kbps for
every ICE agent it is able to instantiate.

This rate is significantly higher than the miniml rate of 20kbps
that a typical conmpressed voice stream generates. By comparison, a
G 711 audi o stream which cannot be rate limted in response to

net wor k congestion, but is generally regarded as safe to send to a
willing target, generates about 74kbps
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| CE does not allow for any congestion feedback (other than ECN

[ RFC3168]), so this rate could conceivably be sustained for sone
time, though after several seconds the time between retries

i ncreases, reducing the check rate unless the application is able to
instanti ate another | CE agent.

Sone existing | CE inplenentations could generate about 3 or nore
times the basic rate of connectivity checks over a short period.
These i npl enentati ons do not pace retransm ssion of connectivity
checks, resulting in significantly higher connectivity check rates
during early rounds of retransm ssion.

These i npl enentations are ignoring the advice on calculating a

m ni mum RTO from Section 16.1 of [RFC5245]. However, the shorter
RTO all ows I CE to conplete much faster, which is a significant
advant age.

I mpl ementations that do not linmt the nunber of |ICE agents that can
be instantiated, and subsequently fail to enforce rate linits
globally create a further multiplicative factor on the basic rate.

3. Mdified ICE Algorithm

This section describes an algorithmthat ensures proper global pacing
of connectivity checks. This linits the ability of any single
attacker to generate a high rate of connectivity checks. This only
limts the peak data rate that results from connectivity checks,
reducing the intensity of DoS attacks.

Measures that reduce the overall duration of attacks are described in
Section 4.

The nmodified algorithmfor | CE does not alter the way that candi date
pairs are selected, prioritized, frozen or signaled. It only affects
the generation of connectivity checks. This algorithmaffects
candidate pairs in either of the "WAiting" or "In-Progress" states
only (see Section 5.7.4 of [RFC5245]).

The |1 CE agent maintains two queues for candi date pairs.

wai ting queue: The first is a prioritized |list of candidate pairs in
the "Waiting" state. The waiting queue is sinply a prioritized
list of all the candidate pairs in the check list (see Section 5.7
of [RFC5245]) that are in the "Waiting" state. As candidate pairs
enter the "Waiting" state, they are added to the waiting queue.
As each candidate pair is added, it is prioritized relative to al
the other candidate pairs in the waiting queue.
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check queue: The second is for outstanding connectivity checks.
Each entry in this list represents a connectivity check for a
gi ven candi date pair. Each entry also includes a counter
representing the nunber of connectivity checks that have been sent
on this candidate pair.

The |1 CE agent maintains two types of timer: a pacing tiner and a
retransmssion tiner. There is only one pacing timer, though there
can be nmultiple retransm ssion tiners running concurrently.

The first candidate pair that arrives in the waiting queue starts the
pacing tinmer. The pacing tiner runs as long as there are itens in
any queue, ending if the tiner expires when there are no entries in
ei ther queue. The pacing timer resunmes if an entry is added to
either queue and the timer is not already running.

Each tinme the pacing tiner expires, the | CE agent perforns the
fol |l owi ng steps:

1. If there are items on the waiting queue, but no itens on the
check queue, the first candidate pair is taken fromthe waiting
queue.

a. The candidate pair transitions from"Wiiting" to "In-
Progress".

b. A check counter is associted with the candi date pair,
initialized with a zero val ue

c. The candidate pair is added to the check queue. This could
result in a connectivity check being sent inmediately if the
check queue is currently enpty.

2. |If there are itens in the check queue, the | CE agent renobves the
first itemand perforns a connectivity check on the identified
candi date pair.

a. The check counter associated with the candidate pair is
i ncremented by one.

b. Based on the value of the check counter, a retransm ssion
timer is scheduled for the candidate pair. The
retransnmission tiner is not scheduled if the check counter
exceeds the maxi mum nunber of checks configured for the ICE
agent.
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c. |If the retransmission tinmer expires without the connectivity
check succeeding, the candidate pair is returned to the end
of the check queue along with the higher check counter

d. The retransmission tinmer is cancelled if the connectivity
check succeeds. The process for handling successful checks
in Section 7.1.3.2 of [RFC5245] is followed.

3. If no connectivity checks were sent, the pacing tinmer is stopped.

An inportant characteristic of this algorithmis that it - as nuch as
possible - prefers retransmi ssion of connectivity checks over the
initiation of new connectivity checks. This ensures that once an
initial connectivity check has established any necessary mni ddl ebox

bi ndi ngs, subsequent retries are not del ayed excessively, which could
cause the binding to time out. However, the global pacing can cause
the tine between retransni ssion of connectivity checks to be extended
as the check queue occasionally fills.

Favoring retransni ssion over initial checks directly contradicts the
gui dance on RTO selection in Section 16.1 of [RFC5245]. This is
necessary due to the delays induced by potential interactions between
mul tiple | CE agents, which mght otherw se cause retries to be
significantly delayed. |Inprovenents to candidate prioritization are
expected to reduce the inpact of this change.

3.1. Trickled and Peer Refl exive Candi dates

Trickled I CE candidates [I-D.ivov-music-trickle-ice] generate

candi date pairs after connectivity checking has commenced. | n order
to avoid trickled candi dates negatively affecting the chances of a
connectivity check succeedi ng, connectivity checks on newly appearing
candidate pairs nmust be prioritized bel ow any existing connectivity
check.

Trickled candi dates are in nany respects identical to peer reflexive
candi dates. Both arrive after the algorithmhas conmenced

In either case, as new candidates arrive (or are discovered), they
are paired as nornmal (Section 5.7.1 of [RFC5245]), and - if
appropriate - entered into the "Waiting" state. This causes the
candidate pair to enter the waiting queue. Candidate pairs in the
wai ti ng queue are not ordered based on arrival tine, they are ordered
based on priority al one.

Trickling regular candi dates does introduce the potential for a

m smatch in the ordering of candidate pairs between peers, since
trickled candidates will appear in the sending side well before the
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receiving side can act upon them resulting in the sendi ng peer
potentially comenci ng checks nuch earlier than the receiving peer.
This is particularly inportant given the possibility that

retransm ssions of connectivity checks can block the progress of a
candidate pair fromthe "Waiting" state into the "In-Progress" state,
resulting in potentially large differences in the commencenent tine
for any given candi date pair.

A trickle ICE inplenentati on MAY choose not to i medi ately enqueue
| ocal candidates as they are discovered to allow sone tine for
trickle signaling to propagate in order to increase the probability
that checks remain synchroni zed.

3.2. Miltiple I CE Agents

In a systemthat has potentially nore than one |ICE agent, it’'s
i mportant that connectivity checks fromany given | CE agent cannot be

bl ocked or starved by other ICE agents. It is also inportant that an
attacker is unable to circunvent any linmits by instantiating nultiple
| CE agents.

To that end, a single pacing tinmer is nmaintained globally whenever
multiple | CE agents are operated. Each tinme the pacing tinmer fires,
the gl obal context selects |ICE agents in a round-robin fashion. In
addition to ensuring a global rate limt, this selection method
ensures that no single ICE agent is conpletely starved.

In a shared context, |ICE agents do not stop or start the pacing tiner
unl ess they are the first or last |ICE agent to be active. The first

| CE agent to comence checking starts the global timer, the last ICE
agent to cancel the tiner causes the global tiner to be cancell ed.

At all other instances, "starting" the pacing timer for an | CE agent
simply adds the ICE agent to the set of agents that can be sel ected,;
"stoppi ng" the pacing tinmer renoves the | CE agent fromthe set of ICE
agents that are in consideration.

A gl obal pacing timer causes each individual |CE agent to execute
checks nore slowy than a lone | CE agent would. Were there are many
candidate pairs to test, this could have a negative inpact on the
synchroni zati on of checks between peers. Poor check synchronization
can have a negative inpact on success rates. Peers with asymetric
contention can have lower priority candidate pairs started on the

| ess contended peer |ong before the contended peer is able to
comrence checking, which can result in those checks failing.

Several neasures are suggested for mitigating the inpact of
contention: artificial contention, origin-first distribution, inter-
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agent candi date pair freezing, and del ayed start. However, it is
important to note that simlar artificial constraints have
classically been quickly circunvented on the web if they have overly
negative perfornance consequences.

3.2.1. Introducing Artificial Contention

In cases where there is zero contention, artificial contention can be
introduced to ensure a certain mninmumeffective pacing tinmer. 1In
effect, this would increase the basic pacing timer from20ns by a
mninmumnultiple for any single ICE agent. Artificially contention
woul d result in no checks being sent at all at different phases,
spaci ng genui ne connectivity checks.

For instance, contention could be increased to a mnimumof 3 ICE
agents. Assunming a 20ns basic interval, the first |ICE agent would be
abl e to send connectivity checks every 60ns, as though it were
contending with two other | CE agents. Adding another |CE agent woul d
have no effect on this rate. It would only be if a fourth I CE agent
were added that all |ICE agents woul d be reduced to sending checks at
80ms intervals.

This has the advantage of ensuring that a lightly contended client
has the same rate of checking as a client with only a snmall nunber of
| CE agents so that checks are nore likely to be synchronized.

3.2.2. Oigin-First Round-Robin

In a systemsuch as a browser, there are potentially conpeting

interests sharing the sane limted resources. 1In this type of
context, each conpeting user - in the browser, this is an origin
[ RFC6454] - can first be selected using a round-robin or simlar

al | ocati on schene.

Thus, as a first step, selection is perforned fromthe set origins
that have an active ICE agent. Once an origin is selected, agents
are selected fromwi thin that origin. This ensures that no single
origin can receive nore than a proportional share of the access to
connectivity checking.

This is particularly inportant if nultiple users (or origins) are
each able to create nmultiple |CE agents. Selecting based on users
first prevents a single origin from nonopolizing access to
connectivity checks.

3.2.3. Inter-Agent Candi date Pair Freezing
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In sone cases, it mght be necessary to instantiate nultiple |ICE
agents fromthe same application, between the sane two peers. An ICE
agent MAY pl ace candidate pairs in the "Frozen" state based on
candidate pairs with the sane foundation being "Waiting" or "In-
Progress" on another |ICE agent. This reduces the overall denand for
connectivity checks without any significant negative effect on the
chances that | CE succeeds.

In the browser context, information about the success of connectivity
checks cannot |eak between different domains. This could allow

i nformati on about activities on another tab to be |eaked, violating
the origin security nodel of the browser. Thus, any inter-agent
freezing logic MIUST be constrained to | CE agents that operate in the
same origin.

3.2.4. Delayed | CE Agent Start

In cases where there is high contention for access to connectivity
checking, it might be preferable to delay the start of connectivity
checks for an I CE agent rather than have the effective pacing tiner
i ncreased.

4. Further Reducing the |Inpact of Attacks

A gl obal pacing timer allows a web application to determn ne whether
anot her domain is currently establishing an I CE transport, sinply by
observing the pacing of connectivity checks that it requests.
Section 3.2.1 describes a method that allows a |imted nunber of |ICE
agents to operate w thout being detectable.

The al gorithm and the measures it describes are based on an
assunption that |ICE agents are created legitimately. Even with these
measures, it’s possible to generate a steady anount of bandwi dth
toward arbitrary hosts. The remminder of this section is dedicated
to additional neasures that mnight be enployed to reduce the ability
of malicious users to generate unwanted connectivity checks over
time.

4.1. Bandwidth Rate Limting

A neasure of the bandwi dth generated by connectivity checks can be
mai nt ai ned, on both gl obal and a per-origin basis. As this nunber

i ncreases, the browser can reduce the rate of connectivity checks.

This reduction mght either be gained by increasing the duration of
the pacing tinmer or skipping occasional connectivity checks.
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Appendi x A includes sone sinple cal cul ati ons and reconmendati ons on
what m ght be appropriate linmts to set on the bandw dth used by
connectivity checks.

4.2. Malicious Application Penalties

An attacker that only wi shes to generate traffic is unlikely to
provi de valid candidates for two reasons:

0 a successful connectivity check is likely to cause the |ICE agent
to ternminate further checking

0 serving connectivity checks requires the dedication of greater
resources by the attacker

A long sequence of unsuccessful connectivity checks is therefore a
likely indicator for an attack. An |ICE agent could choose to reduce
the rate at which connectivity checks are generated for an
application that has a | arge nunmber of failed checks.

Any measure that penalizes for unsuccessful checks will have to allow
for sone failures. Even legitimate uses of ICE can result in
significant nunbers of failed connectivity checks. For instance, an

i mpl ementation that exclusively prioritizes |IPv6 over |Pv4 on a
network with broken IPv6 will legitinately see a | arge nunber of
failures. Simlarly, if a renote peer is behind a NAT, prior to the
comrencenent of checking by that peer all connectivity checks are
likely to be discarded by the NAT.

4. 3. Li mted Concurrent Access to | CE

Setting an absol ute maxi mum on the nunmber of |CE agents that can be
instantiated could overly constrain legitimte applications that
depend on having nultiple active sessions. However, limting
concurrent access to active |ICE agents by delaying the start of
connectivity checking, as described in Section 3.2.4 mght allow an
i npl ementation to reduce the ability of a single origin to generate
unwant ed connectivity checks.

5. Negotiating Algorithm Use
The al gorithmdefined in Section 3 could cause sone |ICE agents to
performchecks in a very different order to the order of an
unnodi fied | CE agent. Failing to coordi nate when checks occur
reduces the probability that I1CE is successful

TODG: Deternmine whet her an ice-options token that enabl es negotiation
of this algorithmis appropriate, or whether sonething nore
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8.

8.

definitive is required, since an answerer could negotiate an ice-
options token away. Note that WeDbRTC i npl enent ati ons probably won’t
be able to accept a session that does not use this al gorithm

Security Considerations
This entire docunent is about security.
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Appendi x A.  Defining Legitimte Uses of |CE

Limting the bandw dth generated by connectivity checks depends on
knowi ng how nmuch I CE coul d use under normal circunstances. This
ensures any absolute limt doesn’t adversely affect a legitimte use
of I CE.

Any cal cul ati on should allow for slightly abnormal configurations

that m ght generate higher than average data rates. herw se, an
average mght adversely affect legitimate users. The intent is to
avoi d having legitimte uses concerned with the limt.

A. 1. Candidate Pair Count

Qur sanple legitinate user has 2 local network interfaces. This can
result in as many as 14 candidates, 8 of themIPv4 plus 6 | Pv6. Each
interface has 1 | Pv4 address, an | Pv6 address, plus a |ink-local |Pv6
address. Assunming a different public I Pv4 NAT address for each
interface and I P version (using either NAT4-4 or NAT6-4 as
appropriate) other than the link | ocal addresses, this adds another 4
addresses. In addition to this, two TURN servers m ght be contacted
by either 1Pv4 or I1Pv6, providing 4 nore addresses.
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Two peers with this configuration will generate 100 candi date pairs,
since only I Pv4 candidates are paired with I Pv4 candi dat es.

Assum ng that all candi dates are checked once before | CE conpl etes on
a second round of checks, there are in excess of 100 connectivity
checks sent. Even at the fastest permtted pacing, this neans that

I CE completes in at least 2 seconds, plus the round trip tinme.

A. 2. Connectivity Check Size
The STUN nessage used for a connectivity check can vary, but naking
some reasonable assunptions, it is likely to be 149 or 169 bytes on
the wire (plus network |ayer encapsul ation). This makes the
foll owi ng assunpti ons:
| P Header: 20 bytes (I1Pv4) or 40 bytes (IPv6) with no extensions
UDP Header: 8 bytes
STUN Header: 20 bytes
USE- CANDI DATE Attribute: 4 bytes
CONTROLLED or CONTRCOLLING Attribute: 4 bytes
PRIORITY Attribute: 4 bytes
MESSAGE- | NTEGRI TY Attribute: 24 bytes
FI NGERPRI NT Attribute: 8 bytes
USER Attribute: 49 bytes carries two 20 character usernane fragments

A. 3. Rate Cal cul ati ons

Assuming a 150 byte connectivity check and a gl obal pacing tiner of
20nms, this produces 60kbps at peak (68kpbs for |Pv6).

For 100 candidate pairs, with at nost 5 connectivity checks on each
pair, this peak could be sustained for 10 seconds by a single |ICE
agent .

The question is: is this a tolerable rate?

A. 4. Conparison: G 711 Audio

G 711 audio is comonly used w thout any congestion feedback
mechani sms in place - primarily because it is unflexible and unable
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to scale its network usage in response to congestion signals. The
theory is that it mght be acceptable to generate a simlar amount of
traffic wi thout congestion controls.

It should be i mediately obvious that this theory has a major flaw
Even though the inpact on the network might be sinmlar, G711 is not
sent to an unwilling recipient, whereas no such guarantee can be nade
for connectivity checks.

Assum ng 80bit integrity on SRTP, no header extensions and no CSRCs,
G 711 produces 84kbps. That woul d suggest that a single |ICE agent
with 20nms pacing mght be tolerable, at |east over short intervals.

A. 5. Recommended Rate Limts

Enforcing a limt of 96kbps would allow for a substantial increase in
the size of STUN connectivity check nmessages wi thout affecting
| egitimate uses.

Over a longer interval, this high rate is likely to be unnecessary.
Even with 100 candi date pairs, |ICE should conplete in between 2 and 5
seconds, especially if candidate pairs are frozen across nultiple ICE
agents. Providing a lower limt over a 10 to 20 second interva
should further Iimt the damage. Enforcing a longer termlinit of 48
kil obytes (every 20 seconds or so) would allow for 6 seconds of

conti nuous checking with the size described above, or 4 seconds of
checking at the short termrate limt.
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