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Abstract

Multi Path TCP (MPTCP) allows a host to use nultiple interfaces to
transfer data. Wthout know edge of the characterisitcs of each
network path, the MPTCP stack has to send data to |l earn those
characteristics. This docunent comuni cates network characteristics
using Port Control Protocol (PCP) to allow the MPTCP stack influence
its functions.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on April 10, 2014.
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roduction

Mul tipath Transm ssion Control Protocol (MPTCP) [RFC6182] pools

nmul tiple TCP paths within a transport connection, and is transparent
to the application. Miltipath TCP is primarily concerned wth
utilizing nultiple paths end-to-end, where one or both of the end
hosts are nmultihoned. 1t may al so have applications where nultiple
pat hs exist within the network and can be mani pul ated by an end host.
An MPTCP connection begins simlarly to a regular TCP connection and
if extra paths are available, additional TCP subflows are created on
t hese paths, and are conbined with the existing session, which
continues to appear as a single connection to the applications at
both ends. MPTCP provides greater throughput by using multiple

pat hs, and also resilience against path failure. The latter property
additionally provides nobility functionality.
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MPTCP identifies multiple paths by the presence of multiple addresses
at hosts. The discovery and setup of additional subflows will be
achi eved through a path managenent nethod. Section 3.3.8 of

[ RFC6824] di scusses MPTCP policies to share traffic over the
avai l abl e paths. MPTCP may use all paths (for maxi numthroughput) or
a subset of paths (for network resiliency). The path selection is
nmostly based on | ocal policy, OS behavior, and the MP_PRI O option

The MPTCP APl document [RFC6897] discusses the requirements for

MPTCP- awar e applications to select nultiple paths that can provide
the required flow characteristics; for exanple, 5Mps of upstrean
downstream bandwi dth, |ow | oss, |ow delay, etc. Appendix A 3 of

[ RFC6897] lists two requirenents (REQ 8, REQ9) for an advanced MPTCP
APl which woul d enabl e the application to sel ect paths based on the
link characteristics |ike bandwi dth, |atency, etc.

This draft defines the on-the-wire protocol for such an advanced
MPTCP API. It uses PCP flow extensions [I-D.wi ng-pcp-flowdata] to
sel ect the best path when multiple paths are available. This would
be particularly relevant for applications that are highly interactive
but require specific link characteristics such as certain mninum
upstream or downstream bandwi dth, delay, loss, or jitter
characteristics. In such a situation, the MPTCP stack can use PCP to
find a interface that provides the necessary characteristics. The
network could even acquire the required charactertics (e.g., by
assigning bandwi dth to the user). The MPTCP stack nay start one or
nmore additional subflows that are not imediately used, but are
avai l abl e as "hot standby" for resilience and recovery purposes. PCP
can be used to find those additional paths that neet the flow
characteristics to handle future fail over

Readers are assuned to be famliar with MPTCP and PCP [ RFC6887] .

2. Notational Conventions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
Thi s docunment uses the term nol ogy defined in MPTCP Architecture

[ RFC6182], Multipath TCP [ RFC6824] andPort Control Protoco
[ RFC6887] .
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3. MPTCP stack using PCP

This section describes the algorithma MPTCP stack can use with PCP
extensions. The application would signal the flow characteristics to
the MPTCP stack. For exanple, the MPTCP stack woul d receive an
abstract request fromthe application to provide a | owlatency, |ow
jitter, n-Mops of upstream bandwi dth and m Mips of downstream

bandwi dth service. The MPTCP stack would send PCP fl ow extension
requests to the default router on each interface, receive PCP flow
ext ensi on responses indicating the network characteristics, and tune
the MPTCP stack accordingly to favor certain interfaces over other

i nterfaces.
Host
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Figure 1: MPTCP stack using PCP

The bel ow steps briefly describe how a MPTCP stack uses the PCP
FLOADATA opti on:

1. The application requests the MPTCP stack to setup a connection
towards a server/renote peer. The MPTCP stack discovers all the
avail abl e interfaces and gathers the source addresses fromthese
interfaces. This includes addresses fromdifferent interfaces
(in the case of the host having multiple interfaces), or fromthe
same interface (Miultihom ng), and also confirns that PCP Fl ow
Ext ensi ons i s supported.
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W ng,

The application signals the required flow characteristics to the
MPTCP stack via a APl (such as the abstract APl described in
Appendi x A of [RFC6897]). After getting the flow
characteristics, the MPTCP stack uses the PCP client to send PCP
MAP opcode with FILTER (section 11 of [RFC6887]) and FLOADATA
options (section 3 of [I-D.wing-pcp-flowdata]) to signal the flow
characteristics like bandwi dth, |oss, delay, etc to multiple PCP
servers.

After receiving the PCP Fl ow extension responses fromnultiple
PCP servers, the MPTCP stack sorts the source addresses according
to the link characteristics.

The MPTCP stack picks the source address fromthe above sorted
list and uses the procedures explained in [ RFC6824] to send a SYN
with MP_CAPABLE flag set to indicate to the server (peer) that
this host is MPTCP capable, in order to initiate the primary
subf | ow

If the server supports MPTCP then the stack will either choose to
create subsequent subflows using the sorted source address |ist
fromstep 3 for resiliency purposes, or for use in parallel with
the prinmary subflow to exchange data at a hi gher throughput. The
choice here will likely depend on the stack’s interpretation of
the application’s required flow characteristics.

Any changes to the path characteristics that the PCP client
receives will be indicated to the MPTCP stack which then may
chose to migrate a subfl ow or consolidate subfl ows.

MPTCP stack can use PCP to communicate with PCP-controlled NAT to
| earn external |IP address, port and adverstise in ADD ADDR MPTCP
option to the renote peer. MPTCP stack can al so use PCP to
conmmuni cate with PCP-controlled firewall to permt incomng TCP
connections fromthe renote peer

App with MPTCP stack PCP server PCP Server

and PCP client (ISP A (1 SP B) TCP server
---------------------- | | |
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4.

4.
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Fi gure 2: MPTCP stack using PCP

Multiple Interfaces

An MPTCP session begins simlarly to a regular TCP connection. |If

mul tiple paths are avail able, the MPTCP stack can use PCP fl ow
extensions [|-D.wing-pcp-flowdata] to determ ne the best path. The
advantage is PCP can be used to select the nobst suitable paths

i nstead of having MPTCP stack try out all paths. Wen a host has
multiple interfaces available (for exanple 3G 4G WFi, VPN etc), an
MPTCP application or the MPTCP stack can choose the interface for the
primary subflow and interfaces for subsequent subflows according to
the path characteristics, as discussed in the previous twd sections.

Interface Availability

A MPTCP stack using the procedures described in
[1-D.deng-nif-api-session-continuity-guide] will be notified whenever
exi sting interfaces becone unavailable or new interfaces are
avai l abl e. For exanple the MPTCP stack inplenentation in the Linux
kernel is aware of the changes in the availability of interfaces and
can react accordingly.
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In such cases the MPTCP stack can use PCP to consolidate subl ows or
m grate an existing subflow, as described bel ow

4.1.1. consolidate subfl ows

Wien a new interface is discovered, the MPTCP stack can use PCP fl ow
extensions to deternmine the link characteristics of the new path. |If
the new path can provide the required flow characteristics then MPTCP
coul d reduce the nunber of subflows in use. For exanple, assume
three subflows were in use to neet the application bandw dth demand
the primary path providing bandwi dth of 2Mops, the secondary path
provi ding 1Mips, and the tertiary paths 2Mips. |f PCP deternines
that the new path can provide 3Mips, then one subflow can be set up
in the new path and, and sone of the subflows can be migrated to this
new path and thus reduce the nunber of subflows by closing the old
ones. Oher factors like jitter, delay, and | oss MAY al so be
considered in the decision to nigrate subflows.

4.1.2. migrating an existing subflow

When a existing interface becomes unavail abl e, the MPTCP stack picks
the unused interfaces and uses PCP fl ow extensions to determ ne the

i nterfaces which can provide the required flow characteristics.

MPTCP stack will follow the previously described steps to pick one or
nmore of the unused interfaces for creating additional subflows.

5. Switch-over

It is possible that the characteristics of a |link m ght change over
tinme, and the MPTCP stack m ght want to nove the subflowto a
different interface. For exanple, if a conpeting high-bandw dth fl ow
has finished, nore bandwidth is available for the MPTCP flow, the DSL
line rate might have inproved (or degraded); the |Iink speed may have
been dynamically increased (or decreased). Wen |link quality changes
in such a fashion, a PCP server will send PCP response which could
carry a FLOANDATA option where the data fields contain different
values fromthe first response. Upon receiving PCP response, the
MPTCP stack can tune its behavior (e.g., increase or decrease traffic
on the interface that is now nore or |ess favorable).

6. Using MP_PRI O nechani sm of MPTCP al ong with PCP

MPTCP has a priority nechanism MP_PRIO for setting a path to be
backup flow. This allows additional subflows to be set up but not
used until no higher priority subflows are avail able, allow ng fast
fail-over. The MP_PRIO val ue of a subflow can be changed during the
lifetime of the session. A PCP server could send a notification to
the PCP client whenever path characteristics change, thus the PCP
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10.

10.

client can indicate the same to the MPTCP stack which coul d change
the MP_PRI O val ues for the associ ated subflow(s) and trigger swtch-
over appropriately.

PCP I nstance | D usage in MPTCP fl ows

The instance identifier field in PCP fl ow extensions would help the
PCP server to co-relate nmultiple subflows that are part of the sane
MPTCP session. The instance ID can be also be used by the service
provider to co-relate all the subflow of a MPTCP session

| ANA Consi derations
None.
Security Considerations

Security considerations discussed in [RFC6887] are to be taken into
account .

Security considerations discussed in [RFC6824] are to be taken in to
account when creating new TCP subfl ows.
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