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This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent. Code Conponents extracted fromthis
docunent nust include Sinplified BSD License text as described in
Section 4.e of the Trust Legal Provisions and are provided wi thout
warranty as described in the Sinplified BSD License.

Abstract

Several |ETF drafts relate to the use of overlay networks to support
| arge scale virtual data centers. This draft provides a list of data
pl ane requirements for Network Virtualization over L3 (NVQ3) that
have to be addressed in solutions docunments.
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1. Introduction

1.1. Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].
In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC 2119 significance.

1.2. Ceneral term nol ogy
The termi nol ogy defined in [ NVG3-framework] is used throughout this
docunent. Terminology specific to this nmeno is defined here and is
i ntroduced as needed in later sections.

BUM Broadcast, Unknown Unicast, Miulticast traffic

TS: Tenant System
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2. Data Path Overvi ew

The NVO3 framework [ NVOB-framework] defines the generic NVE nodel
depicted in Figure 1:

Fo---- - L3 Network ------ +
I
[ Tunnel Overl ay [
B RS [ + [ B RS +
| +---------- [ SR + | | +--------- [ SR + |
| | Overlay Module | | | | Overlay Module | |
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| | VN cont ext | | VN context| |
I I I I I I
| o m oo - [ S, + | | [ S, o m oo - + |
| | VNI | VNI | | | VNI [ VNI |
NVEL |  +-4----------- ++ | I R e +-+ | NVE2
[ [ VAPs [ [ [ [ VAPs [ [
T L pp—— T L pp——
I I I I
------- B T L T TR Sy
| | Tenant | |
[ [ Service | F [ [
Tenant Systens Tenant Systens

Figure 1 : Ceneric reference nodel for NV Edge

When a frane is received by an ingress NVE froma Tenant System over
a local VAP, it needs to be parsed in order to identify which
virtual network instance it belongs to. The parsing function can
exanine various fields in the data frane (e.g., VLANID) and/or
associ ated interface/port the frane cane from

Once a corresponding VNI is identified, a lookup is perforned to
determ ne where the franme needs to be sent. This | ookup can be based
on any conbi nati ons of various fields in the data frane (e.g.,
destination MAC addresses and/ or destination |P addresses). Note
that additional criteria such as 802.1p and/or DSCP mar ki ngs m ght
be used to select an appropriate tunnel or |ocal VAP destination.

Lookup tabl es can be popul ated using different techniques: data

pl ane | earni ng, managenent plane configuration, or a distributed
control plane. Managenment and control planes are not in the scope of
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this docunment. The data pl ane based solution is described in this
docunment as it has inplications on the data pl ane processing
function.

The result of this |ookup yields the corresponding information
needed to build the overlay header, as described in section 3.3.
This information includes the destination L3 address of the egress
NVE. Note that this lookup might yield a list of tunnels such as
when ingress replication is used for BUMtraffic.

The overlay header MUST include a context identifier which the
egress NVE will use to identify which VNI this frame bel ongs to.

The egress NVE checks the context identifier and renoves the
encapsul ati on header and then forwards the original frame towards
the appropriate recipient, usually a |ocal VAP

3. Data Plane Requirenents

3.1. Virtual Access Points (VAPs)

The NVE forwardi ng pl ane MJST support VAP identification through the

fol | owi ng nechani sns:

- Using the local interface on which the frames are received, where

the local interface may be an internal, virtual port in a VSwitch

or a physical port on the ToR
- Using the local interface and sone fields in the frame header
e.g. one or nultiple VLANs or the source MAC
3.2. Virtual Network Instance (VN)

VAPs are associated with a specific VNI at service instantiation

time.

A VN identifies a per-tenant private context, i.e. per-tenant
policies and a FIB table to allow overl appi ng address space between
t enant s.

There are different VNI types differentiated by the virtual network
service they provide to Tenant Systens. Network virtualization can
be provided by L2 and/or L3 VN s.

3.2.1. L2 VN
An L2 VNI MJST provide an enul ated Ethernet nultipoint service as if
Tenant Systens are interconnected by a bridge (but instead by using
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a set of NVO3 tunnels). The emrul ated bridge MAY be 802.1Q enabl ed
(all owi ng use of VLAN tags as a VAP). An L2 VN provides per tenant
virtual switching instance with MAC addressing isolation and L3
tunnel i ng. Loop avoi dance capability MJST be provided.

Forwardi ng tabl e entries provide mapping i nformati on between tenant
system MAC addresses and VAPs on directly connected VNIs and L3
tunnel destination addresses over the overlay. Such entries MAY be
popul ated by a control or managenent plane, or via data plane.

In the absence of a managenent or control plane, data plane | earning
MUST be used to populate forwarding tables. As frames arrive from
VAPs or from overlay tunnels, standard MAC | earni ng procedures are
used: The tenant system source MAC address is |earned against the
VAP or the NVO3 tunneling encapsul ati on source address on which the
franme arrived. This inplies that unknown unicast traffic be flooded
i .e. broadcast.

When flooding is required, either to deliver unknown unicast, or
broadcast or multicast traffic, the NVE MJST either support ingress
replication or nulticast. In this latter case, the NVE MJST have one
or nmore nulticast trees that can be used by local VNI's for flooding
to NVEs belonging to the sane VN. For each VNI, there is one
flooding tree, and a nulticast tree nay be dedi cated per VN or
shared across VNI's. In such cases, nultiple VNIs MAY share the sane
default flooding tree. The flooding tree is equivalent with a

mul ticast (*, G construct where all the NVEs for which the
corresponding VNI is instantiated are nenbers. The nulticast tree
MAY be established automatically via routing and signaling or pre-
provi si oned.

When tenant mnulticast is supported, it SHOULD al so be possible to
sel ect whether the NVE provides optimzed nmulticast trees inside the
VNI for individual tenant multicast groups or whether the default

VNI flooding tree is used. If the forner option is selected the VN
SHOULD be able to snoop | GW/ MLD nessages in order to efficiently

j oi n/prune Tenant System from nulticast trees

3.2.2. L3 VN
L3 VNI's MUST provide virtualized IP routing and forwarding. L3 VN's
MUST support per-tenant forwarding i nstance with | P addressing
isolation and L3 tunneling for interconnecting instances of the sane
VNI on NVEs.

In the case of L3 VNI, the inner TTL field MJUST be decrenented by
(at least) 1 as if the NVO3 egress NVE was one (or nore) hop(s)
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away. The TTL field in the outer |IP header MJUST be set to a val ue
appropriate for delivery of the encapsulated frane to the tunne

exit point. Thus, the default behavior MJST be the TTL pi pe node
where the overlay network | ooks |ike one hop to the sendi ng NVE
Configuration of a "uniforn TTL nodel where the outer tunnel TTL is
set equal to the inner TTL on ingress NVE and the inner TTL is set
to the outer TTL value on egress MAY be supported.

L2 and L3 VNI's can be deployed in isolation or in conbination to
optimze traffic flows per tenant across the overlay network. For
exanple, an L2 VNI may be configured across a nunber of NVEs to
offer L2 nmulti-point service connectivity while a L3 VNI can be co-
| ocated to offer local routing capabilities and gateway
functionality. In addition, integrated routing and bridgi ng per
tenant MAY be supported on an NVE. An instantiation of such service
may be realized by interconnecting an L2 VNI as access to an L3 VN
on the NVE

The L3 VNI does not require support for Broadcast and Unknown

Uni cast traffic. The L3 VNI MAY provi de support for custoner

mul ticast groups. When nulticast is supported, it SHOULD be possible
to sel ect whether the NVE provides optim zed nulticast trees inside
the VNI for individual tenant nulticast groups or whether a default
VNI multicasting tree, where all the NVEs of the correspondi ng VN
are nmenbers, is used

3.3. Overlay Mdul e

The overlay nodul e perforns a nunber of functions related to NVO3
header and tunnel processing.

The following figure shows a generic NVO3 encapsul ated frane:

oo e e e e eie oo n +
| Tenant Frane |
o m e e e e e i oo - +
| NVO3 Overl ay Header |
o e e e e e e e e e +
[ Quter Underl ay header |
oo e e e e eie oo n +
| CQuter Link layer header |
o m e e e e e i oo - +

Figure 2 : NVOB encapsul ated frame
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wher e
Tenant frame: Ethernet or |P based upon the VN type

NVQ3 overlay header: Header containing VNI context information
and other optional fields that can be used for processing
thi s packet.

Qut er underl ay header: Can be either IP or MPLS

Quter link layer header: Header specific to the physica
transm ssion |ink used

3.3.1. NVAB overlay header

An NVO3 overlay header MJUST be included after the underlay tunne
header when forwarding tenant traffic. Note that this information
can be carried within existing protocol headers (when overl oading of
specific fields is possible) or within a separate header.

3.3.1.1. Virtual Network Context ldentification

The overl ay encapsul ati on header MJST contain a field which allows
the encapsul ated frame to be delivered to the appropriate virtua
net wor k endpoi nt by the egress NVE. The egress NVE uses this field
to determ ne the appropriate virtual network context in which to
process the packet. This field MAY be an explicit, unique (to the
adm nistrative donmain) virtual network identifier (VNID) or NAY
express the necessary context information in other ways (e.g. a
locally significant identifier).

It SHOULD be aligned on a 32-bit boundary so as to make it
efficiently processable by the data path. It MJST be distributable
by a control -plane or configured via a nanagenent pl ane.

In the case of a global identifier, this field MJST be |arge enough
to scale to 100's of thousands of virtual networks. Note that there
is no such constraint when using a local identifier

3.3.1.2. Service Q@S identifier

Traffic flows originating fromdifferent applications could rely on
differentiated forwarding treatnment to neet end-to-end availability
and performance objectives. Such applications may span across one or
nore overlay networks. To enable such treatnment, support for
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mul ti ple Cl asses of Service across or between overlay networks MAY
be required.

To effectively enforce CoS across or between overlay networks, NVEs
MAY be able to map CoS narki ngs between networking |ayers, e.g.
Tenant Systens, Overlays, and/or Underlay, enabling each networKking
| ayer to independently enforce its own CoS policies. For exanple:

- TS (e.g. VM CoS
o0 Tenant CoS policies MAY be defined by Tenant admi nistrators

0 QS fields (e.g. | P DSCP and/or Ethernet 802.1p) in the
tenant frame are used to indicate application | evel CoS
requirenents

- NVE CoS

o NVE MAY cl assify packets based on Tenant CoS narkings or
ot her nechanisns (eg. DPlI) to identify the proper service CoS
to be applied across the overlay network

0 NVE service CoS levels are nornalized to a common set (for
exanple 8 levels) across nultiple tenants; NVE uses per
tenant policies to map Tenant CoS to the normalized service
CoS fields in the NVG3 header

- Underlay CoS

0 The underlay/core network MAY use a different CoS set (for
exanple 4 levels) than the NVE CoS as the core devices MAY
have different QoS capabilities conpared with NVEs.

0 The Underlay CoS MAY al so change as the NVO3 tunnel s pass
bet ween different domains.

Support for NVE Service CoS MAY be provided through a QoS field,

i nside the NVO3 overl ay header. Exanples of service CoS provided
part of the service tag are 802.1p and DE bits in the VLAN and PBB
ISID tags and MPLS TC bits in the VPN | abels.

3.3.2. Tunneling function
This section describes the underlay tunneling requirenents. From an

encapsul ati on perspective, IPv4 or | Pv6 MIST be supported, both | Pv4
and | Pv6 SHOULD be supported, MPLS tunneling MAY be supported.
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3.3.2.1. LAG and ECMP

For performance reasons, multipath over LAG and ECMP pat hs SHOULD be
support ed.

LAG (Link Aggregation Goup) [|EEE 802. 1AX-2008] and ECWP (Equa

Cost Multi Path) are conmonly used techni ques to performl oad-

bal anci ng of microflows over a set of a parallel links either at
Layer-2 (LAG or Layer-3 (ECWMP). Existing depl oyed hardware

i mpl ement ati ons of LAG and ECMP uses a hash of various fields in the
encapsul ati on (outernost) header(s) (e.g. source and destination MAC
addresses for non-I1P traffic, source and destination |P addresses,
L4 protocol, L4 source and destination port nunbers, etc).

Furt hernmore, hardware depl oyed for the underlay network(s) wll be
nmost often unaware of the carried, innernost L2 frames or L3 packets
transmitted by the TS. Thus, in order to performfine-grained |oad-
bal anci ng over LAG and ECMP paths in the underlying network, the
encapsul ati on MJST result in sufficient entropy to exercise all
pat hs through several LAG ECMP hops. The entropy information MAY be
inferred fromthe NVO3 overlay header or underlay header. If the
overlay protocol does not support the necessary entropy information
or the switches/routers in the underlay do not support parsing of
the additional entropy information in the overlay header, underlay
switches and routers should be programmuable, i.e. select the
appropriate fields in the underlay header for hash cal cul ati on based
on the type of overlay header

Al'l packets that belong to a specific flow MIST foll ow the sane path
in order to prevent packet re-ordering. This is typically achieved
by ensuring that the fields used for hashing are identical for a

gi ven fl ow.

Al'l paths available to the overlay network SHOULD be used
efficiently. Different flows SHOULD be distributed as evenly as
possi bl e across nultiple underlay network paths. For instance, this
can be achi eved by ensuring that sone fields used for hashing are
random y gener at ed.

3.3.2.2. DiffServ and ECN mar ki ng
When traffic is encapsulated in a tunnel header, there are numerous
options as to how the Diffserv Code-Point (DSCP) and Explicit
Congestion Notification (ECN) markings are set in the outer header
and propagated to the inner header on decapsul ation

[ RFC2983] defines two nodes for mapping the DSCP markings frominner
to outer headers and vice versa. The Uniform nodel copies the inner
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DSCP nmarking to the outer header on tunnel ingress, and copies that
outer header val ue back to the inner header at tunnel egress. The
Pi pe nodel sets the DSCP val ue to sone val ue based on | ocal policy
at ingress and does not nodify the inner header on egress. Both
nodel s SHOULD be support ed.

ECN mar ki ng MJUST be perforned according to [ RFC6040] which descri bes
the correct ECN behavior for |IP tunnels.

3.3.2.3. Handling of BUMtraffic

NVO3 data pl ane support for either ingress replication or point-to-
mul tipoint tunnels is required to send traffic destined to nultiple
| ocations on a per-VNl basis (e.g. L2/L3 nulticast traffic, L2
broadcast and unknown unicast traffic). It is possible that both
met hods be used sinul t aneously.

There is a bandwidth vs state trade-off between the two approaches.
User - defi nabl e knobs MJST be provided to sel ect which nethod(s) gets
used based upon the anount of replication required (i.e. the nunber
of hosts per group), the anmount of nulticast state to maintain, the
duration of multicast flows and the scalability of mnulticast

pr ot ocol s.

When ingress replication is used, NVEs MJST track for each VN the
rel ated tunnel endpoints to which it needs to replicate the frane.

For point-to-nultipoint tunnels, the bandwi dth efficiency is
increased at the cost of nore state in the Core nodes. The ability
to auto-di scover or pre-provision the mappi ng between VNI nulticast
trees to related tunnel endpoints at the NVE and/or throughout the
core SHOULD be support ed.

3.4. External NVO3 connectivity

NVO3 services MJST interoperate with current VPN and | nternet
services. This may happen inside one DC during a migration phase or
as NVOB services are delivered to the outside world via Internet or
VPN gat eways.

Mor eover the conpute and storage services delivered by a NVO3 donmi n
may span nmultiple DCs requiring Inter-DC connectivity. Froma DC
perspective a set of gateway devices are required in all of these
cases albeit with different functionalities influenced by the
overlay type across the WAN, the service type and the DC network
technol ogi es used at each DC site.
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A GWhandling the connectivity between NVG3 and external domains
represents a single point of failure that may affect multiple tenant
servi ces. Redundancy between NVO3 and external domai ns MJST be
support ed.

3.4.1. GWN Types
3.4.1.1. VPN and Internet G\

Tenant sites may be already interconnected using one of the existing
VPN services and technologies (VPLS or IP VPN). If a new NVC3
encapsul ation is used, a VPN GVNis required to forward traffic

bet ween NVO3 and VPN donmins. Translation of encapsul ati ons MAY be
requi red. Internet connected Tenants require translation from NVC3
encapsul ation to IP in the NVO3 gateway. The translation function
SHOULD m ni mi ze provi sioning touches.

3.4.1.2. Inter-DC GV

Inter-DC connectivity MAY be required to provide support for
features |ike disaster prevention or conpute load re-distribution
This MAY be provided via a set of gateways interconnected through a
WAN. This type of connectivity MAY be provided either through
extension of the NVO3 tunneling domain or via VPN GAs.

3.4.1.3. Intra-DC gateways

Even within one DC there may be End Devices that do not support NVO3
encapsul ati on, for exanple bare netal servers, hardware appliances
and storage. A gateway device, e.g. a ToR, is required to translate
the NVO3 to Ethernet VLAN encapsul ation

3.4.2. Path optimality between NVEs and Gat eways

Wthin the NVO3 overlay, a default assunption is that NV traffic
will be equally | oad-bal anced across the underlying network

consi sting of LAG and/or ECWMP paths. This assunption is valid only
as long as: a) all traffic is |oad-bal anced equally anong each of
the conponent-1inks and paths; and, b) each of the conponent-
links/paths is of identical capacity. During the course of nornal
operation of the underlying network, it is possible that one, or
nmore, of the conponent-Ilinks/paths of a LAG nay be taken out - of -
service in order to be repaired, e.g.: due to hardware failure of
cabling, optics, etc. In such cases, the adninistrator should
configure the underlying network such that an entire LAG bundle in
the underlying network will be reported as operationally down if
there is a failure of any single conponent-Ilink nmenber of the LAG

Lasserre, et al. Expires January 1, 2013 [ Page 12]



I nternet-Draft NVO3 Data Pl ane Requirenents July 2013

bundle, (e.g.: N = Mconfiguration of the LAG bundle), and, thus,
they know that traffic will be carried sufficiently by alternate,
avail abl e (potentially ECWP) paths in the underlying network. This
is alikely an adequate assunption for Intra-DC traffic where
presunmably the costs for additional, protection capacity along
alternate paths is not cost-prohibitive. Thus, there are likely no
additional requirenments on NVO3 solutions to accommpdate this type
of underlying network configuration and adm ni stration

There is a simlar case with ECMP, used Intra-DC, where failure of a
singl e conponent-path of an ECVMP group would result in traffic
shifting onto the surviving nmenbers of the ECVMP group

Unfortunately, there are no autonmatic recovery methods in | P routing
protocols to detect a sinmultaneous failure of nore than one
component-path in a ECMP group, operationally disable the entire
ECMP group and allow traffic to shift onto alternative paths. This
problemis attributable to the underlying network and, thus, out-of-
scope of any NVQ3 sol utions.

On the other hand, for Inter-DC and DC to External Network cases
that use a WAN, the costs of the underlying network and/or service
(e.g.: IPVPN service) are nore expensive; therefore, there is a
requirenent on administrators to both: a) ensure high availability
(active-backup failover or active-active |oad-bal ancing); and, b)
mai ntai ni ng substantial utilization of the WAN transport capacity at
nearly all tinmes, particularly in the case of active-active | oad-
bal ancing. Wth respect to the datapl ane requirenents of NVO3
solutions, in the case of active-backup fail-over, all of the
ingress NVE's MJUST dynanmically adapt to the failure of an active NVE
GW when the backup NVE GW announces itself into the NVO3 overl ay

i medi ately following a failure of the previously active NVE GW and
update their forwarding tables accordingly, (e.g.: perhaps through
dat apl ane | earning and/or translation of a gratuitous ARP, |Pv6
Rout er Advertisenment, etc.) Note that active-backup fail-over could
be used to acconplish a crude form of | oad-bal ancing by, for
exanpl e, manually configuring each tenant to use a different NVE GW
in a round-robin fashion. On the other hand, with respect to active-
active | oad-bal anci ng across physically separate NVE GN's (e.qg.:
two, separate chassis) an NVO3 sol ution SHOULD support forwarding
tabl es that can sinmultaneously map a single egress NVE to nore than
one NVO3 tunnels. The granularity of such nmappings, in both active-
backup and active-active, MJST be unique to each tenant.

3.4.2.1. Triangular Routing |Issues (Traffic Tronboni ng)
L2/ ELAN over NVO3 service may span multiple racks distributed across

different DC regions. Miltiple ELANs bel onging to one tenant may be
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i nterconnected or connected to the outside world through nultiple
Rout er/ VRF gat eways distributed throughout the DC regions. In this
scenario, without aid froman NVO3 or other type of solution
traffic froman ingress NVE destined to External gateways will take
a non-optimal path that will result in higher |atency and costs,
(since it is using nore expensive resources of a WAN). In the case
of traffic froman | P/ MPLS network destined toward the entrance to
an NVQ3 overlay, well-known IP routing techni ques MAY be used to
optimze traffic into the NVG3 overlay, (at the expense of
additional routes in the IP/MPLS network). In sunmary, these issues
are well known as triangular routing.

Procedures for gateway selection to avoid triangular routing issues
SHOULD be provided. The details of such procedures are, nost likely,
part of the NVO3 Managenent and/or Control Plane requirenents and,
thus, out of scope of this docunment. However, a key requirement on

t he dat apl ane of any NVQ3 solution to avoid triangular routing is
stated above, in Section 3.4.2, with respect to active-active |oad-
bal anci ng. More specifically, an NVO3 sol uti on SHOULD support
forwardi ng tables that can sinultaneously map a single egress NVE to
nmore than one NVO3 tunnels. The expectation is that, through the
Control and/or Management Pl anes, this mapping information MAY be
dynanical ly mani pul ated to, for exanple, provide the cl osest
geographi ¢ and/or topological exit point (egress NVE) for each

i ngress NVE.

3.5. Path MIU

The tunnel overlay header can cause the MIU of the path to the
egress tunnel endpoint to be exceeded.

| P fragmentati on SHOULD be avoi ded for performance reasons.

The interface MIU as seen by a Tenant System SHOULD be adjusted such
that no fragnentation is needed. This can be achi eved by
configuration or be discovered dynam cally.

Ei ther of the follow ng options MUST be support ed:

o C assical |CWP-based MIU Path Di scovery [RFC1191] [RFC1981] or
Ext ended MIU Pat h Di scovery techni ques such as defined in
[ RFC4821]

0 Segnentation and reassenbly support fromthe overlay |ayer
operations without relying on the Tenant Systens to know about
the end-to-end MIU
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0 The underl ay network MAY be designed in such a way that the MIu
can accomopdate the extra tunnel overhead.

3.6. Hierarchical NVE

It might be desirable to support the concept of hierarchical NVEs,
such as spoke NVEs and hub NVEs, in order to address possible NVE
performance limitations and service connectivity optim zations.

For instance, spoke NVE functionality MAY be used when processing
capabilities are limted. A hub NVE would provide additional data
processing capabilities such as packet replication

NVEs can be either connected in an any-to-any or hub and spoke
topol ogy on a per VN basis.

3.7. NVE Multi-Honmi ng Requirenents

Mul ti-hom ng techni ques SHOULD be used to increase the reliability
of an nvo3 network. It is also inportant to ensure that physica
diversity in an nvo3 network is taken into account to avoid single
points of failure.

Mul ti-honming can be enabled in various nodes, fromtenant systens
into TORs, TORs into core switches/routers, and core nodes into DC
Gé.

Tenant systenms can either be L2 or L3 nodes. In the former case
(L2), techniques such as LAG or STP for instance MAY be used. In the
|latter case (L3), it is possible that no dynanic routing protocol is
enabl ed. Tenant systenms can be multi-homed into renpte NVE using
several interfaces (physical NNCS or VNICS) with an | P address per
interface either to the same nvo3 network or into different nvo3

net wor ks. When one of the links fails, the corresponding IP is not
reachabl e but the other interfaces can still be used. Wen a tenant
systemis co-located with an NVE, |P routing can be relied upon to
handl e routing over diverse links to TORs.

External connectivity MAY be handl ed by two or nore nvo3 gat eways.
Each gateway is connected to a different domain (e.g. ISP) and runs
BGP mul ti-hom ng. They serve as an access point to external networks
such as VPNs or the Internet. When a connection to an upstream
router is lost, the alternative connection is used and the failed
route wthdrawn.
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3.8. CAM

NVE MAY be able to originate/term nate OAM nessages for connectivity
verification, performance nonitoring, statistic gathering and fault

i sol ati on. Depending on configuration, NVEs SHOULD be able to
process or transparently tunnel QOAM nessages, as well as supporting
al arm propagati on capabilities.

Gven the critical requirenment to | oad-bal ance NVO3 encapsul at ed
packets over LAG and ECVP paths, it will be equally critical to
ensure existing and/or new OAM tool s all ow NVE administrators to
proactively and/or reactively nonitor the health of various
component -1inks that conprise both LAG and ECMP pat hs carryi ng NVG3
encapsul at ed packets. For exanple, it will be inportant that such
OAM tool s allow NVE adm nistrators to reveal the set of underlying
networ k hops (topology) in order that the underlying network

adm nistrators can use this information to quickly performfault

i solation and restore the underlying network.

The NVE MUST provide the ability to reveal the set of ECMP and/ or
LAG paths used by NVO3 encapsul ated packets in the underlying
network froman ingress NVE to egress NVE. The NVE MJUST provide the
ability to provide a "ping"-like functionality that can be used to
determine the health (liveness) of remote NVE's or their VNI's. The
NVE SHOULD provide a "ping"-like functionality to nore expeditiously
aid in troubl eshooting performance problens, i.e.: blackholing or
other types of congestion occurring in the underlying network, for
NVQ3 encapsul at ed packets carried over LAG and/ or ECMP pat hs.

3.9. Oher considerations
3.9.1. Data Plane Optim zations

Data pl ane forwardi ng and encapsul ati on choi ces SHOULD consi der the
limtation of possible NVE inplenentations, specifically in software
based inplenmentations (e.g. servers running VSw tches)

NVE SHOULD provide efficient processing of traffic. For instance,
packet alignnent, the use of offsets to mininize header parsing,
paddi ng techni ques SHOULD be consi dered when desi gni ng NVO3
encapsul ation types.

The NV03 encapsul ati on/ decapsul ati on processing in software-based

NVEs SHOULD rmeke use of hardware assist provided by NICs in order to
speed up packet processing.
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3.9.2. NVE location trade-offs

In the case of DC traffic, traffic originated froma VMis native

Et hernet traffic. This traffic can be switched by a | ocal VM swtch

or ToR switch and then by a DC gateway. The NVE function can be
enbedded wi thin any of these el enents.

The NVE function can be supported in various DC network el ements
such as a VM VM switch, ToR switch or DC GW

The following criteria SHOULD be consi dered when deci di ng where the

NVE processi ng boundary happens:
0 Processing and nenory requirenments

o Datapath (e.g. |ookups, filtering,
encapsul ati on/ decapsul ati on)

0 Control plane processing (e.g. routing, signaling, QAM
o FIB/RIB size
o Multicast support
0 Routing protocols
0 Packet replication capability
o Fragnentation support
0 QoS transparency
0 Resiliency
4. Security Considerations

This requirenments docunent does not raise in itself any specific
security issues.

5. 1 ANA Consi derations

| ANA does not need to take any action for this draft.
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