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1. Introduction

The purpose of this draft is to provide a nmappi ng between the Network
Virtualization over L3 (NVQO3) franmework [I-D.ietf-nvo3-franmework] and
the Locator/|ID Separation Protocol (LISP) [RFC6830], and in
particul ar how LI SP conmponents map to the reference nodel s defined
therein. This docunent extends the scope of[I-D. mai no-nvo3-1isp-cp]
to cover the case of a unified overlay that includes L2 and L3
services

LISP is a flexible map and encap franework that can be used for
overlay network applications, including Data Center Network
Virtualization. The LISP franework provides two main tools for NVCB:

1. A Data Plane that specifies how Endpoint ldentifiers (EIDs) are
encapsul ated in Routing Locators (RLOCs), and

2. A Control Plane that specifies the interfaces to the LI SP Mapping
System [ RFC6833]. The LI SP Mappi ng system provi des the mappi ng
bet ween ElI Ds and RLCCs.

LI SP can be leveraged to offer services to both Physical and Virtua
endpoints, and is architecturally EID address fam |y agnostic. Sone
flows will be across an L3 overlay (using |P addresses as ElIDs), and
other flows will be across an L2 overlay (using MAC addresses as

El Ds) .

If certain requirenents are net within the architecture, the choice
of whether a flowis sent across the L2 overlay versus across the L3
overlay is not mapped one to one to the choice between intra subnet
(bridging) and inter subnet (routing) forwarding. This allows the
network administrator to offer infrastructure spanning subnets to its
tenants, while not forcing themto deploy infrastructure-w de

br oadcast domai ns.

This docunment will focus on howto offer a unified L2 and L3 overl ay,
where both L2 and L3 services can be offered to the tenant’s traffic
si mul t aneousl y.

The draft will elaborate on achieving nulti honming of Tenant Systens
(TS), as well as optimal routing and forwarding, including how VM
mobility is achieved and optimal traffic forwarding is achieved.

Al t hough the LI SP specification uses a specific data plane, its
control plane can be decoupled fairly easily fromthe data pl ane and
thus can support various data plane encapsul ations. After describing
the various data plane options, this docunent al so addresses the NVO3
data plane requirenents[l-D.ietf-nvo3-datapl ane-requirenents].

Hert oghs, et al. Expires April 22, 2014 [ Page 3]



Internet-Draft Unified LISP for NVO3 Cct ober 2013

The docunment continues to lay out how the NVO3 control plane
requirenents [I-D.ietf-nvo3-nve-nva-cp-req] are addressed.

Finally this docunent will provide security considerations in
Section 5

2. Definition of Terns

Fl ood- and- Learn: the use of dynamic (data plane) learning in VXLAN
to discover the location of a given Ethernet/| EEE 802 MAC address
in the underlay network.

For definition of NVO3 related terns, notably Tenant System (TS),
Virtual Network (VN), Virtual Network ldentifier (VN), Network
Virtualization Edge (NVE), Network Virtualization Authority (NVA),
Data Center (DC), please consult [I-D.ietf-nvo3-franmework].

For definitions of LISP related terns, notably Mp-Request, Mp-
Reply, Ingress Tunnel Router (ITR), Egress Tunnel Router (ETR),
Endstation IDentifier (EID), Routing LOCator (RLOC), Map-Server (M)
and Map- Resolver (MR) pl ease consult the LISP specification

[ RFC6830] .

3. NVG3 Franmewor k and LI SP
3. 1. NVO3 CGeneric Reference Mdel

[1-D. mai no-nvo3-1isp-cp] provides a nmapping of the NVO3 generic
reference nodel [I-D.ietf-nvo3-framework] onto the LISP architecture.
In this document we will focus on the unified L2/L3 LISP control

pl ane, and on how it wll optimize forwarding .

3. 2. NVE Ref erence Mbdel

The LI SP NVE Reference Mddel is described in

[1-D. mai no-nvo3-lisp-cp]. This section will ook at the different
types of NVEs: L2-only, L3-only, and unified L2/L3, as well as

| ooking at VM Mobility, Milti-hom ng, optimal forwarding and external
connectivity aspects. How TSes connect to the network is described
in Section 3.4.3.

3.2.1. Types of NVE s

[ RFC6830] is defined as a L3 NVE, and it can be enhanced to support
L2 NVEs.

The separation of the L2 NVE and L3 NVE functions can be based on the
nature of the packets: bridged packets are assigned to the L2 NVE
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function, while routed packets are assigned to the L3 NVE function
Therefore these discrete functions could live on discrete networking
nodes.

However, it is possible to use LISP as an unified control plane, that
conbi nes and co-locates the function of L2/L3 NVE onto a single node.
The network adnini strator can choose which traffic will be forwarded
across each service type

3.2.1.1. L2 only NVE

[I-D.smith-lisp-layer2] describes an encapsul ation nethod for
carrying Ethernet and | EEE 802 nedi a access control (MAC) franes
within the Locator/ID Separation Protocol (LISP). As described in
[1-D. mai no-nvo3-1isp-cp] MAC addresses are used as EIDs in an L2 only
NVE. As control plane learning is used, only broadcast and nulticast
traffic needs nult-destination support fromthe underlay.

The frame format defined in [I-D. mahal i ngam dutt-dcops-vxlan], has a
header conpatible with the LISP data path encapsul ati on header, when
MAC addresses are used as ElDs, as described in section 4.12.2 of
[I-Dietf-lisp-lcaf].

The LISP control plane is extensible, and can support non-LISP data
pat h encapsul ati ons such as NVGRE
[I-D.sridharan-virtualization-nvgre], or other encapsul ations that
provi de support for network virtualization

3.2.1.2. L3 only NVE

LISP is defined as a virtualized IP routing and forwarding service in
[ RFC6830], and as such can be used to provide L3 NVE services.

3.2.1.3. Unifed L2/L3 NVE

When using a unified L2/L3 NVE, IP EIDs are registered to the LISP
mappi ng systemwi th the MAC Address of the Tenant System (TS) as an
additional RLOC (next to the NVE RLOC), through the nethods defined
in[l-Dietf-lisp-lcaf], by encoding Key/Value Pairs. MAC Address
based EIDs will also be registered for TSes that are transnmitting
non-1P based traffic. TSes that send out both IP and non-IP traffic
will therefore be registered twice. For the L2 overlay the Virtua
Net wor ki ng I nstance (VNI )/I1D denotes a network-w de bridge domain,
while for the L3 overlay the VNI/IID denotes a Virtual Routing
Forwar di ng (VRF) instance.

I mpl enenting an NVE with a unified L2 and L3 overlay support is
beneficial for nultiple reasons:
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Primarily it allows the network administrator to choose which traffic
traverses the L2 overlay versus the L3 overlay, not only on the basis
of intra-subnet (bridged) versus inter-subnet (routed) traffic flows.
As a matter of fact, it is highly beneficial to choose a policy where
all IPtraffic is forwarded across the L3 overlay (i.e. both intra-
and inter-subnet traffic). Effectively this allows the 'spread’ of
subnets across the Datacenter(s) w thout |eading to network w de
broadcast and associated failure domains, while allowi ng free
mobility of the end-stations.

Secondarily, when all the TS I P and MAC addresses are registered with
the NVA/ LI SP Mappi ng system optinmisations in ARP and ND [ RFC4861]
forwardi ng and handling can be achieved. ARPs and |IPv6 NDs for
"unknown’ destinations are by default dropped, although a policy can
all ow for "unknown’ ARP/ND packets to be flooded across the underl ay
if so desired by the operator (e.g. when there is a desire to support
"silent hosts’).

Finally, as all IP traffic is forwarded across a L3 overlay, and ARP/
ND operations do not need fl ooding services, the amount of traffic
that needs to traverse the L2 overlay is limted to non-1P traffic
only. This nakes the registration of MAC-addresses as EIDs with the
LI SP control plane optional. The systemin this case could use

i ngress replication and Fl ood-and-Learn to handle the non-IP traffic.
O course, the use of the LISP control plane for MAC address based
ElIDs is another option as well, but the choice is left to the network
adm ni strator.

However, in order to achieve the benefits of this nodel, there are
some requirenents of how TSs can connect to the unified L2/L3 NVE
and there are also requirenents on how default gateway MAC/ | P
addresses are assigned to the NVE function, and how forwarding is
done on the NVE function:

0 The NVE MUST always do an | P | ookup for IP based traffic,
i ndependent of whether the destination is within the sane subnet
or not, or whether the destination TS is attached to the sane VLAN
or L2 NVI as the source TS.

0 The unified L2/L3 NVE NVI instance MJST have a uniform default
gat eway MAC-address and | P address across the entire NVO3 network
This is to nake sure that a TS can always reach its default
gateway, irrespective of location

0 A TS can connect across a L2 switched network to a unified L2/L3
NVE, but traffic forwarded MJUST follow a sinple rule, where all
traffic froma TS MJST al ways be sent upstreamto the unified L2/
L3 NVE, regardless of its destination MAC address, and traffic
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fromlocally attached TS s MJST be switched through the NVE
Directly connecting a TSto a unified L2/L3 NVE autonmatically
sol ves that requirenent.

There are various options to provide unified L2 and L3 support for
LISP in the data path.

[I-D.smith-1isp-layer2] extends LISP to support MAC addresses as
El Ds, and can be used in conbination with [ RFC6830], using the
destination UDP port in the outer LISP header for disanbiguation

Recently extensions to both LI SP and VXxLAN have been proposed to

of fer nmultiprotocol support across the same outer header format (i.e.
using a single UDP port nunber), as described in

[I-D.lew s-lisp-gpe], and [I-D.quinn-vxl an-gpe] respectively. It is

to be noted that sone functionality offered by native LISP is no

| onger avail able when using the [I-D.lew s-1isp-gpe]extension (nanely
nonce, echo-nonce, and nap-versioning). These are optional contro

pl ane optim zations inplenmented in the data plane for [RFC6830], and

their use is less relevant in DC applications.

The renmai nder of this docunent assunmes a unified L2/ L3 NVE depl oynent
nodel .

3.2.2. Miltihom ng aspects

If the TSes are co-located with the xTR/ NVE function, no support for
mul ti-hom ng i s needed.

If the network between the L2 device connecting the TSes and the LISP
XTRs is a sinple hub and spoke switched L2 topol ogy using VLANs (this
is a conmon assunption in DC networks), a multi-chassis Link
Aggregation Group (LAG solution can be used to offer redundancy,
where both xTRs will be seen by the access device as one | ogica
entity. xTRs connected to the sane L2 switched access network are
part of the same 'LISP site’, and both of them can be used to send
traffic to TSes behind them as both xTRs are registering to the LISP
mappi ng system for the El Ds behind them Registrations perforned by
the individual xTR (as a result of detection of a new EID) part of
the sane site are perforned using the RLOCs of all xTRs connected to
that site. How the multi-chassis LAG solution is build is out of
scope of this draft.
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3.2.3. External connectivity aspects

External connectivity between a LISP enabled NVG3 DC, as well as any
LISP site, and the external world can be handl ed through a gat eway
devi ce.

In case the gateway device handl es connectivity to VPNs or the
Internet, LISP interworking will be enployed at the gateway device as
per [ RFC6832].

In case the gateway device is used to interconnect to another DC part
of the same administrative domai n (one Mappi ng System governs both
DCs), the only function needed on this device is routing within the
RLOC address space.

In case separate LI SP Mapping systens are used, interworking has to
be established between them as well as providing routing between the
two adninistrative domain in between the RLOC address spaces of both
DCs respectively. Today there is no described way of interworking
bet ween DDT based Mappi ng systens. An external controller could al so
insert new RLOC | ocations into a DDT based Mappi ng system when an EID
has noved to a | ocation not governed by this particular Mapping
system

3.2.4. Optimal Forwardi ng aspects

I mpl enenting a co-located and unified L2 and L3 NVE, and pl acing that
NVE as close as possible to the TSes, |leads to the nost opti nal
f orwar di ng.

East-to-west traffic (fromNVE to NVE) will always be nmapped-and-
encapped towards the 'right’ NVE, as the NVA function (the LISP
Mappi ng systen) has know edge about all of the TSes I P and MAC
addr esses.

North to South traffic (traffic ingress into the DC) will also be
delivered to the right NVE, without traffic tromboning, as traffic is
swi tched based on the EID | P address, which will always point to the
correct ETR/ RLCC.

Traffic going from TSes to external destinations will also not be
affected by traffic tronboning as all NVE s part of an NVI are seen
as the sane default gateway, independent of |ocation.

Traffic tronboning can occur if the last hop router is not in the
same |l ocation as the egress NVE, and if only a single L2 NVE is

depl oyed. In other words, the only way for a L2-only NVE based NVO3
systemto avoid traffic tronboning for north-south traffic, is by
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centralizing the default gateway for all VNI's in one location (that
in some cases may be suboptinmal).

3.2.5. VM Mbility aspects

This section shows how the LISP control plane deals with VM nobility
when end systens are nmigrated fromone NVE/ DC to anot her

We' || assune that a signaling protocol, as described in

[1-D. konpel |l a-nvo3-server2nve], signals to the NVE operations such as
creating/ternminating/mgrating an end system The signaling protoco
consists of three basic nessages: "associate", "disassociate", and
"pre-associate". The signaling protocol for attach/detach is in
addition and orthogonal to the LISP control plane.

Two approaches are laid out: An approach at L2, where MAC addresses
are used as EID, and an approach at L3, where both IP and MAC
addresses are used as El Ds.

3.2.5.1. VM Mbility at L2
VM nobility at L2 is described in [I-D. maino-nvo3-1isp-cp]

It is to be noted that the approach of solving VM nobility at L2

i ntroduces scalability problens in terns of failure domain, NVA
scaling (as MAC addresses are a flat and non de-aggregat abl e address
space) and BUM cont ai nnent .

3.2.5.2. VM Mbility at L3

Thi s approach sol ves the scaling problens of the L2 approach by
assunming that the mgjority of traffic is I P based. End Systens are
therefor registered with their I P addresses as EID and xTR | P address
as an RLOC, while their MAC-address is registered as an additiona
RLCC for the sane EID.

C o o
T T ey
| M5/ MR| | M5/ MR
e . S +
| |
( ’ -
I L3 '
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As a result of the end systemregistration, the Mapping System
contains the EID-to-RLOC mapping for end system Wthat associ ates
EID=<IIDl, IP W with the RLOC(s) associated with LISP site A (IP_A),
as well as the RLOC associated with the MAC Address MAC Wof the end
system W

The process of nmigrating end systemWfromdata center A to data
center Bis initiated.

ETR B receives a pre-associ ate nessage that includes ElID=<IID1,
IP_W-. ETR B sends a Map-Register to the napping systemregistering
RLOC=I P_B as an additional |ocator for end systemWw th priority set
to 255. This means that the RLOC MUST NOT be used for unicast
forwardi ng, but the mapping systemis now aware of the new | ocation.

During the mgration process of end systemW ETR A receives a

di ssoci ate nessage, and sends a Map-Register with Record TTL=0 to
signal the mapping systemthat end system Wis no |onger reachabl e at
RLOC=IP_A XTR Awll also add an entry in its forwarding table that
marks ElID=<I1D1, IP_W as non-|ocal.

When end system Whas conpleted its migration, ETR B receives an
associ ate nessage for end system W and sends a Map-Register to the
mappi ng system setting a non-255 priority for RLOC=I P_B. Now t he
mappi ng systemis updated with the new El D-to-RLOC nmapping for end
system Wwith the desired priority.

The renote | TRs that were corresponding with end system Wduring the
mgration will keep sending packets to ETR A

ETR A will keep forwarding locally those packets until it receives a
di ssoci ate nessage, and the entry in the forwarding table associated
with EID=<IID1, IP_W is narked as non-I|ocal.

Subsequent packets arriving at ETR A froma renote | TR, and desti ned
to end systemWw Il hit the entry in the forwarding table that wll
generate an exception, and will generate a Solicit-Mp-Request (SMR)
message that is returned to the remote I TR

Upon receiving the SMR the renote ITRwill invalidate its |ocal nmap-
cache entry for EID=<IID1, IP_W and send a new Map- Request for that
EID. The Map-Request will generate a Map-Reply that includes the new
El D-t 0o- RLOC napping for end system Ww th RLOC=I P_B.

Sim|larly, unencapsul ated packets arriving at I TR A fromlocal end
systens and destined to end systemWw Il hit the entry in the
forwardi ng table marked as non-local, and will generate an exception
that by sending a Map-Request for EID=<II1Dl, IP_ W wll populate the
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3.

3.

3.

3.

map-cache of TR Awith an EID-to-RLOC napping for end system Wwith
RLOC=I P_B.

LI SP dat apl ane options and NVO3 dat apl ane requirenents

This section maps the NVG3 data pl ane requirenents
[I-D.ietf-nvo3-datapl ane-requirenments] to the various options
avai |l abl e.

1.

Native LI SP Data Pl ane

Fi gure 2shows the LISP header defined in the LISP specification
[ RFC6830]. The UDP and LI SP headers are shown bel ow for reference.
For header fields description see section 5.3 of [RFC6830].

U

oTwnw—

/
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\
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0 1 2 3
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Fi gure 2: LI SP Header

When the headers are used for encapsul ating | P Packets, the UDP

Destination Port is set to 4341. Wen the headers are used for
encapsul ating L2 frames, the UDP Destination Port is set to 8472
[I-D.smth-1isp-layer2].

When used in private DC and Enterprise networks, the 'I’-bit

(I'nstance bit) is set, indicating the presence of an Instance ID
(11D
indicated by the 1D, a 24 bit field, which is used as a gl obal
identifier for the tenant in LISP. Wen used for L3 services, the
I1 D can be seen as a VRF, when used for L2 services, the IID can be
seen as a L2 Bridge Donmi n instance.

inside the header. A Virtual Networking Instance (VNI) is

Virtual Access Point (VAP) identification is naturally supported by

conbining LISP and Integrated Routing and Bridging (IRB). IRB allows
| ocal

Her t oghs,

ports or logical ports (ports instantiated on a |ocal port,

where frames are assigned based on sone fields in the header |ike
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VLAN I Ds (VIDs)), to be added to a NVE-local bridge domain. That

bridge domain instantiates the L2 Specific VNI. The bridge domain
al so connects to a virtual routed port, which instantiates the L3

specific VN .

A L2 VNI provides an enul ated Ethernet Miltipoint service through the
use of the LISP control plane, where it registers MAC addresses as
El Ds.

Loop-avoi dance i s handl ed by control plane |learning, and contro

pl ane enabl ed registration of all TS EIDs as soon as they send a
first packet. Therefore unicast traffic will never result in |oops,
as there is no 'unknown’ unicast. nulti-destination traffic
forwarding is performed using a nulticast enabl ed underlay and LI SP
procedures laid out in [RFC6831] or through ingress replication to
the list of participating NVEs in that NVI, and therefore is | oop-
free.

A L3 VNI behaves exactly as an | P VRF and therefore supports
virtualized IP routing and forwardi ng, through per tenant forwarding
with | P address isolation and L3 tunneling for interconnecting

i nstances of the same VNI on NVEs.

Note that , within this docunent, it is assuned that a unified L2/L3
NVE is deployed and therefore all IP traffic will be forwarded using
the L3 overlay, even intra-subnet traffic.

The LI SP header perforns the function of the NVO3 overl ay header

Through using the LISP control plane, the egress NVE can be | ooked
up.

As the outer LISP header is an |Pv4 or I Pv6 header, differentiated
forwardi ng can be supported naturally. Equally, as LISP uses | P/ UDP
as a transport, nmultipath over LAG and ECMP in the underlay are
natural |l y supported, through the entropy introduced in the UDP header
by selecting per flow source UDP port nunbers. A LISP based NVO3
network can work in both uniform and pipe nodel s [ RFC2983] and fully
supports ECN marking as per [RFC6040]

As it does for L3 services, the LISP control plane replaces the use
of dynam c data plane | earning (Flood-and-Learn) for unicast traffic
for L2 services. Packet replication in the underlay network to
support L2 broadcast, unknown uni cast (optional, as all MAC address
are learned by the control plane) and nulticast L2 and L3 overlay
services can be done bhy:
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0 Ingress replication, which reduces the need for nmulticast in the
NVO3 underlay to zero

0 Use of underlay nulticast trees. These trees can be aggregated
globally, or per tenant (rather than per VN).

[ RFC6831] and [I-D.farinacci-lisp-nr-signaling]specifies howto map a
mul ticast flowin the EID space during distribution tree setup and
packet delivery in the underlay network. LISP, being an |IP based
map- and- encap protocol, does not require any specific data pl ane
functionality to nmake this work.

LISP interworking is described in [ RFC6832] and fully supports
connectivity to the internet or VPN gateways through the use of Proxy
xTR' s.

LI SP, being an | P based protocol, supports |ICVMP-based MIU Path

Di scovery [RFC1191] , [RFC1981]as well as extended MIU Path Di scovery
techni ques [ RFC4821]. LI SP al so supports a stateless and statefu

way of dealing with Large Encapsul ated packets, see section 5.4 of

[ RFC6830] .

Multi-honming is handled in the control plane, by allow ng the LISP
mappi ng systemto have nultiple RLOC entries for every EID, allow ng
the TR to | oad bal ance across both ETR s. XTRs register a 'LISP site
id to the mapping system when they cone online. Wen the LISP
mappi ng systemreceives a registration for a given EID froma certain
XTRs, it will install that EID entry pointing to all the RLOCs/xTR
that have the sane site-id. By perform ng LAG across nultiple xTRs,
mul ti-homing can be provided for the access or virtual sw tch that
connects the TSs.

OAM can be perforned across LISP in the same way as OQAM i s perforned
over |P routed, or Ethernet L2 sw tched environments.

3.3.2. LISP with Generic Protocol Extension (LISP-GPE)

[I-D.lew s-1isp-gpe] introduces mnultiprotocol support for LISP, by
extendi ng the LI SP header, as shown in Figure 3 .

0 1 2 3
01234567890123456789012345678901
T I T S i T i S S S i T i S S S S S S S

| Source Port = xXxx | Dest Port = 4341 |
B i S S T s i S T st i S S S S S S S S i
[ UDP Length [ UDP Checksum [
B T e e i i T e s . i S SR S
INNLIEJ VI I| PRI R Reserved | Nonce/ Map- Ver si on/ Pr ot ocol - Type
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T T S S T R
Instance | D/ Locator-Status-Bits
B i S S T s i S T st i S S S S S S S S i

Figure 3: LISP with Generic Protocol Extension Header

A Protocol Bit (P-bit) is introduced, that when set, allows the
insertion of a 16-bit Protocol Type. The UDP destination port nunber
is 4341 for all protocol types.

Al t hough the use of Nonce and Map-versioning are not all owed

simul taneously with Protocol Type with this deploynment, all of the
solutions to the requirenments described in Section 3.3.1 are exactly
the sane with this data plane encapsul ation in an NVO3 cont ext.

3.3.3.  WLAN-GPE

[1-D. quinn-vxl an-gpe] extends the VXLAN encapsul ation with a Protocol
Type, by introducing a Protocol Bit (P-bit) and a 16-bit Protocol
Type in the VXLAN header, see Figure 4. Note that this data plane
encapsul ation is very simlar to LISP-GPE, when used in an NVG3

cont ext .

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
Source Port = xxxx | Dest Port = 4789 |
B i e e S e i el s ST S R T e I e S s s sl ol S S SR SR S
UDP Length | UDP Checksum |
B S S e i i i i i T T T S S S S S S S S i S
RIRRRT|P
- - - - -+

R R| Reserved | Prot ocol Type |
B i ST I s st st st Sl ST S S S Y S S ST S S S S

VXLAN Network ldentifier (VN) | Reserved |
T i e o e S S S i it S e S e it ot (I SRR R S SR S e

|
+
I
+
I
+
|
+

Figure 4: VXLAN with Generic Protocol Extension

Al'l of the solutions to the requirenments described in Section 3.3.1
are exactly the same with this data plane encapsul ati on.

3.3.4. L2 only solutions such as VXLAN and nvGRE

The LISP control plane can be | everaged to offer control plane

| earni ng for MAC Addresses for both the VXLAN

[1-D. mahal i ngam dutt-dcops-vxlan], as well as NVGRE

[I-D. sridharan-virtualization-nvgre]. However, this solution offers
sub-optimal support and hence will not be | ooked into further.
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3.4. NV control plane requirenents and LI SP

This section maps the NVG3 NVE to NVA control plane
[I-D.ietf-nvo3-nve-nva-cp-req]requirenents to the LISP control plane.

3.4.1. Inner to CQuter Address Mapping

The LISP control plane, through the use of a Mapping service,
provi des inner to outer address mapping.

TS EIDs are registered to the LI SP Mappi ng service by LISP ETRs
within the context of a LISP instance ID, (i.e An NVO3 VNI).

A LI SP based NVE will check its local cache if it needs to send a
packet across the overlay. |If there is a cache miss, it will request
the EID to RLOC mapping fromthe LI SP Mapping service. |If thereis a
cache hit, it will use the local EID to RLOC mappi ng.

Cache entries are aged out when no traffic is being sent to those
ElDs. The LISP control plane has ways of refreshing the |ocal cache
after the destination EID has noved to another RLOC. For nore

i nformati on, see Section 3.2.5 and [ RFC6830]

3.4.2. Underlying network Milti-Destination Delivery

LI SP supports delivering L2 and L3 multi-destination packets,
i ndependent of the underlying network nulticast capabilities.

[ RFC6831], [I-D.farinacci-lisp-nr-signaling] , nore specifically
section 6, describes how the LISP Control Plane is used by NVEsS/ETRs
to join a given EID multicast group by sending LI SP Map- Requests
rather than PIM Joins. Joining can be triggered by the receipt of a
PIMor IGW join in the EID space. In the case of a L2 overlay
configuration on the NVE, the joinis static.

In case the NVE/ ETR is not nulticast capable the ETR unicast RLOC
will be registered, and will be added to the existing RLOC set for
that given nulticast EID, and the Map-Reply will contain the ITR from
which the ETR wants to replicate. LISP ITRs will retrieve this list
of ETRs fromthe Mappi ng System upon a Map- Request and will use this
as a replication |ist.
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In case the underlying network is nulticast capable the Map-Reply
will contain the multicast RLOC, which will be joined via PIM
subsequently. Al this state is stored on the Mapping system or in
the xTR caches per IIDVNI. In case ingress replication is deened
unscal eable, [I-D.farinacci-lisp-te] can be used, allowi ng a Re-
encapsul ati ng Tunnel Router (RTR) to be used as a distribution server
to replicate to all the NVEs.

It is also inportant to point out that, in a unified L2/L3 NVE
depl oynent, all IP traffic will get sent across the L3 overlay, and
that ARP and ND packets are not handl ed using fl oodi ng.

In case non-1P traffic needs to be supported, L2 EIDs only need to
use nulticast or ingress replication for broadcast and multicast, as
uni cast flows are handl ed by the LISP control plane. This
significantly reduces the nulticast or ingress replication |oad.

3.4.3. VN connect/di sconnect

We assune that a provisioning framework will be responsible for

provi sioning end systens (e.g. VMs) in each data center. The

provi sioni ng system configures each end systemw th an Ethernet/| EEE
802 MAC address and/or | P addresses and provisions the NVE with other
end system specific attributes such as VLAN i nformation, and TS/ VLAN
to VNI mapping information. LISP does not introduce new addressing
requirenents for end systens.

The provisioning infrastructure is also responsible to provide a
network attach function, that notifies the NVE (the LISP site ETR)
that the end systemis attached to a given virtual network
(identified by its VNI/I1D) and that the end systemis identified,
within that virtual network, by a given Ethernet/| EEE 802 MAC
addr ess.

The LI SP framework does not include nmechanisnms to provision the |oca
NVE with the appropriate Tenant Instance for each Tenant Systens.

O her protocols, such as VDP (in | EEE P802. 1Qbg), should be used to

i mpl ement a network attach/detach function, besides using |ink-up
events for non-virtual end-systems. Mbore-over it is quite common for
devices to be able to 'sense’ new tenant end-systens dynanmically by
tracki ng new mac addresses and | P addresses in case a VDP or |ink-up
event cant be relied upon

The LISP control plane can take advantage of such a network attach/
detach function or the discovery of new MAC/I P addresses to trigger
the registration of a Tenant Systemto the Mapping System This is
particularly hel pful to handle nobility across the DC of the Tenant
System
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Upon notification of end systemnetwork attach, the ETR sends a LI SP
Map- Regi ster to the Mapping System The Map-Register includes the
ElID and RLOCs of the LISP site. The EIDto-RLOC mapping i s now

avai l abl e, via the Mapping SystemInfrastructure, to other LISP sites
that are hosting end systens that belong to the sane tenant.

For nore details on end systemregistrati on see [ RFC6833].
3.4.4. VN nane to VN I D Mappi ng

The LISP Control Plane uses the Instance IDto identify the NVI. The
VN Nane to VNI mapping can be performed by the NVE as a result of

| ocal provisioning. Also, using LISP LCAF , it is possible to store
ASCI1 Nanes in the Mappi ng Dat abase, which can allow the systemto
resolve a VN Nane to an |11 D/ VN .

3.4.5. LISP Control Plane Characteristics in an NVO3 cont ext

LISP is a Control Plane solution that can scale very well to the NVO3
requirenents:

1. LI SP ETRs regi ster destination EIDs into the LI SP Mappi ng
System LISP ITRs pull destination EIDs fromthe LI SP Mappi ng
System and cache themfor as long as traffic is being sent to
t hose destinations. Hence a LISP Based NVE is only hol ding
state for the active TSto TS flows, and only for the NVIs that
are configured on those NVEs.

2. The LISP Control Plane is fast to acquire the needed state for a
gi ven destination through issuing a single Mp-Request.

3. When an ETR (lets say ETRl) detects an EID it will also register
this EID to the Mapping system |If that EID has noved from
another ETR (lets say ETR2), it will update the Mapping system
with a Map-Notify saying to no |longer forward packets to it, and
will install a 'non-local’ entry in the forwarding table. |f an
I TR has not updated its map-cache, and therefor sends a packet
to ETR2, ETR will sent a Map-Notify directly to the ITR
updating its | ocal cache. For further information see
Section 3.2.5

4. As LI SP support virtualization, the NVE running the LI SP Control

Plane will only be maintaining state for the Tenants VNI s that
are configured on it.
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5. Through | everagi ng the LI SP DDT- based Mappi ng system
[I-D.ietf-lisp-ddt], the necessary scaling can be achieved. The
LI SP DDT hi erarchy can be based on address fam |y, address
famly prefix, and 11D, and scales in a very simlar way as DNS.

6. The sol ution described in this docunent does not make use of
mul ti ple protocols, and hence is low in conplexity.

7. Through the use of the LISP LCAF [I-D.ietf-1isp-Ilcaf] ,
extensibility is achieved. It is possible to add new address
famlies (the MAC address fanily is the proof point). The LCAF
format al so all ows | ookups on a generic Key. This Key can be an
identifier to an ACL or policy. A conbination of multiple keys
can be achi eved by doing recursive | ookups, where EID attributes
are used as keys for a subsequent |ookup. LCAF allows backwards
conpatibility between systens that use different LCAF
i mpl enent ati ons.

8. As the state is naintained in the LI SP Mappi ng system acting as
an NVA, addi ng another NVE/XxTR to the network does not require
any changes on existing NVEs.

9. LI SP does not rely on Miulticast in the underlay, while
preserving the same Control Plane characteristics regardl ess of
underlay nulticast capability.

10. [1-D. barkai-lisp-nfv]docunments one inplenentation of how the
LI SP Mappi ng System (NVA) can be programed to create inner to
out er address nmappings. The LISP Control Plane will informthe

XTR/ NVE that hosts have noved, and if packets are attracted to
those NVEs because of stale cache entries on other |ITRs, packets
will be routed to the right location, and the NVE will send a
Solicited Map-Reply back to the ITR, clearing its cache, after
which the ITR will request a new nmapping. Ooviously NVEs will
be able to create inner to outer address nappings w thout the
use of an orchestration solution.

11. See Section 5
3.5. NVO3 OAM Requirenents and LISP

TBD
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3.

3.

6.

6. NVO3 Managenent Pl ane Requirenents and LI SP
TBD
7. Summary

The LISP Control Plane, nakes a very good choice to inplement NVG3
services due to the fact that it is agnostic to EID address famlies,
and the fact that it provides an NVA in the formof the LISP Map
Server with cache optim zations based on the pull-based LI SP Map
Cache on the LISP xTRs . The LISP control plane can be depl oyed
across a set of different dataplane options as well. The usage of a
unified L2 and L3 overlay , with the appropriate set of registrations
in the LI SP Mappi ng system is recommended because of its optinal
forwardi ng, scaling and IP centric characteristics, while supporting
non-1P traffic as well.

I ANA Consi derations
Thi s docunment makes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

Security Considerations

[I-D.ietf-lisp-sec] defines a set of security nechanisns that provide
origin authentication, integrity and anti-replay protection to LISP' s
El D-t o- RLOC mappi ng data conveyed vi a mappi ng | ookup process. LI SP-
SEC al so enabl es verification of authorization on EID prefix clains
in Map- Reply nmessages.

Addi tional security mechanisns to protect the LISP Map- Regi ster
messages are defined in [ RFC6833].

The security of the Mapping System Infrastructure depends on the
particul ar mappi ng database used. The [I-D.ietf-1isp-ddt]
specification, as an exanple, defines a public-key based nmechani sm
that provides origin authentication and integrity protection to the
LI SP DDT protocol .
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