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Abst ract

Pseudowi res (PWs) have become a conmon nechani sm for tunneling
traffic, and may be found conpeting for network resources both with
other PW and with non-PWtraffic, such as TCP/IP flows. It is thus
wor t hwhi | e speci fyi ng under what conditions such conpetition is safe,
i.e., the PWtraffic does not significantly harmother traffic or
contribute nore than it should to congestion. W conclude that PW
transporting responsive traffic behave as desired w thout the need
for additional mechanisnms. For inelastic PW (such as TDM PW) we
derive a bound under which such PW consunme no nore network capacity
than a TCP fl ow
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1. Introduction

A pseudowire (PW is a construct for tunneling a native service over
a Packet Switched Network (PSN) (see [RFC3985]), such as |1Pv4, |Pv6,
or MPLS. The PW packet encapsul ates a unit of native service

i nformati on by prepending the headers required for transport in the
particul ar PSN (which nmust include a denultiplexer field to

di stinguish the different PW) and preferably the 4 byte PWE3 contro
word. PW have no bandwi dth reservation nmechani sm neani ng that when
multiple PW are transported in parallel there is no defined neans
for guaranteeing network resources for any particular PW This
conmpetition for resources nmay translate to a particular PWnot being
able to deliver the QS required to ermul ate the native service. For
exanpl e, MPLS-TE enabl es achieving a particular desired allocation of
resources between nultiple LSPs; however, when nultiple Ethernet PW
are placed in a single MPLS tunnel, there is no way to simlarly

di vi de resources anongst them (although DiffServ QoS prioritization
may be available for PW). The use of PWs in service provider MPLS
networks is well understood and will not be discussed further here.

VWhile PW are nost often placed in MPLS tunnels, there are severa
mechani sns that enable transporting PW over an IP infrastructure.
These i ncl ude:

TDM PW ([ RFC4A553] [ RFC5086] [ RFC5087]) that define UDP/IP

encapsul ati ons,

L2TPv3 PWs,

MPLS PWs directly over I P according to RFC 4023 [ RFC4023],

MPLS PWs over GRE over |P according to RFC 4023 [ RFC4023].
Whenever PWs are transported over |P, they nmay conpete with
congestion-responsive flows (e.g., TCP flows). Hence in order to
prevent congestion collapse the PW MJST behave in a fashion that
does not cause undue damage to the throughput of such congestion-
responsi ve fl ows [ RFC2914].

At first glance one may think that this would require a PW
transported over IP to be considered as a single flow, on a par with
a single TCP flow Were we to accept this tenet, we would require a
PWto back off under congestion to consume no nore bandwi dth than a
single TCP fl ow under such conditions (see [ RFC5348]). However,
since PW may carry traffic fromnmany users, it nakes nore sense to
consi der each PWto be equivalent to multiple TCP flows. W will

di scuss whet her PW consisting of elastic flows need a back-off
strategy in Section 2.

TDM PW ([ RFC4553] [ RFC5086] [ RFC5087]) represent inelastic constant

bit-rate (CBR) flows that may require | ower or higher throughput than
that consunmed by an ot herw se-unconstrai ned TCP fl ow woul d under the
sane network conditions. In any case a TDM PWis not able to respond
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to congestion in a TCP-like manner; on the other hand, the tota
bandwi dth t hey consune remai ns constant and does not increase to
consunme additional bandwi dth as TCP rates back off. [If the bandw dth
consuned by a TDM PWis considered detrinental, the only avail abl e
renedy is to conpletely shut down the PW Such a shutdown woul d

i mpact nultiple users, and the service restoration tinme would in
general be lengthy. W wll discuss when the shutdown of inelastic
PW can be avoided in Section 3.

2. PWs Conprising Elastic Flows

In this section we consider Ethernet PW that primarily carry
congestion-responsive traffic. W wll show that we automatically
obtain the desired congestion avoi dance behavi or, and that additiona
nmechani sns are not needed.

Let us assune that an Ethernet PWaggregating several TCP flows is
flowi ng al ongsi de several TCP/IP flows. Each Ethernet PW packet
carries a single Ethernet frame that carries a single |IP packet that
carries a single TCP segnent. Thus, if congestion is signaled by an
i ntermedi ate router dropping a packet, a single end-user TCP/IP
packet is dropped, whether or not that packet is encapsulated in the
PW

The result is that the individual TCP flows inside the PWexperience
the sane drop probability as the non-PWTCP flows. Thus the behavior
of a TCP sender (retransmitting the packet and appropriately reducing
its sending rate) is the sane for flows directly over IP and for
flows inside the PW In other words, individual TCP flows are

nei ther rewarded nor penalized for being carried over the PW On the
ot her hand, the PWdoes not behave as a single TCP flow, it wll
consune the aggregated bandwi dth of its conponent flows, and backs
of f nuch | ess sharply than a single flow woul d.

W claimthat this is precisely the desired behavior. Any fairness
consi derations should be applied to the individual TCP flows, and not
to the aggregate. Were individual TCP flows rewarded for being
carried over a PW this would create an incentive to create PW for
no operational reason. Wre individual flows penalized, there would
be a deterrence that could i npede pseudow re depl oynent.

There have been proposals to add additional TCP-friendly nechanisns
to PWs, for exanple by carrying PW over DCCP. 1In light of the above
argunents, it is clear that this would force the PWto behave as a
single flow, rather than N flows, and penalize the constituent TCP
flows. In addition, the individual TCP flows would still back off
due to their end points being oblivious to the fact that they are
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carried over a PW This will further degrade the flow s throughput
as conpared to a non-PWencapsul ated flow. Thus, such additiona
mechani sms contradi ct the behavior previously described as desirable.

3. PW Conprising Inelastic Flows

TDM PW ([ RFCA553] [ RFC5086] [ RFC5087]) are nore probl ematic than the
elastic PW of the previous section. Being constant bit-rate (CBR)
they can not be nade responsive to congestion. On the other hand,
being CBR, they also do not attenpt to capture additional bandw dth
when TCP fl ows back off.

Since a TDM PW conti nuously consunmes a constant anmount of bandw dth

i f the bandw dth occupi ed by a TDM PW endangers the network as a
whol e, the only recourse is to shut it down, denying service to al
custoners of the TDM native service. W should nention in passing
that under certain conditions it may be possible to reduce the
bandwi dt h consunption of a TDM PW A prevalent case is that of a TDM
native service that carries voice channels that may not all be

active. Using the AAL2 node of [RFC5087] (perhaps along with
connection adm ssion control) can enabl e bandw dth adaptation, at the
expense of nore sophisticated native service processing (NSP)

In the following we will show that for many cases of interest a TDM
PW treated as a single flow, will behave in a reasonabl e manner

wi t hout any additional nmechanisnms. W will focus on structure-
agnostic TDM PW [ RFC4553] al t hough our analysis can be readily
applied to structure-aware PW (see Appendi x A).

There are two network parameters rel evant to our discussion, nanely
the one-way delay D and the |l oss probability p. The one-way del ay of
a native TDM service consists of the physical tine-of-flight plus 125
m croseconds for each TDM switch traversed. This is very small as
conpared to PSN network-crossing |atencies. Mny protocols and
applications running over TDMcircuits thus require | ow delay, and we
need thus only consider delays of up to about 32 nilliseconds.

The TDM PW RFCs specify the egress behavi or upon experiencing packet
| oss. Structure-agnostic transport has no alternative to outputting
an "all-ones" AlIS pattern towards the TDM circuit, which if |ong
enough in duration is recogni zed by the receiving TDM devi ce as a
fault indication (see Appendix A). International standards place
stringent linmts on the nunber of such faults tol erated.

Cal cul ati ons presented in the appendi x show that only |oss
probabilities in the realmof fractions of a percent are rel evant for
structure-agnostic transport (see Appendi x A).
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Structure-aware transport regenerates franme alignnment signals thus
hiding AIS indications resulting frominfrequent packet |oss.
Furthernmore, for TDMcircuits carrying voi ce channels the use of
packet | oss conceal nent algorithns is possible (such algorithns have
been previously described for TDM PW). However, even structure-
aware transport ceases to provide a useful service at about 2 percent
| oss probability.

RFC 5348 on TCP Friendly Rate Control (TFRC) [RFC5348] provides the
following sinplified fornula for throughput that is used as the basis
for TFRC s sending rate control

S
X BPS = mmmmmmm i m e e e
R ( sqrt(2p/3) + 12 sqrt(3p/8) p (1+32p"2) )

wher e
X Bps is average sending rate in Bytes per second,
S is the segnent (packet payload) size in Bytes,
Ris the round-trip time in seconds,
p is the loss probability.

We can use this fornmula to determ ne when a TDM PW consumes no nore
bandwi dth than a TCP fl ow between the sanme endpoints woul d consune
under the sane conditions. Replacing the round-trip delay with tw ce
the one-way delay D, setting the bandwi dth to that of the TDM service
BW and the segnent size to be the TDM fragnment TDM plus 4 Bytes to
account for the PWE3 control word, we obtain the follow ng condition
for a TDM PW

(TDM + 4)
BWf(p) / 4

wher e
D is the one-way del ay,
TDMis the TDM segnment size in Bytes
BWis TDM servi ce bandwidth in bits per second
f(p) =sqrt(2p/3) + 12 sqrt(3p/8) p (1+32p"2).

One nay view this condition as defining a safe operating envel ope for
a TDM PW as a TDM PWthat consunmes no nore bandwi dth than a TCP fl ow
woul d not affect congestion nore than were it to be TCP traffic.

Under this condition it should hence be safe to mix the TDM PWwi th
congestion-responsive traffic such as TCP, w thout causing
significant additional congestion problens. Wre the TDM PWto
consune significantly nore bandwidth a TCP flow, it could contribute
di sproportionately to congestion, and its m xture with congestion-
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responsive traffic rmay be inappropriate.

We derived the condition assum ng steady-state conditions, and thus
two caveats are in order. First, the condition does not specify how
to treat a TDM PWthat initially satisfies the condition, but is then
faced with a deteriorating network environment. In such cases one
additionally needs to analyze the reaction tinmes of the responsive
flows to congestion events. Second, the derivation assuned that the
TDM PWwas conpeting with long-lived TDM fl ows, because under this
assunption it was straightforward to obtain a quantitative conparison
with sonething widely considered to offer a safe response to
congestion. Short-lived TCP flows nmay find thensel ves di sadvant aged
as conpared to a long-lived TDM PWsatisfying the condition. These
dynanmi c cases will be considered in future versions of this draft.

The results are displayed in the acconpanying figures (available only
in the PDF version of this docunent). TCP conpatible behavior is
obtained for the area under curves appropriate for each TDM fragnent
si ze.

We see in Figure 1 that a TDM PWcarrying an E1 native service (2.048
Mops) satisfies the condition for all paraneters of interest if each
packet carries at |east S=512 Bytes of TDM data. For the SAToP
default of 256 Bytes, as long as the one-way delay is less than 10
m | 1iseconds, the | oss probability can exceed 0.3 percent. For
packets containing 128 or 64 Bytes the constraints are nore

troubl esome, but there are still paraneter ranges where the TDM PW
consunes | ess than a TCP flow under sinmlar conditions. Simlarly,
Figure 2 denonstrates that an E3 native service (34.368 Mps) with
the SAToP default of 1024 Bytes of TDM per packet satisfies the
condition for delays up to about 5 milliseconds.

Note that violating the condition for a short anobunt of time is not
sufficient justification for shutting dow the TDM PW \While TCP
flows react within a round trip tine, PWcomr ssioning and

deconmi ssioning are tine consuning processes that should only be
undertaken when it becones clear that the congestion is not

transient. Future versions of this draft will provide guidance as to
when a TDM PW shoul d be term nated.
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T1 conpatibility regions

(only in PDF version)

Figure 1 TCP Conpatibility areas for T1 SAToP
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E1l conpatibility regions

(only in PDF version)

Figure 2 TCP Conpatibility areas for E1 SAToP
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E3 conpatibility regions

(only in PDF version)

Figure 3 TCP Conpatibility areas for E3 SAToP
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T3 conpatibility regions

(only in PDF version)

Figure 4 TCP Conpatibility areas for T3 SAToP
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4. Security Considerations
Thi s docunent does not introduce any new congestion-specific

mechani sns and t hus does not introduce any new security
consi derati ons above those present for PW in general

5. | ANA Consi der ati ons

This docunent requires no | ANA actions.
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Appendi x A.  Loss Probabilities for TDM PW

| TU-T Reconmendation G 826 [ (826] specifies limts on the Errored
Second Ratio (ESR) and the Severely Errored Second Ratio (SESR). For
our purposes, we will sinplify the definitions and understand an
Errored Second (ES) to be a second of tinme during which a TDM bit
error occurred or a defect indication was detected. A Severely
Errored Second (SES) is an ES second during which the Bit Error Rate
(BER) exceeded one in one thousand (10”"-3). Note that if the error
condition AIS was detected according to the criteria of ITUT
Recommendati on G 775 [ G826] a SES was considered to have occurred.
The respective ratios are the fraction of ES or SES to the tota
number of seconds in the nmeasurenent interval

For both E1 and T1 TDMcircuits, G 826 allows ESR of 4% (0.04), and
SESR of 1/5% (0.002). For E3 and T3 the ESR nust be no nore than
7.5% (0.075), while the SESR i s unchanged.

Focusing on El circuits, the ESR of 4% translates, assumi ng the worst
case of isolated exactly periodic packet |oss, to a packet |oss event
no nore than every 25 seconds. However, once a packet is |ost,

anot her packet lost in the same second doesn’'t change the ESR

al though it nmay contribute to the ES beconing a SES. Assum ng an

i nteger nunber of TDM franes per PW packet, the nunber of packets per
second is given by packets per second = 8000 / (frames per packet),
where preval ent cases are 1, 2, 4 and 8 frames per packet. Since for
these cases there will be 8000, 4000, 2000, and 1000 packets per
second, respectively, the nmaxi num al |l owed packet | oss probability is
0. 0005% 0.001% 0.002% and 0.004% respectively.

These extrenely | ow all owed packet |oss probabilities are only for
the worst case scenario. |In reality, when packet |oss is above
0.001% it is likely that loss bursts will occur. If the |ost
packets are sufficiently close together (we ignore the precise
details here) then the pernitted packet |loss rate increases by the
appropriate factor, w thout G 826 bei ng cogni zant of any change.
Hence the worst-case analysis is expected to be extrenely pessimstic
for real networks. Next we will go to the opposite extreme and
assune that all packet |oss events are in periodic |oss bursts. In
order to minimze the ESR we will assune that the burst lasts no nore
than one second, and so we can afford to | ose no nore than packet per
second packets in each burst. As long as such one-second bursts do
not exceed four percent of the tine, we still naintain the allowable
ESR. Hence the maxi mum perm ssi bl e packet loss rate is 4% O
course, this estimate is extrenely optim stic, and furthernore does
not take into consideration the SESR criteria.

As previously explained, a SES is declared whenever AIS is detected.
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There is a major difference between structure-aware and structure-
agnostic transport in this regards. When a packet is | ost SAToP
outputs an "all-ones" pattern to the TDMcircuit, which is
interpreted as AlS according to G775 [G7/75]. For El circuits, G 775
specifies for AIS to be detected when four consecutive TDM franes
have no nore than 2 alternations. This nmeans that if a PWpacket or
consecutive packets containing at |east four franes are |ost, and
four or nore franes of "all-ones" output to the TDMcircuit, a SES
wi Il be declared. Thus burst packet |oss, or packets containing a

| arge nunber of TDM franes, |ead SAToP to cause high SESR, which is
20 times nore restricted than ESR.  On the other hand, since
structure-aware transport regenerates the correct frane alignnent
pattern, even when the correspondi ng packet has been | ost, packet

loss will not cause declaration of SES. This is the nain reason that
SAToP is much nore vul nerable to packet |oss than the structure-aware
met hods.

For realistic networks, the maxi mum al |l owed packet |oss for SAToP
will be internmediate between the extrenely pessinistic estimtes and
the extrenmely optimstic ones. 1In order to nunerically gauge the
situation, we have nodel ed the network as a four-state Markov nodel
(corresponding to a successfully received packet, a packet received
within a | oss burst, a packet lost within a burst, and a packet | ost
when not within a burst). This nodel is an extension of the widely
used Gl bert nodel. W set the transition probabilities in order to
roughly correspond to anecdotal evidence, nanely |ow background

i sol at ed packet |oss, and infrequent bursts wherein nost packets are
lost. Such sinmulation shows that up to 0.5% average packet | oss may
occur and the recovered TDM still conformto the G 826 ESR and SESR
criteria.
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Appendi x B. Effect of Packet Loss on Voice Quality for TDM PW

Packet loss in voice traffic can cause in gaps or artifacts that
result in choppy, annoying or even unintelligible speech. The
preci se effect of packet |oss on voice quality has been the subject
of detailed study in the VolP comunity, but VolP results are not
directly applicable to TDM PW. This is because Vol P packets
typically contain over 10 mlliseconds of the speech signal, while
mul ti channel TDM packets may contain only a single sanple, or perhaps
a very small nunber of sanples.

The effect of packet |oss on TDM PW has been previously reported

[I1-D.stein-pwe3-tdm packetloss]. |In that study it was assuned that

each packet carried a single sanmple of each TDM ti nmesl ot (although

the extension to multiple sanples is relatively straightforward and

does not drastically change the results). Four sanple repl acenent

al gorithnms were conpared, differing in the value used to replace the

| ost sanpl e:

1. replacing every lost sanple by a preselected constant (e.g., zero
or "AI'S" insertion),

2. replacing a |l ost sanple by the previous sanple,

3. replacing a lost sanple by linear interpolation between the
previous and foll owi ng sanpl es,

4. replacing the lost sanple by STatistically Enhanced | Nt erpol ation
(STEIN).

Only the first method is applicable to SAToP transport, as structure

awareness is required in order to identify the individual voice

channel s. For structure aware transport, the | oss of a packet is

typically identified by the receipt of the follow ng packet, and thus

the followi ng sanple is usually available. The last algorithmposits

the LPC speech generation nodel and derives |ost sanples based on

avai |l abl e sanpl es both before and after each |ost sanple.

The four algorithnms were conpared in a controlled experinent in which
speech data was selected from English and Anerican English subsets of
the ITU-T P.50 Appendi x 1 corpus [P.50Appl] and consisted of 16
speakers, eight male and eight female. Each speaker spoke either
three or four sentences, for a total of between seven and 15 seconds.
The selected files were filtered to tel ephony quality using nodified
IRS filtering and downsanpled to 8 KHz. Packet |oss of 0, 0.25, 0.5,
0.75, 1, 2, 3, 4 and 5 percent were sinulated using a uniformrandom
nunber generator (bursty packet |oss was also sinmulated but is not
reported here). For each file the four nmethods of |ost sanple

repl acenent were applied and the Mean Opinion Score (MOS) was
estimated using PESQ [P862]. Figure 5 depicts the PESQ derived MOS
for each of the four replacenent nethods for packet drop
probabilities up to 5%
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PESQ MOS as a function of packet drop probability

(only in PDF version)

Figure 5 PESQ derived MOS as a function of packet drop probability

For all cases the MXS resulting fromthe use of zero insertion is

| ess than that obtained by replacing with the previous sanple, which
inturn is less than that of linear interpolation, which is slightly
| ess than that obtained by statistical interpolation.

Unlike the artifacts speech conpression nethods nmay produce when
subject to buffer |oss, packet |oss here effectively produces
additive white inmpul se noise. The subjective inpression is that of
static noise on AMradio stations or crackling on old phonograph
records. For a given PESQ derived MOS, this type of degradation is
nmore acceptable to listeners than choppi ness or tones comon in Vol P.

If MOS>4 (full toll quality) is required, then the foll ow ng packet
drop probabilities are allowabl e:

zero insertion - 0.05 %

previous sanple - 0.25 %

linear interpolation - 0.75 %

STEIN - 2 %
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If MOS>3.75 (barely perceptible quality degradation) is acceptable,
then the foll owi ng packet drop probabilities are all owabl e:

zero insertion - 0.1 %

previous sanple - 0.75 %

linear interpolation - 3 %

STEIN - 6.5 %

If MOS>3.5 (cell-phone quality) is tolerable, then the foll ow ng
packet drop probabilities are allowable:

zero insertion - 0.4 %

previous sanple - 2 %

linear interpolation - 8 %

STEIN - 14 %
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