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Abstract

The Real - Ti ne Commruni cations on the Wb (RTCWEB) working group is
tasked with standardi zing protocols for real-tinme comunications

bet ween Web browsers, generally called "WbRTC'. The najor use cases
for WebRTC technol ogy are real -tinme audi o and/or video calls, Wb
conferencing, and direct data transfer. Unlike nost conventiona

real -tinme systens (e.g., SIP-based soft phones) WbRTC conmuni cati ons
are directly controlled by a Wb server, which poses new security
chal  enges. For instance, a Wb browser ni ght expose a JavaScri pt

APl which allows a server to place a video call. Unrestricted access
to such an APl would allow any site which a user visited to "bug" a
user’s conputer, capturing any activity which passed in front of
their camera. This docunment defines the WbRTC threat nodel and

anal yzes the security threats of WbRTC in that nodel
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1. Introduction

The Real - Ti ne Conmuni cations on the Wb (RTCWEB) working group is
tasked with standardi zing protocols for real-tinme comunications

bet ween Web browsers, generally called "WbRTC
[I-D.ietf-rtcweb-overview]. The najor use cases for WbTC technol ogy
are real-tinme audio and/or video calls, Wb conferencing, and direct
data transfer. Unlike nmpst conventional real-tine systens, (e.g.

S| P- based[ RFC3261] soft phones) WebRTC conmuni cations are directly
controll ed by some Wb server. A sinple case is shown bel ow

o m e e oo +
| Web Server |
| |
e e e e +
VAN VAN
/ \
HTTP / \ HTTP
or / \ or
WebSockets / \ WebSocket s
v v
JS API JS API
oo e oo + oo e oo +
| | Medi a | |
| Browser |<---------- >| Browser |
| | | |
[ S + [ S +

Figure 1: A sinple WDRTC system

In the systemshown in Figure 1, Alice and Bob both have WbRTC
enabl ed browsers and they visit some Wb server which operates a
calling service. Each of their browsers exposes standardi zed
JavaScript calling APIs (inplenmentated as browser built-ins) which
are used by the Wb server to set up a call between Alice and Bob.
The Web server al so serves as the signaling channel to transport
control messages between the browsers. While this systemis
topologically simlar to a conventional SIP-based system (with the
Web server acting as the signaling service and browsers acting as
sof t phones), control has noved to the central Wb server; the browser
sinply provides APl points that are used by the calling service. As
with any Web application, the Wb server can nove |ogic between the
server and JavaScript in the browser, but regardl ess of where the
code is executing, it is ultimately under control of the server

It should be i medi ately apparent that this type of system poses new
security chall enges beyond those of a conventional VolP system In
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particular, it needs to contend with malicious calling services. For
exanple, if the calling service can cause the browser to make a cal
at any tine to any callee of its choice, then this facility can be
used to bug a user’s conputer without their know edge, sinply by
placing a call to sone recording service. Mre subtly, if the
exposed APIs allow the server to instruct the browser to send
arbitrary content, then they can be used to bypass firewalls or nount
deni al of service attacks. Any successful systemw |l need to be
resistant to this and other attacks.

A conpani on docunent [I-D.ietf-rtcweb-security-arch] describes a
security architecture intended to address the issues raised in this
docunent .

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. The Browser Threat Model

The security requirements for WebRTC follow directly fromthe
requirenent that the browser’s job is to protect the user. Huang et
al . [huang-w2sp] summarize the core browser security guarantee as:

Users can safely visit arbitrary web sites and execute scripts
provi ded by those sites.

It is inmportant to realize that this includes sites hosting arbitrary
mal i ci ous scripts. The notivation for this requirenent is sinple:

it is trivial for attackers to divert users to sites of their choice.
For instance, an attacker can purchase display advertisenents which
direct the user (either automatically or via user clicking) to their
site, at which point the browser will execute the attacker’s scripts.
Thus, it is inportant that it be safe to view arbitrarily malicious
pages. O course, browsers inevitably have bugs which cause themto
fall short of this goal, but any new WbRTC functionality nust be
designed with the intent to neet this standard. The renmi nder of
this section provides nore background on the existing Wb security
nodel .

In this nodel, then, the browser acts as a TRUSTED COVPUTI NG BASE
(TCB) both fromthe user’s perspective and to sone extent fromthe
server’'s. \Wile HTM. and JavaScript (JS) provided by the server can
cause the browser to execute a variety of actions, those scripts
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operate in a sandbox that isolates themboth fromthe user’s conputer
and from each other, as detail ed bel ow

Conventionally, we refer to either WEB ATTACKERS, who are able to

i nduce you to visit their sites but do not control the network, and
NETWORK ATTACKERS, who are able to control your network. Network
attackers correspond to the [ RFC3552] "Internet Threat Mdel". Note
that for HTTP traffic, a network attacker is also a Wb attacker,
since it can inject traffic as if it were any non-HTTPS Wb site.
Thus, when anal yzi ng HTTP connections, we nust assune that traffic is
going to the attacker.

3.1. Access to Local Resources

Wil e the browser has access to local resources such as keying
material, files, the canera and the nicrophone, it strictly linmts or
forbi ds web servers from accessing those sanme resources. For
instance, while it is possible to produce an HTM. form which will
allow file upload, a script cannot do so w thout user consent and in
fact cannot even suggest a specific file (e.g., /etc/passwd); the
user must explicitly select the file and consent to its upl oad.
[Note: in nmany cases browsers are explicitly designed to avoid
dialogs with the semantics of "click here to screw yourself", as
extensive research shows that users are prone to consent under such
ci rcumst ances. ]

Simlarly, while Flash programs (SWs) [ SW] can access the canera
and nicrophone, they explicitly require that the user consent to that
access. In addition, sonme resources sinply cannot be accessed from
the browser at all. For instance, there is no real way to run
specific executables directly froma script (though the user can of
course be induced to downl oad executable files and run then

3.2. Sane Oigin Policy

Many ot her resources are accessible but isolated. For instance,
while scripts are allowed to nake HTTP requests via the
XMLHt t pRequest () APl those requests are not allowed to be nade to any
server, but rather solely to the sane ORIG@ N from whence the script
came xref target="RFC6454"/> (although CORS [ CORS] and WebSockets

[ RFC6455] provide a escape hatch fromthis restriction, as described
below.) This SAME ORIA N POLICY (SOP) prevents server A from
nmounting attacks on server B via the user’s browser, which protects
both the user (e.g., fromm suse of his credentials) and the server B
(e.g., fromDoS attack).

More generally, SOP forces scripts fromeach site to run in their
own, isolated, sandboxes. Wile there are techniques to allow them
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3. 3.

4.

to interact, those interactions generally nust be nutually consensua
(by each site) and are limted to certain channels. For instance,
mul ti pl e pages/ browser panes fromthe sanme origin can read each
other’s JS variables, but pages fromthe different origins--or even
ifranes fromdifferent origins on the sane page--cannot.

Bypassi ng SOP: CORS, WbSockets, and consent to conmunicate

Wil e SOP serves an inportant security function, it also nmakes it

i nconvenient to wite certain classes of applications. In
particul ar, mash-ups, in which a script fromorigin A uses resources
fromorigin B, can only be achieved via a certain anmount of hackery.
The WBC Cross-Origin Resource Sharing (CORS) spec [CORS] is a
response to this demand. In CORS, when a script fromorigin A
execut es what woul d otherwi se be a forbidden cross-origin request,
the browser instead contacts the target server to determ ne whether
it iswilling to allow cross-origin requests fromA. If it is so
willing, the browser then allows the request. This consent
verification process is designed to safely allow cross-origin
requests.

While CORS is designed to allow cross-origin HITP requests,
WebSocket s [ RFC6455] allows cross-origin establishnent of transparent
channel s. Once a WebSockets connection has been established froma
script to a site, the script can exchange any traffic it likes

wi thout being required to frane it as a series of HITP request/
response transactions. As with CORS, a WbSockets transaction starts
with a consent verification stage to avoid allowing scripts to sinply
send arbitrary data to another origin.

Whi |l e consent verification is conceptually sinple--just do a
handshake before you start exchangi ng the real data--experience has
shown that designing a correct consent verification systemis
difficult. 1In particular, Huang et al. [huang-w2sp] have shown
vulnerabilities in the existing Java and Flash consent verification
techniques and in a sinplified version of the WebSockets handshake.
In particular, it is inportant to be wary of CROSS- PROTOCOL attacks
in which the attacking script generates traffic which is acceptable
to some non-Web protocol state machine. 1In order to resist this form
of attack, WebSockets incorporates a masking technique intended to
randoni ze the bits on the wire, thus making it nore difficult to
generate traffic which resenbles a given protocol

Security for WebRTC Applications
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4.1. Access to Local Devices

As discussed in Section 1, allowing arbitrary sites to initiate calls
viol ates the core Wb security guarantee; w thout sone access
restrictions on |ocal devices, any malicious site could sinply bug a
user. At minimum then, it MJST NOT be possible for arbitrary sites
toinitiate calls to arbitrary locations w thout user consent. This
i medi ately rai ses the question, however, of what should be the scope
of user consent.

In order for the user to make an intelligent decision about whether
to allow a call (and hence his canera and m crophone input to be
routed somewhere), he nust understand either who is requesting
access, where the nmedia is going, or both. As detailed below there
are two basic conceptual nodels:

You are sending your nedia to entity A because you want to talk to
Entity A (e.g., your nother).

Entity A (e.g., a calling service) asks to access the user’s
devices with the assurance that it will transfer the nmedia to
entity B (e.g., your nother)

In either case, identity is at the heart of any consent decision
Moreover, identity is all that the browser can neani ngfully enforce;
if you are calling A, A can sinply forward the nedia to C Sinilarly,
if you authorize Ato place a call to B, Acan call Cinstead. In
either case, all the browser is able to do is verify and check

aut hori zation for whoever is controlling where the nedia goes. The
target of the media can of course advertise a security/privacy
policy, but this is not sonmething that the browser can enforce. Even
so, there are a variety of different consent scenarios that notivate
different technical consent mechani sms. W di scuss these nechanisns
in the sections bel ow

It’s inmportant to understand that consent to access |ocal devices is
| argely orthogonal to consent to transmit various kinds of data over
the network (see Section 4.2. Consent for device access is largely a
matter of protecting the user’s privacy frommalicious sites. By
contrast, consent to send network traffic is about preventing the
user’'s browser frombeing used to attack its local network. Thus, we
need to ensure conmuni cations consent even if the site is not able to
access the canera and m crophone at all (hence WbSockets's consent
nmechani sn) and sinmilarly we need to be concerned with the site
accessing the user’s camera and m crophone even if the data is to be
sent back to the site via conventional HITP-based network nechani sns
such as HITP POST
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4.1.1. Threats from Screen Sharing

In addition to canmera and m crophone access, there has been demand
for screen and/or application sharing functionality. Unfortunately,
the security inplications of this functionality are nuch harder for
users to intuitively analyze than for camera and ni crophone access.
(See
http://1ists.w3.org/Archives/Public/public-webrtc/2013Mar/0024. ht n
for a full analysis.)

The nost obvious threats are sinply those of "oversharing". 1.e.,
the user may believe they are sharing a window when in fact they are
sharing an application, or may forget they are sharing their whole
screen, icons, notifications, and all. This is already an issue with
exi sting screen sharing technol ogies and is made sonewhat worse if a
partially trusted site is responsible for asking for the resource to
be shared rather than having the user propose it.

A | ess obvious threat involves the inpact of screen sharing on the
Web security nodel. A key part of the Same Origin Policy is that
HTML or JS fromsite A can reference content fromsite B and cause
the browser to load it, but (unless explicitly permtted) cannot see
the result. However, if a web application froma site is screen
sharing the browser, then this violates that invariant, with serious
security consequences. For exanple, an attacker site m ght request
screen sharing and then briefly open up a new Wndow to the user’s
bank or Gmail account, using screen sharing to read the resulting

di spl ayed content. A nore sophisticated attack woul d be open up a
source view window to a site and use the screen sharing result to
view anti cross-site request forgery tokens.

These threats suggest that screen/application sharing mght need a
hi gher | evel of user consent than access to the camera or mnicrophone.

4.1.2. Calling Scenarios and User Expectations
Wil e a |l arge nunmber of possible calling scenarios are possible, the
scenarios discussed in this section illustrate many of the

difficulties of identifying the relevant scope of consent.

4.1.2.1. Dedicated Calling Services

The first scenario we consider is a dedicated calling service. In
this case, the user has a relationship with a calling site and
repeatedly nmakes calls onit. It is likely that rather than having

to give permission for each call that the user will want to give the
calling service long-termaccess to the canmera and ni crophone. This
is anatural fit for a long-termconsent nmechanism (e.g., installing
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an app store "application" to indicate permission for the calling
service.) A variant of the dedicated calling service is a gam ng
site (e.g., a poker site) which hosts a dedicated calling service to
all ow players to call each other

Wth any kind of service where the user nay use the sane service to
talk to many different people, there is a question about whether the
user can know who they are talking to. |If | grant perm ssion to
calling service Ato nmake calls on ny behalf, then | aminplicitly
granting it perm ssion to bug ny conputer whenever it wants. This
suggest s anot her consent nodel in which a site is authorized to nake
calls but only to certain target entities (identified via nedia-plane
crypt ographi ¢ nechani sns as described in Section 4.3.2 and especially
Section 4.3.2.3.) Note that the question of consent here is related

to but distinct fromthe question of peer identity: | mght be
willing to allowa calling site to in general initiate calls on ny
behal f but still have sonme calls via that site where | can be sure

that the site is not listening in.
4.1.2.2. Calling the Site You' re On

Anot her sinple scenario is calling the site you're actually visiting.
The paradi gnatic case here is the "click here to talk to a
representative" w ndows that appear on nmany shopping sites. |In this
case, the user’'s expectation is that they are calling the site
they're actually visiting. However, it is unlikely that they want to
provi de a general consent to such a site; just because | want sone
information on a car doesn’t nean that | want the car manufacturer to
be able to activate ny nicrophone whenever they please. Thus, this
suggests the need for a second consent nmechani smwhere | only grant
consent for the duration of a given call. As described in

Section 3.1, great care nust be taken in the design of this interface
to avoid the users just clicking through. Note also that the user
interface chrome nust clearly display el enents showi ng that the cal
is continuing in order to avoid attacks where the calling site just
leaves it up indefinitely but shows a Web U that inplies otherw se.

4.1.3. Oigin-Based Security

Now t hat we have seen anot her use case, we can start to reason about
the security requirenents.

As discussed in Section 3.2, the basic unit of Wb sandboxing is the
origin, and so it is natural to scope consent to origin.

Specifically, a script fromorigin A MIST only be allowed to initiate
communi cati ons (and hence to access canera and microphone) if the
user has specifically authorized access for that origin. It is of
course technically possible to have coarser-scoped perm ssions, but
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because the Wb nodel is scoped to origin, this creates a difficult
m smat ch.

Arguably, origin is not fine-grained enough. Consider the situation
where Alice visits a site and authorizes it to make a single call.

If consent is expressed solely in terms of origin, then at any future
visit to that site (including one induced via mash-up or ad network),
the site can bug Alice’'s conputer, use the conputer to place bogus
calls, etc. Wile in principle Alice could grant and then revoke the
privilege, in practice privileges accunulate; if we are concerned
about this attack, sonething else is needed. There are a nunber of
potential counterneasures to this sort of issue.

I ndi vi dual Consent
Ask the user for perm ssion for each call.

Cal | ee-oriented Consent
Only allow calls to a given user

Crypt ogr aphi ¢ Consent
Only allow calls to a given set of peer keying naterial or to a
cryptographically established identity.

Unfortunately, none of these approaches is satisfactory for al

cases. As discussed above, individual consent puts the user’s
approval in the U flow for every call. Not only does this quickly
becone annoying but it can train the user to sinmply click "OK", at

whi ch point the consent becones useless. Thus, while it nmay be
necessary to have individual consent in sone case, this is not a
suitable solution for (for instance) the calling service case. Were
necessary, in-flow user interfaces nmust be carefully designed to
avoid the risk of the user blindly clicking through.

The other two options are designed to restrict calls to a given
target. Callee-oriented consent provided by the calling site not
work well because a malicious site can claimthat the user is calling
any user of his choice. One fix for this is totie calls to a
cryptographically established identity. Wile not suitable for al
cases, this approach may be useful for some. |If we consider the case
of advertising, it’'s not particularly convenient to require the
advertiser to instantiate an iframe on the hosting site just to get
perm ssion; a nore conveni ent approach is to cryptographically tie
the advertiser’'s certificate to the comunication directly. W're
still tying perm ssions to origin here, but to the nedia origin
(and-or destination) rather than to the Wb origin.
[I-D.ietf-rtcweb-security-arch] describes nechani sns which facilitate
this sort of consent.
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Anot her case where nedi a-1evel cryptographic identity nmakes sense is
when a user really does not trust the calling site. For instance, |
m ght be worried that the calling service will attenpt to bug ny
conmputer, but | also want to be able to conveniently call ny friends.
If consent is tied to particular comunications endpoints, then ny
risk is linmted. Naturally, it is somewhat challenging to design U
primtives which express this sort of policy. The problem becones
even nore challenging in nulti-user calling cases.

4.1.4. Security Properties of the Calling Page

Origin-based security is intended to secure agai nst web attackers.
However, we nust also consider the case of network attackers.

Consi der the case where | have granted permission to a calling
service by an origin that has the HTTP schene, e.g.
http://calling-service.exanple.com |f | ever use ny conputer on an
unsecured network (e.g., a hotspot or if ny own hone wrel ess network
is insecure), and browse any HTTP site, then an attacker can bug ny
computer. The attack proceeds like this:

1. | connect to http://anything.exanple.org/. Note that this site
is unaffiliated with the calling service.

2. The attacker nodifies my HTTP connection to inject an | FRAVE (or
aredirect) to http://calling-service.exanple.com

3. The attacker forges the response apparently
http://calling-service.exanple.coml to inject JSto initiate a
call to hinmself.

Note that this attack does not depend on the media being insecure.
Because the call is to the attacker, it is also encrypted to him
Moreover, it need not be executed i medi ately; the attacker can
"infect" the origin sem -permanently (e.g., with a web worker or a
popped-up wi ndow that is hidden under the main wi ndow.) and thus be
able to bug ne long after | have left the infected network. This
risk is created by allowing calls at all froma page fetched over
HTTP.

Even if calls are only possible fromHITPS sites, if the site enbeds
active content (e.g., JavaScript) that is fetched over HITP or from
an untrusted site, because that JavaScript is executed in the
security context of the page [finer-grained]. Thus, it is also
dangerous to all ow WbRTC functionality fromHTTPS origins that enbed
nm xed content. Note: this issue is not restricted to PAGES which
contain mxed content. |If a page froma given origin ever |oads

m xed content then it is possible for a network attacker to infect
the browser’s notion of that origin sem -permanently.
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4.2. Communi cations Consent Verification

As discussed in Section 3.3, allow ng web applications unrestricted
networ k access via the browser introduces the risk of using the
browser as an attack platform agai nst machi nes which woul d not

ot herwi se be accessible to the malicious site, for instance because
they are topologically restricted (e.g., behind a firewall or NAT).
In order to prevent this formof attack as well as cross-protoco
attacks it is inmportant to require that the target of traffic
explicitly consent to receiving the traffic in question. Until that
consent has been verified for a given endpoint, traffic other than

t he consent handshake MJUST NOT be sent to that endpoint.

4.2.1. |ICE

Verifying receiver consent requires sonme sort of explicit handshake,
but conveniently we already need one in order to do NAT hol e-
punching. | CE [ RFC5245] includes a handshake designed to verify that
the receiving elenent wishes to receive traffic fromthe sender. It
is inportant to remenber here that the site initiating ICEis
presunmed malicious; in order for the handshake to be secure the

recei ving el ement MJST denonstrate recei pt/know edge of sone val ue
not available to the site (thus preventing the site fromforging
responses). In order to achieve this objective with ICE, the STUN
transaction I Ds nust be generated by the browser and MJUST NOT be nade
available to the initiating script, even via a diagnostic interface.
Verifying receiver consent also requires verifying the receiver wants
to receive traffic froma particular sender, and at this tine; for
exanple a nalicious site nmay sinply attenpt I CE to known servers that
are using ICE for other sessions. |CE provides this verification as
wel |, by using the STUN credentials as a formof per-session shared
secret. Those credentials are known to the Web application, but
woul d need to al so be known and used by the STUN-receiving elenment to
be usef ul

There al so needs to be sone nechanismfor the browser to verify that
the target of the traffic continues to wish to receive it. Because
| CE keepalives are indications, they will not work here, so some

ot her nmechanismis needed as described in

[1-D. mut hu- behave- consent - f reshness].

4.2.2. Masking

Once consent is verified, there still is sone concern about
m sinterpretation attacks as described by Huang et al.[huang-w2sp].
Once consent is verified, there still is sonme concern about

m sinterpretation attacks as descri bed by Huang et al.[huang-w2sp].
Where TCP is used the risk is substantial due to the potentia
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presence of transparent proxies and therefore if TCP is to be used,
then WebSockets styl e maski ng MUST be enpl oyed.

Since DTLS (with the anti-chosen pl ai ntext nechanisns required by TLS
1.1) does not allow the attacker to generate predictable ciphertext,
there is no need for nmasking of protocols running over DTLS (e.g.
SCTP over DTLS, UDP over DTLS, etc.).

4.2.3. Backward Conpatibility

Arequirenment to use ICE limts conpatibility with | egacy non-1CE
clients. It seems unsafe to conpletely renove the requirenent for
some check. All proposed checks have the common feature that the
browser sends some nessage to the candidate traffic recipient and
refuses to send other traffic until that nessage has been replied to.
The nmessage/reply pair nmust be generated in such a way that an
attacker who controls the Web application cannot forge them
general ly by having the nmessage contain sone secret value that nust
be incorporated (e.g., echoed, hashed into, etc.). Non-ICE
candidates for this role (in cases where the | egacy endpoint has a
publ i c address) include:

0 STUN checks without using ICE (i.e., the non-RTC-web endpoint sets
up a STUN responder.)
0 Use or RTCP as an inplicit reachability check

In the RTCP approach, the WbRTC endpoint is allowed to send a
limted nunber of RTP packets prior to receiving consent. This

all ows a short wi ndow of attack. |In addition, sonme |egacy endpoints
do not support RTCP, so this is a nmuch nore expensive solution for
such endpoints, for which it would likely be easier to inplenment |CE
For these two reasons, an RTCP-based approach does not seemto
address the security issue satisfactorily.

In the STUN approach, the WbRTC endpoint is able to verify that the
recipient is running sone kind of STUN endpoint but unless the STUN
responder is integrated with the | CE usernane/ password establ i shnent
system the WebRTC endpoi nt cannot verify that the recipient consents
to this particular call. This may be an issue if existing STUN
servers are operated at addresses that are not able to handle
bandwi dt h- based attacks. Thus, this approach does not seem
satisfactory either.

If the systens are tightly integrated (i.e., the STUN endpoi nt
responds with responses authenticated with I CE credentials) then this
i ssue does not exist. However, such a design is very close to an
ICE-Lite inplenentation (indeed, arguably is one). An internediate
approach woul d be to have a STUN extension that indicated that one
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was responding to WebRTC checks but not conputing integrity checks
based on the I CE credentials. This would allow the use of standal one
STUN servers without the risk of confusing themwi th | egacy STUN
servers. |If a non-I1CE | egacy solution is needed, then this is
probably the best choice.

Once initial consent is verified, we also need to verify continuing
consent, in order to avoid attacks where two people briefly share an
IP (e.g., behind a NAT in an Internet cafe) and the attacker arranges
for a large, unstoppable, traffic flowto the network and then

| eaves. The appropriate technologies here are fairly simlar to
those for initial consent, though are perhaps weaker since the
threats is | ess severe

4.2.4. | P Location Privacy

Note that as soon as the callee sends their |CE candidates, the
caller learns the callee’s I P addresses. The callee' s server
reflexive address reveals a lot of information about the callee's
location. |In order to avoid tracking, inplenentations may wish to
suppress the start of ICE negotiation until the callee has answered.
In addition, either side may wish to hide their location entirely by
forcing all traffic through a TURN server.

In ordinary operation, the site | earns the browser’s |P address,
though it may be hidden via mechanisns |ike Tor

[http://ww. torproject.org] or a VPN. However, because sites can
cause the browser to provide |P addresses, this provides a nechani sm
for sites to | earn about the user’s network environnent even if the
user is behind a VPN that masks their I P address. |Inplementations

wi sh to provide settings which suppress all non-VPN candidates if the
user is on certain kinds of VPN, especially privacy-oriented systens
such as Tor.

4. 3. Communi cations Security

Finally, we consider a problemfaniliar fromthe SIP world:
communi cati ons security. For obvious reasons, it MJST be possible
for the comunicating parties to establish a channel which is secure
agai nst both nessage recovery and nessage nodification. (See

[ RFC5479] for nore details.) This service nust be provided for both
data and voice/video. ldeally the same security mechani sns woul d be
used for both types of content. Technology for providing this
service (for instance, SRTP [ RFC3711], DTLS [RFC4347] and DTLS- SRTP
[ RFC5763]) is well understood. However, we nust exanmine this
technol ogy to the WbRTC context, where the threat nodel is sonewhat
different.
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In general, it is inportant to understand that unlike a conventiona
SIP proxy, the calling service (i.e., the Wb server) controls not
only the channel between the comunicating endpoints but also the
application running on the user’'s browser. Wile in principle it is
possi ble for the browser to cut the calling service out of the |oop
and directly present trusted information (and perhaps get consent),
practice in nodern browsers is to avoid this whenever possible. "In-
fl ow' nodal dial ogs which require the user to consent to specific
actions are particularly disfavored as human factors research

i ndi cates that unless they are nmade extrenely invasive, users sinply
agree to themwi thout actually consciously giving consent.
[abarth-rtcweb]. Thus, nearly all the U wll necessarily be
rendered by the browser but under control of the calling service.
This likely includes the peer’s identity information, which, after
all, is only nmeaningful in the context of some calling service.

This linmtation does not nmean that preventing attack by the calling
service is conpletely hopel ess. However, we need to distinguish
bet ween two cl asses of attack:

Retrospecti ve conpromi se of calling service
The calling service is is non-malicious during a call but
subsequently is conprom sed and wi shes to attack an ol der cal
(often called a "passive attack")

During-call attack by calling service
The calling service is comprom sed during the call it wishes to
attack (often called an "active attack").

Provi ding security against the former type of attack is practica
usi ng the techniques discussed in Section 4.3.1. However, it is
extrenmely difficult to prevent a trusted but malicious calling
service fromactively attacking a user’s calls, either by nounting a
M TM attack or by diverting thementirely. (Note that this attack
applies equally to a network attacker if conmunications to the
calling service are not secured.) W discuss sone potentia
approaches and why they are likely to be inpractical in

Section 4. 3. 2.

4.3.1. Protecting Against Retrospective Conprom se
In a retrospective attack, the calling service was unconprom sed
during the call, but that an attacker subsequently wants to recover
the content of the call. W assune that the attacker has access to
the protected nedia streamas well as having full control of the
calling service

If the calling service has access to the traffic keying material (as
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in SDES [ RFC4568]), then retrospective attack is trivial. This form
of attack is particularly serious in the Wb context because it is
standard practice in Wb services to run extensive |oggi ng and
monitoring. Thus, it is highly likely that if the traffic key is
part of any HTTP request it will be | ogged sonewhere and thus subject
to subsequent conpronmise. It is this consideration that nmakes an
automatic, public key-based key exchange mechani smi nperative for
WebRTC (this is a good idea for any commruni cati ons security system
and t his nechani sm SHOULD provi de perfect forward secrecy (PFS). The
signaling channel/calling service can be used to authenticate this
mechani sm

In addition, if end-to-end keying is in used, the system MJUST NOT
provide any APls to extract either long-termkeying material or to
directly access any stored traffic keys. Oherw se, an attacker who
subsequently conpromi sed the calling service mght be able to use
those APIs to recover the traffic keys and thus conproni se the
traffic.

4.3.2. Protecting Against During-Call Attack

Protecting agai nst attacks during a call is a nore difficult
proposition. Even if the calling service cannot directly access
keying material (as recommended in the previous section), it can
simply nmount a man-in-the-mniddle attack on the connection, telling
Alice that she is calling Bob and Bob that he is calling Alice, while
in fact the calling service is acting as a calling bridge and
capturing all the traffic. Protecting against this formof attack
requires positive authentication of the renpte endpoint such as
explicit out-of-band key verification (e.g., by a fingerprint) or a
third-party identity service as described in
[I-D.ietf-rtcweb-security-arch].

4.3.2.1. Key Continuity

One natural approach is to use "key continuity". While a nalicious
calling service can present any identity it chooses to the user, it
cannot produce a private key that maps to a given public key. Thus,
it is possible for the browser to note a given user’s public key and
generate an al arm whenever that user’s key changes. SSH [ RFC4251]
uses a simlar technique. (Note that the need to avoid explicit user
consent on every call precludes the browser requiring an inrediate
manual check of the peer’s key).

Unfortunately, this sort of key continuity mechanismis far |ess
useful in the WbRTC context. First, much of the virtue of WDbRTC
(and any Wb application) is that it is not bound to particul ar piece
of client software. Thus, it will be not only possible but routine
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for a user to use nmultiple browsers on different conputers which wll
of course have different keying material (SACRED [ RFC3760]

notw t hstanding.) Thus, users will frequently be alerted to key

m smat ches which are in fact conpletely legitimate, with the result
that they are trained to sinply click through them As it is known
that users routinely will click through far nore dire warnings
[cranor-wolf], it seenms extrenely unlikely that any key continuity
mechanismw || be effective rather than sinply annoying.

Moreover, it is trivial to bypass even this kind of nechani sm

Recal | that unlike the case of SSH, the browser never directly gets
the peer’s identity fromthe user. Rather, it is provided by the
calling service. Even enabling a nechanismof this type would
require an APl to allowthe calling service to tell the browser "this
is acall touser X'. Al the calling service needs to do to avoid
triggering a key continuity warning is to tell the browser that "this
is acall to user Y' where Yis close to X. Even if the user actually
checks the other side’s nane (which all avail abl e evidence indicates
is unlikely), this would require (a) the browser to trusted U to
provi de the name and (b) the user to not be fooled by simlar
appeari ng nanes

4,.3.2.2. Short Authentication Strings

ZRTP [ RFC6189] uses a "short authentication string" (SAS) which is
derived fromthe key agreenment protocol. This SAS is designed to be
compared by the users (e.g., read aloud over the the voice channel or
transmitted via an out of band channel) and if confirnmed by both
sides precludes MTM attack. The intention is that the SAS is used
once and then key continuity (though a different nmechani smfromthat
di scussed above) is used thereafter

Unfortunately, the SAS does not offer a practical solution to the
probl em of a conpronised calling service. "Voice conversion"
systens, which nodify voice fromone speaker to nake it sound |ike
anot her, are an active area of research. These systens are already
good enough to fool both automatic recognition systens

[ farus-conversion] and humans [kai n-conversion] in nmany cases, and
are of course likely to inprove in future, especially in an

envi ronnment where the user just wants to get on with the phone call
Thus, even if SAS is effective today, it is likely not to be so for
nmuch | onger.

Additionally, it is unclear that users will actually use an SAS. As
di scussed above, the browser U constraints preclude requiring the
SAS exchange prior to conpleting the call and so it nust be
voluntary; at nost the browser will provide sonme U indicator that
the SAS has not yet been checked. However, it it is well-known that
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when faced with optional security mechani sms, many users sinply
i gnore them [whitten-johnny].

Once uses have checked the SAS once, key continuity is required to
avoid them needing to check it on every call. However, this is
problematic for reasons indicated in Section 4.3.2.1. In principle
it is of course possible to render a different U elenment to indicate
that calls are using an unauthenticated set of keying materia

(recall that the attacker can just present a slightly different nane
so that the attack shows the same U as a call to a new device or to
sonmeone you haven’'t called before) but as a practical matter, users
sinply ignore such indicators even in the rather nore dire case of

m xed content warni ngs.

4.3.2.3. Third Party ldentity

The conventional approach to providing comunications identity has of
course been to have sone third party identity system(e.g., PKlI) to
aut henticate the endpoints. Such mechani sms have proven to be too
cunber sonme for use by typical users (and nearly too cunbersone for
adm nistrators). However, a new generation of Web-based identity
provi ders (Browserl D, Federated Google Login, Facebook Connect,

QAut h, Openl D, WebFinger), has recently been devel oped and use Wb
technol ogies to provide |ightweight (fromthe user’s perspective)
third-party authenticated transactions. It is possible to use
systens of this type to authenticate WbRTC calls, linking themto
exi sting user notions of identity (e.g., Facebook adjacencies).
Specifically, the third-party identity systemis used to bind the
user’'s identity to cryptographic keying material which is then used
to authenticate the calling endpoints. Calls which are authenticated
in this fashion are naturally resistant even to active MTM attack by
the calling site.

Note that there is one special case in which PKI-style certificates
do provide a practical solution: calls fromend-users to |arge
sites. For instance, if you are making a call to Amazon.com then
Amazon can easily get a certificate to authenticate their nedia
traffic, just as they get one to authenticate their Wb traffic.

Thi s does not provide additional security value in cases in which the
calling site and the nedia peer are one in the same, but night be
useful in cases in which third parties (e.g., ad networks or
retailers) arrange for calls but do not participate in them

4.3.2.4. Page Access to Media
Identifying the identity of the far nedia endpoint is a necessary but

not sufficient condition for providing nmedia security. In WbRTC
media flows are rendered into HTM.5 Medi aStreans which can be
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mani pul ated by the calling site. oviously, if the site can nodify
or view the nedia, then the user is not getting the |evel of
assurance they woul d expect from being able to authenticate their
peer. In many cases, this is acceptabl e because the user val ues
site-based special effects over conplete security fromthe site.
However, there are al so cases where users wish to know that the site
cannot interfere. In order to facilitate that, it will be necessary
to provide features whereby the site can verifiably give up access to
the media streans. This verification nmust be possible both fromthe
| ocal side and the renpte side. I.e., | nust be able to verify that
the person | amcalling has engaged a secure nedia node. In order to
achieve this it will be necessary to cryptographically bind an

i ndi cation of the Iocal nmedia access policy into the cryptographic
aut henti cation procedures detailed in the previous sections.

4,.3.3. Mlicious Peers

One class of attack that we do not generally try to prevent is
mal i ci ous peers. For instance, no matter what confidentiality
measures you enpl oy the person you are talking to mght record the
call and publish it on the Internet. Simlarly, we do not attenpt to
prevent them from using voice or video processing technol ogy from

hi di ng or changing their appearance. While technologies (DRM etc.)
do exist to attenpt to address these issues, they are generally not
compatible with open systens and WebRTC does not address them

Simlarly, we make no attenpt to prevent prank calling or other
unwanted calls. In general, this is in the scope of the calling
site, though because WbRTC does offer sonme forns of strong

aut hentication, that may be useful as part of a defense against such
att acks.

4.4. Privacy Considerations
4.4.1. Correlation of Anonynous Calls

Whi | e persistent endpoint identifiers can be a useful security
feature (see Section 4.3.2.1 they can al so represent a privacy threat
in settings where the user wi shes to be anonynous. WDbRTC provides a
nunber of possible persistent identifiers such as DTLS certificates
(if they are reused between connections) and RTCP CNAMES (if
generated according to [ RFC6222] rather than the privacy preserving
nmode of [I-D.ietf-avtcore-6222bis]). In order to prevent this type
of correlation, browsers need to provide nmechanisns to reset these
identifiers (e.g., with the sane lifetinme as cookies). Mreover, the
APl shoul d provide nechanisns to allow sites intended for anonynous
calling to force the mnting of fresh identifiers
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4.4.

8.

8.

1.

2. Browser Fingerprinting

Any new set of APl features adds a risk of browser fingerprinting,
and WebRTC i s no exception. Specifically, sites can use the presence
or absence of specific devices as a browser fingerprint. In general
the APl needs to be bal anced between functionality and the
incremental fingerprint risk

Security Considerations

This entire docunent is about security.
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