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Abstract

Thi s docunent describes an extension to the basic IP fast re-route
mechani sm descri bed in RFC5286, that provides additional backup

connectivity for point to point link failures when none can be
provi ded by the basic nechani sns.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on August 3, 2015.
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1.

I nt roducti on

RFC 5714 [RFC5714] describes a franework for I P Fast Re-route (| PFRR)
and provides a sunmary of various proposed | PFRR solutions. A basic
mechani sm using | oop-free alternates (LFAs) is described in [ RFC5286]
that provides good repair coverage in many topol ogi es [ RFC6571],
especially those that are highly meshed. However, sone topol ogies,
notably ring based topol ogies are not well protected by LFAs al one
because there is no neighbor of the point of |local repair (PLR) that
has a cost to the destination without traversing the failure that is
cheaper than the cost to the destination via the failure.

The met hod described in this docunment extends LFA approach descri bed
in [ RFC5286] to cover many of these cases by tunneling the packets
that require IPFRR to a node that is both reachable fromthe PLR and
can reach the destination

Ter m nol ogy

Thi s docunment uses the terns defined in [RFC5714]. This section
defines additional terns that are used in this document.

Repair tunnel A tunnel established for the purpose of providing a
virtual nei ghbor which is a Loop Free Alternate.

P- space The P-space of a router with respect to a protected
link is the set of routers reachable fromthat
specific router using the pre-convergence shortest
pat hs, wi thout any of those paths (including equa
cost path splits) transiting that protected |ink

For exanple, the P-space of Swith respect to link
S-E, is the set of routers that S can reach w thout
using the protected link S-E

Ext ended P-space

Consi der the set of neighbours of a router protecting
a link. Exclude fromthat set of routers the router
reachabl e over the protected link. The extended
P-space of the protecting router with respect to the
protected link is the union of the P-spaces of the
nei ghbours in that set of neighbours with respect to
the protected Iink (see Section 5.2.1.2).

Q space Q space of a router with respect to a protected |ink
is the set of routers fromwhich that specific router
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can be reached w thout any path (including equal cost
path splits) transiting that protected I|ink.

PQ node A PQ node of a node S with respect to a protected |ink
S-E is a node which is a nenber of both the P-space
(or the extended P-space) of S with respect to that
protected link S-E and the Q space of E with respect
to that protected link SSE. A repair tunnel endpoint
is chosen fromthe set of PQ nodes.

Renote LFA (RLFA) The use of a PQ node rather than a nei ghbour of
the repairing node as the next hop in an LFA repair
[ RFC5286] .

In this docunment the notation X-Y is used to nmean the path fromX to
Y over the link directly connecting X and Y, whilst the notation X->Y
refers to the shortest path fromX to Y via sone set of unspecified
nodes including the null set (i.e. Including over a link directly
connecting X and Y)

3. Overview of Solution

The problem of LFA I PFRR reachability in sonme networks is illustrated
by the network fragment shown in Figure 1 bel ow

S--E
/ \
A D
\ /
B---C
Figure 1: A sinple ring topol ogy
If all link costs are equal, traffic transiting link S-E cannot be

fully protected by LFAs. The destination Cis an ECMP from S, and so
traffic to C can be protected when S-E fails, but traffic to D and E
are not protectabl e using LFAs.

Thi s docunent describes extensions to the basic repair nechanismin
whi ch tunnels are used to provide additional |ogical |inks which can
then be used as |loop free alternates where none exist in the origina
topology. In Figure 1 S can reach A, B, and C without going via S-E
these form S s extended P-space with respect to S-E. The routers
that can reach E without going through SSE will be in Es Q space
with respect to link S-E; these are D and C. B has equal -cost paths
to Evia B-A-S-E and B-CD-E and so the forwarder at S m ght choose
to send a packet to Evia link SSE. Hence Bis not in the Q space of
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Ewith respect to link SSE.  The single node in both S s extended
P-space and EEs Q@ space is C, thus node Cis selected as the repair
tunnel’s end-point. Thus, if a tunnel is provided between S and C as
shown in Figure 2 then C, now being a direct neighbor of S would
becone an LFA for D and E. The definition of (extended-)P space and
Q space are provided in Section 2 and details of the cal cul ation of
the tunnel end points is provided in Section 5. 2.

The non-failure traffic distribution is not disrupted by the

provi sion of such a tunnel since it is only used for repair traffic
and MUST NOT be used for normal traffic. Note that Operations and
Mai nt enance (OAM traffic specifically to verify the viability of the
repair MAY traverse the tunnel prior to a failure.

S---E

/I \ \
A\ D

\ \

B---C

Figure 2: The addition of a tunne

The use of this technique is not restricted to ring based topol ogi es,
but is a general nechani smwhich can be used to enhance the
protection provided by LFAs. A study of the protection achieved
using remote LFA in typical service provider core networks is
provided in Section 9, and a side by side conparison between LFA and
renote LFA is provided in Section 9. 4.

Renote LFA is suitable for increnental deployment within a network
including a network that is already deploying LFA. Conputation of
the repair path requires acceptable CPU resources, and takes place
exclusively on the repairing node. In MPLS networks the targeted LDP
protocol needed to learn the |Iabel binding at the repair tunne
endpoint Section 8 is a well understood and wi dely depl oyed

t echnol ogy.

The techni que described in this docunent is directed at providing
repairs in the case of link failures. Considerations regardi ng node
failures are discussed in Section 7. This nmeno describes a solution
to the case where the failure occurs on a point to point link. It
covers the case where the repair first hop is reached via a broadcast
or non-broadcast nulti-access (NBMA) |ink such as a LAN, and the case
where the P or Qnode is attached via such a link. It does not
however cover the nore conplicated case where the failed interface is
a broadcast or non-broadcast nulti-access (NBMVA) i nk.
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Thi s docunent considers the case when the repair path is confined to
either a single area or to the level tw routing domain. 1In all

ot her cases, the chosen PQ node should be regarded as a tunne

adj acency of the repairing node, and the considerations described in
Section 6 of [RFC5286] taken into account.

4. Repair Paths

As with LFA FRR, when a router detects an adjacent link failure, it
uses one or nore repair paths in place of the failed link. Repair
pat hs are pre-conputed in anticipation of later failures so they can
be pronptly activated when a failure is detected.

A tunneled repair path tunnels traffic to some staging point in the
network fromwhich it is known that, in the absence of a worse than
anticipated failure, the traffic will travel to its destination using
normal forwardi ng w thout | ooping back. This is equivalent to
providing a virtual |oop-free alternate to suppl enent the physica

| oop-free alternates. Hence the nane "Renmbte LFA FRR'. Inits
simplest form when a |ink cannot be entirely protected with | oca
LFA nei ghbors, the protecting router seeks the help of a renote LFA
stagi ng point. Network manageability considerations may lead to a
repair strategy that uses a renote LFA nore frequently
[I-Dietf-rtgwg-Ifa-nmanageability].

Exanpl es of worse failures are node failures (see Section 7 ), the
failure of a shared risk link group (SRLG), the independent
concurrent failures of multiple links, broadcast or non-broadcast
mul ti-access (NBMA) |inks Section 3 ; protecting against such worse
failures is out of scope for this specification

4.1. Tunnels as Repair Paths

Consider an arbitrary protected link SSE. In LFA FRR, if a path to
the destination froma nei ghbor N of S does not cause a packet to

| oop back over the link SSE (i.e. Nis a loop-free alternate), then
S can send the packet to N and the packet will be delivered to the
destination using the pre-failure forwarding information. |If there
is no such LFA neighbor, then S nmay be able to create a virtual LFA
by using a tunnel to carry the packet to a point in the network which
is not a direct neighbor of S fromwhich the packet will be delivered
to the destination without [ooping back to S. In this docunment such
a tunnel is termed a repair tunnel. The tail-end of this tunnel (the
repair tunnel endpoint) is a "PQ node" and the repair nechanismis a
"remote LFA". This tunnel MJST NOT traverse the link S-E

Note that the repair tunnel term nates at sone internediate router
between S and E, and not Eitself. This is clearly the case, since
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if it were possible to construct a tunnel fromS to E then a
conventional LFA would have been sufficient to effect the repair.

4.2. Tunnel Requirenents

There are a nunber of IP in |IP tunnel mechanisns that nmay be used to
fulfil the requirements of this design, such as IP-in-1P [ RFC1853]
and GRE[ RFC1701]

In an MPLS enabl ed network using LDP[ RFC5036], a sinple |abe

st ack[ RFC3032] may be used to provide the required repair tunnel. In
this case the outer label is S s neighbor’s |label for the repair
tunnel end point, and the inner |label is the repair tunnel end
point’s | abel for the packet destination. |In order for Sto obtain
the correct inner label it is necessary to establish a targeted LDP
sessi on[ RFC5036] to the tunnel end point.

The selection of the specific tunnelling nmechani sm (and any necessary
enhancenents) used to provide a repair path is outside the scope of
this docunment. The deployment in an MPLS/ LDP environnent is
relatively sinple in the data plane as an LDP LSP from S to the
repair tunnel endpoint (the selected PQ node) is readily avail able,
and hence does not require any new protocol extension or design
change. This LSP is automatically established as a basic property of
LDP behavior. The performance of the encapsul ati on and decapsul ati on
is efficient as encapsulation is just a push of one I abel (like
conventional MPLS TE FRR) and the decapsulation is normally
configured to occur at the penultinmate hop before the repair tunne
endpoint. In the control plane, a targeted LDP (TLDP) session is
needed between the repairing node and the repair tunnel endpoint,
which will need to be established and the | abels processed before the
tunnel can be used. The tinme to establish the TLDP sessi on and
acquire labels will Iimt the speed at which a new tunnel can be put
into service. This is not anticipated to be a problemin nornal
operation since the nmanaged introduction and renoval of links is
relatively rare as is the incidence of failure in a well managed

net wor k.

When a failure is detected, it is necessary to inmedi ately redirect
traffic to the repair path. Consequently, the repair tunnel used
MUST be provisioned beforehand in anticipation of the failure. Since
the location of the repair tunnels is dynanically deternmined it is
necessary to automatically establish the repair tunnels. Miltiple
repair tunnels may share a tunnel end point.
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5. Construction of Repair Paths
5.1. Identifying Required Tunnel ed Repair Paths

Not all links will require protection using a tunneled repair path.
Referring to Figure 1, if E can already be protected via an LFA, S-E
does not need to be protected using a repair tunnel, since all
destinations normally reachable through E nmust therefore al so be
protectable by an LFA. Such an LFA is frequently termed a "link
LFA". Tunnel ed repair paths (which may be cal cul ated per-prefix) are
only required for links which do not have a link or per-prefix LFA

It should be noted that using the Q space of E as a proxy for the
Q space of each destination can result in failing to identify valid
renmote LFAs. The extent to which this reduces the effective
protection coverage is topol ogy dependent.

5.2. Deternining Tunnel End Points

The repair tunnel endpoint needs to be a node in the network
reachable fromS without traversing S-E. In addition, the repair
tunnel end point needs to be a node from which packets will normally
flow towards their destination without being attracted back to the
failed link S-E

Note that once released fromthe tunnel, the packet will be
forwarded, as normal, on the shortest path fromthe rel ease point to
its destination. This may result in the packet traversing the router
E at the far end of the protected |link S-E, but this is obviously not
required.

The properties that are required of repair tunnel end points are
therefore

0 The repair tunnel ed point MJST be reachable fromthe tunnel source
wi thout traversing the failed Iink; and

0 \When released fromthe tunnel, packets MJST proceed towards their
destination w thout being attracted back over the failed |ink

Provi ded both these requirenents are net, packets forwarded over the
repair tunnel will reach their destination, and will not |loop after a
single link failure.

In sone topologies it will not be possible to find a repair tunne
endpoi nt that exhibits both the required properties. For exanple if
the ring topology illustrated in Figure 1 had a cost of 4 for the
link B-C, while the remaining links were cost 1, then it would not be
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possible to establish a tunnel fromS to C (without resorting to sone
form of source routing).

5.2.1. Conputing Repair Paths

To conpute the repair path for link SSE it is necessary to determn ne
the set of routers which can be reached fromsS w thout traversing
S-E, and match this with the set of routers from which the node E can
be reached, by normal forwarding, without traversing the link S-E

The approach used in this neno is as foll ows:

0 The method of conputing the set of routers which can be reached
fromS on the shortest path tree without traversing S-Eis
described. This is called the S s P-space with respect to the
failure of link S-E

0 The distance of the tunnel endpoint fromthe point of |ocal repair
(PLR) is increased by noting that Sis able to use the P-Space of
its neighbours with respect to the failure of link S-E, since S
can determ ne which neighbour it will use as the next hop for the
repair. This is called the S s Extended P-space with respect to
the failure of link SSE. The use of extended P-space all ows
greater repair coverage and is the preferred approach

o Finally two methods of computing the set of routers fromwhich the
node E can be reached, by normal forwarding, w thout traversing
the link SSE. This is called the Qspace of Ewith respect to the
link S-E.

The selection of the preferred node fromthe set of nodes that an in
bot h Ext ended P-Space and Q Space with respect to the S-Eis
described in Section 5.2.2.

A suitabl e cost based algorithmto conpute the set of nodes common to
bot h extended P-space and Q space with respect to the S-E is provided
in Section 5. 3.

5.2.1.1. P-space

The set of routers which can be reached fromS on the shortest path
tree without traversing S-E is terned the P-space of S with respect
to the link SSE.  This P-space can be obtained by conputing a
shortest path tree (SPT) rooted at S and excising the sub-tree
reached via the link S-E (including those routers which are nmenbers
of an ECVMP that includes Iink S-E). The exclusion of routers
reachabl e via an ECMP that includes S-E prevents the forwarding
subsystem from attenpting to execute a repair via the failed |ink
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S-E. Thus for exanple, if the SPF conputation stores at each node
the next-hops to be used to reach that node fromS, then the node can
be added to P-space if none of its next-hops are link S-E. 1In the
case of Figure 1 this P-space conprises nodes A and B only.

Expressed in cost terns the set of routers {P} are those for which
the shortest path cost S->P is strictly less than the shortest path
cost S->E->P.

5.2.1.2. Extended P-space

The description in Section 5.2.1.1 calculated router S's P-space
rooted at Sitself. However, since router Swll only use a repair
path when it has detected the failure of the link S-E, the initia

hop of the repair path need not be subject to S s normal forwarding
deci sion process. Thus the concept of extended P-space is

i ntroduced. Router S s extended P-space is the union of the P-spaces
of each of S's neighbours (N). This may be cal cul ated by conputing a
shortest path tree (SPT) at each of S s neighbors (excluding E) and
exci sing the subtree reached via the path N->S->E. Note this wll
exci se those routers which are reachable through all ECWPs that
includes link S-E. The use of extended P-space may allow router S to
reach potential repair tunnel end points that were ot herw se

unreachable. |In cost terns a router (P) is in extended P-space if
the shortest path cost NN>P is strictly | ess than the shortest path
cost NN>S->E->P. In other words, once the packet it forced to N by

S, it is alower cost for it to continue on to P by any path except
one that takes it back to S and then across the S->E |ink

Since in the case of Figure 1 node Ais a per-prefix LFA for the
destination node C, the set of extended P-space nodes with respect to
link S-E conprises nodes A, Band C. Since node Cis alsoin Es

Q space with respect to link S-E, there is now a node conmon to both
ext ended P-space and Q space which can be used as a repair tunne
end-point to protect the link S-E

5.2.1.3. Q@ space

The set of routers fromwhich the node E can be reached, by nornal
forwarding, without traversing the link SSEis terned the Q space of
E with respect to the link SSE.  The Q space can be obtai ned by
conputing a reverse shortest path tree (rSPT) rooted at E, with the
sub-tree which mght traverse the protected Iink S-E excised (i.e.
those nodes that would send the packet via S-E plus those nodes which
have an ECVWP set to E with one or nore nenbers of that ECWP set
traversing the protected link S E). The rSPT uses the cost towards
the root rather than fromit and yields the best paths towards the
root fromother nodes in the network. 1In the case of Figure 1 the
Q space of Ewith respect to S-E conprises nodes C and D only.
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Expressed in cost terns the set of routers {@Q are those for which
the shortest path cost Q<-E is strictly less than the shortest path
cost x-S<-E. In Figure 1 the intersection of the Es Q space with
respect to SEwith S s P-space with respect to S-E defines the set
of viable repair tunnel end-points, known as "PQ nodes". As can be
seen, for the case of Figure 1 there is no comobn node and hence no
viabl e repair tunnel end-point. However when the extended the

ext ended P-space Section 5.2.1.2 at S with respect to SSEis
considered, a suitable intersection is found at C

Note that the Q space cal culation could be conducted for each

i ndi vi dual destination and a per-destination repair tunnel end point
determined. However this would, in the worst case, require an SPF
comput ation per destination which is not currently considered to be
scal able. Therefore the Q space of Ewith respect to link S-Eis
used as a proxy for the Q space of each destination. This
approxi mati on i s obviously correct since the repair is only used for
the set of destinations which were, prior to the failure, routed
through node E. This is analogous to the use of |ink-LFAs rather
than per-prefix LFAs.

5.2.2. Selecting Repair Paths

The mechani sms descri bed above will identify all the possible repair
tunnel end points that can be used to protect a particular link. In
a well-connected network there are likely to be nultiple possible

rel ease points for each protected Iink. Al wll deliver the packets
correctly so, arguably, it does not matter which is chosen. However,
one repair tunnel end point may be preferred over the others on the
basis of path cost or sone other selection criteria.

There is no technical requirenent for the selection criteria to be
consi stent across all routers, but such consistency may be desirable
froman operational point of view. In general there are advantages
in choosing the repair tunnel end point closest (shortest netric) to
S. Choosing the closest naxinises the opportunity for the traffic to
be | oad bal anced once it has been rel eased fromthe tunnel. For

consi stency in behavior, it is RECOWENDED that the nmenber of the set
of routers {PQ} with the | owest cost S->P be the default choice for

P. In the event of a tie the router with the | owest node identifier
SHOULD be sel ect ed.

It is alocal matter whether the repair path selection policy used by
the router favours LFA repairs over RLFA repairs. An LFA repair has
the advantage of not requiring the use of tunnel, however network
manageabi l ity considerations may |lead to a repair strategy that uses
a renote LFA nore frequently [I-D.ietf-rtgwg-1fa-nmanageability].
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As described in [ RFC5286], always selecting a PQ node that is
downstreamto the destination with respect to the repairing node,
prevents the formation of | oops when the failure is worse than
expected. The use of downstream nodes reduces the repair coverage,
and operators are advised to determ ne whet her adequate coverage is
achi eved before enabling this selection feature.

5.3. A Cost Based RLFA Al gorithm

The preceding text has described the conputation of the renote LFA
repair target (PQ in terns of the intersection of two reachability
graphs conputed using a shortest path first (SPF) algorithm This
section describes a nethod of conputing the renmote LFA repair target
for a specific failed Iink using a cost based algorithm The pseudo-
code provided in this section avoids unnecessary SPF conputati ons,
but for the sake of readability, it does not otherwi se try to
optinmize the code. The algorithmcovers the case where the repair
first hop is reached via a broadcast or non-broadcast nulti-access
(NBMA) link such as a LAN. It also covers the case where the P or Q
node is attached via such a link. It does not cover the case where
the failed interface is a broadcast or non-broadcast nulti-access
(NBMA) link. To address that case it is necessary to conpute the Q
space of each nei ghbor of the repairing router reachable though the
LAN, i.e. to treat the pseudonode [ RFC1195] as a node failure. This
i s because the Q spaces of the neighbors of the pseudonode may be
disjoint requiring use of a neighbor specific PQ node. The reader is
referred to [I-D.ietf-rtgwg-rlfa-node-protection] for further

i nformati on on the use of RLFA for node repairs.

The followi ng notation is used:

o Dopt(a,b) is the shortest distance fromnode a to node b as
comput ed by the SPF.

0 dest is the packet destination
o fail_intf is the failed interface (S-E in the exanple)

o fail _intf.renote_node is the node reachable over interface
fail _intf (node E in the exanple)

o intf.renpte node is the set of nodes reachable over interface intf
o root is the root of the SPF cal cul ation
o self is the node carrying out the conputation

0 y is the node in the network under consideration
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(o]

y. pseudonode is true if y is a pseudonode

FHELIEEEE i riririirirri
/1
/1 Mai n Functi on

FEEETEEPEEr i
11

/1 W have already conputed the forward SPF fromself to all nodes
/1y in network and thus we know D opt (self, y). This is needed
/1 for normal forwarding.

/1 However for conpl eteness.

Conput e_and_St ore_Forward_SPF(sel f)

/1l To extend P-space we conpute the SPF at each nei ghbour except
/'l the neighbour that is reached via the |link being protected.
/1 W will also need D opt(fail _intf.renote_node,y) so conpute
/1 that at the same tine.

Conput e_Nei ghbor _SPFs()

/1l Compute the set of nodes {P} reachable other than via the
[/ failed link

Conput e_Ext ended_P_Space(fail _intf)

/1l Conmpute the set of nodes that can reach the node on the far
/'l side of the failed Iink without traversing the failed |ink

Conput e_Q Space(fail _intf)
/1l Conmpute the set of candi date RLFA tunnel endpoints
I ntersect Extended_P_and_Q Space()

/1 Make sure that we cannot get |ooping repairs when the
/1 failure is worse than expected.

i f (guarantee_no_| oopi ng_on worse_than _protected failure)
Appl y_Downst r eam Constr ai nt ()

/1

/1 End of Main Function

/1

LHELPTEEEE i riririrrririrrrirrni
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LHEELEEEEE i rirrirrirrirrirrly
/1

!/l Procedures

/1

FEEETEEEEE b r b r i bbb bbb bbb rrrn
11

/1 This conputes the SPF fromroot, and stores the optinum

/1 distance fromroot to each node y

Conput e_and_St ore_Forwar d_SPF(root)
Conput e_Forwar d_SPF(root)
foreach node y in network

store D opt(root,y)

NNy

/1 This conputes the optimum di stance from each nei ghbour (ot her
/1 than the nei ghbour reachable through the failed Iink) and
/'l every other node in the network

/1 Note that we conpute this for all neighbours including the
/1 neighbour on the far side the failure. This is done on the
/]l expectation that nore than on link will be protected, and
/'l that the results are stored for |ater use

Conput e_Nei ghbor _SPFs()
foreach interface intf in self
Conput e_and_St ore_Forwar d_SPF(i ntf.renot e_node)
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NNy

/1 The reverse SPF conputes the cost fromeach renote node to
/1 root. This is achieved by running the normal SPF al gorithm
/1 but using the link cost in the direction fromthe next hop
/'l back towards root in place of the link cost in the direction
/] away fromroot towards the next hop

Conput e_and_St ore_Reverse_SPF(root)
Conput e_Reverse_SPF(root)
foreach node y in network

store D opt(y,root)

FELEEEEEEE bbb r bbb bbb bbb irrn
11

/1 Cal cul ate extended P-space

/11

/1l Note the strictly less than operator is needed to

/'l avoid ECWVP i ssues.

Conput e_Ext ended_P_Space(fail _intf)
foreach node y in network
y.in_extended_P_space = fal se
/'l Extend P-space to the P-spaces of all reachabl e
/' nei ghbours
foreach interface intf in self
/1l Exclude failed interface, noting that
/1l the node reachable via that interface nmay be
/'l reachable via another interface (parallel path)
if (intf !'=fail_intf)
foreach neighbor n in intf.renote_node
/1 Apply RFC5286 Inequality 1
if ( Dopt(n, y) <
D opt(n,self) + D opt(self, y))
y.in_extended_P_space = true
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FEEETEEEEE b r b r i bbb bbb bbb rrrn
11

/1 Conmpute the nodes in Q space

11

Conput e_Q Space(fail _intf)
/1 Compute the cost fromevery node the network to the
/1 node normally reachable across the failed Iink
Conput e_and_St ore_Reverse_SPF(fail _intf.renote_node)

/1 Conpute the cost fromevery node the network to self
Conput e_and_St ore_Reverse_ SPF(sel f)

foreach node y in network
if ( Dopt(y,fail_intf.renote_node) < D opt(y,self) +
D opt(self,fail __intf.renote_node) )
y.in_Q space = true
el se
y.in_Q space = fal se

NNy
11

/1l Compute set of nodes in both extended P-space and in Q space

I ntersect Extended_P_and_Q Space()
foreach node y in network
if ( y.in_extended P_space & y.in_Q space &&
y. pseudonode == Fal se)
y.val i d_tunnel _endpoint = true
el se
y.valid_tunnel _endpoint = fal se
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FEEELTEEEEEr bbb bbb rr b b bbb brnl
11

/1l A downstreamroute is one where the next hop is strictly

/1 closer to the destination. By sending the packet to a

/1 PQ node that is downstream we know that if the PQ node

/] detects a failure, it will not |oop the packet back to self.
[l This is useful when there are two failures, or a node has

[/l failed rather than a link.

Appl y_Downst r eam Constrai nt ()
foreach node y in network
if (y.valid_tunnel_endpoint)
Conput e_and_St or e_Forwar d_SPF(y)
if ((D_opt(y,dest) < D opt(self,dest))
y.valid_tunnel _endpoint = true
el se
y.valid _tunnel endpoint = fal se

11
FECEEEEEEE b r bbb bbb r b r i

5.4. Interactions with IS-1S Overload, RFC6987, and Costed Qut Links

Since normal link state routing takes into account the 1S-1S overl oad
bit, [RFC6987], and costing out of links as described in Section 3.5
of [RFC5286], the forward SPFs perfornmed by the PLR rooted at the

nei ghbors of the PLR also need to take this into account. A repair
tunnel path froma neighbor of the PLRto a repair tunnel endpoint
will generally avoid the nodes and |inks excluded by the I GP
overl oad/ costing out rules. However, there are two situations where
this behavior may result in a repair path traversing a link or router
that shoul d be excl uded:

1. When the first hop on the repair tunnel path (fromthe PLRto a
di rect nei ghbor) does not follow the | GP shortest path. 1In this
case, the PLR MUST NOT use a repair tunnel path whose first hop
is along a link whose cost or reverse cost is MaxLinkMetric (for
OSPF) or the maxi numcost (for 1S-1S) or, has the overload bit
set (for 1S-19).

2. The 1S-1S overload bit and the mechani smof [RFC6987] only
prevent transit traffic fromtraversing a node. They do not
prevent traffic destined to a node. The per-nei ghbor forward
SPFs using the standard | GP overload rules will not prevent a PLR
from choosing a repair tunnel endpoint that is advertising a
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desire to not carry transit traffic. Therefore, the PLR MJST NOT
use a repair tunnel endpoint with the IS-1S overload bit set, or
where all outgoing interfaces have the cost set to MaxLinkMetric
for OSPF.

6. Exanple Application of Renote LFAs

An exanpl e of a commonly depl oyed topol ogy which is not fully
protected by LFAs alone is shown in Figure 3. PEl and PE2 are
connected in the sane site. Pl and P2 nmay be geographically
separated (inter-site). 1In order to guarantee the |owest |atency
path fromto all other renote PEs, normally the shortest path follows
t he geographi cal distance of the site locations. Therefore, to
ensure this, a lower I1GP netric (5) is assigned between PE1 and PE2.
A high nmetric (1000) is set on the P-PE links to prevent the PEs
being used for transit traffic. The PEs are not individually dual -
homed in order to reduce costs.

This is a common topol ogy in SP networks.

Wien a failure occurs on the |ink between PE1 and P1, PEl does not
have an LFA for traffic reachable via P1. Simlarly, by symretry, if
the link between PE2 and P2 fails, PE2 does not have an LFA for
traffic reachable via P2.

Increasing the netric between PE1 and PE2 to allow the LFA woul d
i mpact the normal traffic performance by potentially increasing the
| at ency.

PE1- - - PE2
5

Fi gure 3: Exanpl e SP topol ogy
Clearly, full protection can be provided, using the techniques
described in this docunent, by PEl choosing P2 as the renote LFA
repair target node, and PE2 choosing Pl as the renote LFA repair
target.
7. Node Failures
When the failure is a node failure rather than a point-to-point |ink

failure there is a danger that the RLFA repair will loop. This is
di scussed in detail in [I-D bryant-ipfrr-tunnels]. |In sumuary the
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problemis that two of nore of E s neighbors each with E as the next
hop to sonme destination D may attenpt to repair a packet addressed to
destination D via the other neighbor and then E, thus causing a | oop
to form A sinilar problemexists in the case of a shared risk link
group failure where the PLR for each failure attenpts to repair via
the other failure. As will be noted from|[I|-D. bryant-ipfrr-tunnels],
this can rapidly becone a conpl ex problemto address.

There are a nunber of ways to minimze the probability of a | oop
form ng when a node failure occurs and there exists the possibility
that two of E's neighbors may forma nutual repair.

1. Detect when a packet has arrived on sone interface | that is also
the interface used to reach the first hop on the RLFA path to the
renote LFA repair target, and drop the packet. This is useful in
the case of a ring topol ogy.

2. Require that the path fromthe renote LFA repair target to
destination D never passes through E (including in the ECWP
case), i.e. only use node protecting paths in which the cost from
the renote LFA repair target to Dis strictly |less than the cost
fromthe renote LFA repair target to E plus the cost Eto D

3. Require that where the packet nmay pass through anot her nei ghbor
of E, that node is down stream (i.e. strictly closer to D than
the repairing node). This neans that sonme nei ghbor of E (X) can
repair via some other neighbor of E (Y), but Y cannot repair via
X.

Case 1 accepts that |oops may form and suppresses them by dropping
packets. Dropping packets may be considered | ess detrinmental than

| oopi ng packets. This approach may al so | ead to dropping some
legitimate packets. Cases 2 and 3 above prevent the formation of a

| oop, but at the expense of a reduced repair coverage and at the cost
of additional conplexity in the algorithmto conpute the repair path.
Al ternatively one mght choose to assunme that the probability of a
node failure is sufficiently rare that the issue of |ooping RLFA
repairs can be ignored.

The probability of a node failure and the consequences of node
failure in any particular topology will depend on the node design
the particular topology in use, and the strategy adopted under node
failure. It is recommended that a network operator perform an

anal ysis of the consequences and probability of node failure in their
net wor k, and determn ne whet her the incidence and consequence of
occurrence are acceptabl e.

Bryant, et al. Expi res August 3, 2015 [ Page 19]



Internet-Draft Renot e LFA FRR January 2015

This topic is further discussed in
[I-D.ietf-rtgwg-rlfa-node-protection].

8. Operation in an LDP environnent

Where this technique is used in an MPLS network using LDP [ RFC5036],
and Sis atransit node, Swll need to swap the top |label in the
stack for the renote LFA repair target’s (PQs) label to the
destination, and to then push its own | abel for the renote LFA repair
target.

In the exanple Figure 2 S already has the first hop (A) label for the
renote LFA repair target (C) as a result of the ordinary operation of
LDP. To get the rempte LFA repair target’s label (Cs label) for the
destination (D), S needs to establish a targeted LDP session with C
The | abel stack for normal operation and RLFA operation is shown
below in Figure 4.

T + T + T +
| dat al i nk | | dat al i nk | | dat al i nk |
e e e e e oo - + e e e e e oo - + e e e e e oo - +

| Ss label for D | | E's label for D | | A's label for C
S + S + S +
[ Payl oad [ [ Payl oad [ | Cs label for D |
e + e + e +
X Y | Payl oad |
e e e e e oo - +

z

X = Normal |abel stack packet arriving at S
Y = Normal |abel stack packet |eaving S
Z = RLFA | abel stack to Dvia C as the remote LFA repair target.

Fi gure 4

To establish an targeted LDP session with a candidate renmote LFA
repair target node the repairing node (S) needs to know what I|P
address that the renote LFA repair target is willing to use for
targeted LDP sessions. Ideally this is provided by the renote LFA
repair target advertising this address in the IGP in use. Wich
address is used, how this is advertised in the 1GP, and whether this
is a special |IP address or an | P address al so used for sone ot her
purpose is out of scope for this docunment and nust be specified in an
| GP specific RFC
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In the absence of a protocol to learn the preferred I P address for
targeted LDP, an LSR should attenpt a targeted LDP session with the
Router | D [ RFC2328] [ RFC5305] [RFC5340] [RFC6119]
[I-D.ietf-ospf-routable-ip-address], unless it is configured

ot herwi se.

No protection is available until the TLDP sessi on has been
established and a | abel for the destination has been | earned fromthe
renote LFA repair target. |If for any reason the TLDP sessi on cannot
be established, an inplenentati on SHOULD advi se t he operator about
the protection setup issue through the network nanagenent system

9. Analysis of Real Wrld Topol ogi es
This section gives the results of analysing a nunber of real world
service provider topologies collected between the end of 2012 and
early 2013

9.1. Topology Details

The figure bel ow characterises each topology (topo) studied in terns
of :

0 The nunber of nodes (# nodes) excludi ng pseudonodes.

0 The nunber of bidirectional links ( # links) including parallel
links and Iinks to and from pseudonodes.

0 The nunber of node pairs that are connected by one or nore |links
(# pairs).

o0 The nunber of node pairs that are connected by nore than one (i.e.
parallel) link ( # para).

o0 The nunber of |inks (excluding pseudonode |inks, which are by
definition asymetric) that have asymmetric nmetrics (#asym
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9.

2

e I I I oo oo +
| topo | # nodes | # links | # pairs | # para | # asym|
Homm - - Fomm e o Fomm e o Fomm e o Fom e e e - - Fom e e e - - +
[ 1| 315 | 570 | 560 | 10 | 3|
| 2 | 158 | 373 | 312 | 33 | 0

| 3| 655 | 1768 | 1314 | 275 | 1195

[ 4 | 1281 | 2326 | 2248 | 70 | 10 |
[ 5| 364 | 811 | 659 | 80 | 86

[ 6 | 114 | 318 | 197 | 101 | 4 |
[ 7| 55 | 237 | 159 | 67 | 2

| 8 | 779 | 1848 | 1441 | 199 | 437

| 9 | 263 | 482 | 413 | 41 | 12 |
[ 10 | 86 | 375 | 145 | 64 | 22 |
[ 11 | 162 | 1083 | 351 | 201 | 49

[ 12 | 380 | 1174 | 763 | 231 | 0

[ 13 | 1051 | 2087 | 2037 | 48 | 64 |
| 14 | 92 | 291 | 204 | 64 | 2 |
Femmans N N N Fommamenn Fommamenn +
LFA only

The figure bel ow shows the percentage of protected destinations (%
prot) and percentage of guaranteed node protected destinations ( %
gtd N) for the set of topologies characterized in Section 9.1

achi eved using only LFA repairs.

These statistics were generated by considering each node and then
considering each link to each next hop to each destination. The
percentage of such links across the entire network that are protected
against link failure was determined. This is the percentage of
protected destinations. |If alink is protected against the failure
of the next hop node, this is considered guaranteed node protecting
(GNP) and percentage of guaranteed node protected destinations is

cal cul ated using the sane nethod used for calculating the link
protection coverage.

G\P is identical to Node-protecting as defined in [RFC5714] and does
not include the additional node protection coverage obtained by the
de facto node-protecting condition described in [ RFC6571].
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9.

3.

ommm - R Fommm e +
| topo | %prot | %gtd N |
Homm - - Fom e e e - - Fomm e o +
| 1] 78.5 | 36.9 |
| 2| 97.3 | 52.4 |
| 3] 99.3 | 58 |
[ 4] 83.1 | 63.1 [
| 51 99 | 59.1 |
| 6| 86.4 | 21.4 |
| 71 93.9 | 354 |
| 8] 95.3 | 48.1 |
[ 9] 82.2 | 49.5 [
| 10 | 98.5 | 14.9 [
| 11| 99.6 | 24.8 |
| 12| 99.5 | 62.4 |
| 13| 92.4 | 51.6 |
| 14| 99.3 | 48.6 |
omm - Fommme - Fommmeee - +
RLFA

The figure bel ow shows the percentage of protected destinations (%
prot) and % guar anteed node protected destinations ( %gtd N) for
RLFA protection in the topologies studies. In addition, it show the
percent age of destinations using an RLFA repair (% PQ together with
the total number of unidirectional RLFA targeted LDP session
established (# PQ, the nunber of PQ sessions which would be required
for conplete protection, but which could not be established because
there was no PQ node, i.e. the nunber of cases whether neither LFA or
RLFA protection was possible (no PQ. It also shows the 50 (p50), 90
(p90) and 100 (pl00) percentiles for the number of individual LDP
sessions terninating at an individual node (whether used for TX, RX
or both).

For exanple, if there were LDP sessions required A->B, A->C, C >A
C->D, these would be counted as 2, 1, 2, 1 at nodes A B, C and D
respectively because: -

A has two sessions (to nodes B and O

B has one session (to node A)

C has two sessions (to nodes A and D)

D has one session (to node D)

In this study, renote LFA is only used when necessary. i.e. when
there is at |east one destination which is not reparable by a per
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destination LFA, and a single renote LFA tunnel is used (if
available) to repair traffic to all such destinations. The renote
LFA repair target points are conputed using extended P space and
choosi ng the PQ node which has the |owest netric cost fromthe
repairing node.

oo - [ S, [ S, oo - oo - o m oo - +----- +----- oo - +
| topo | %prot [%gtd N| %PQ| # PQ| no PQ| p50 | p90 | pl00

- - - - - [ S [ S - - - - - - - - - - E SR +----- +----- - - - - - +
| 1] 99.7 | 53.3 | 21.2 | 295 | 3| 1| 5| 14 |
[ 2] 97.5 | 52.4 | 0.2 | 7| 40 | 0| 0 | 2 |
| 3] 99.999 | 58.4 | 0.7 | 63 | 5| 0 | 1| 5|
| 41 99 | 74.8 | 16 | 1424 | 54 | 1| 3 23

| 5] 99.5 | 59.5 | 0.5 | 151 | 7 | 0 | 2 | 7

| 6 | 100 | 34.9 | 13.6 | 63 | 0 | 1| 2 | 6 |
| 71 99.999 | 40.6 | 6.1 | 16 | 2 | 0 | 2 | 4 |
| 8] 99.5 | 50.2 | 4.3 | 350 39 | 0 | 2 | 15 |
| 9] 99.5 | 55 | 17.3 | 428 | 5| 1] 2 | 67 |
| 10| 99.6 | 14.1 | 1 | 49 | 7 | 1| 2 | 5 |
| 11 ] 99.9 | 24.9 | 0.3 | 85 | 1| 0 | 2 | 8 |
| 12 ] 99.999 | 62.8 | 0.5 | 512 | 4 | 0 | 0 | 3|
| 13| 97.5 | 54.6 | 5.1 | 1188 | 95 | 0 | 2 | 27 |
[ 14 | 100 | 48.6 | 0.7 | 79 | 0| 0| 2 | 4 |
R e, IR IR R e, R e, [ - [ [ R e, +

Anot her study[ | SOCORE2010] confirnms the significant coverage increase
provi ded by Renote LFAs.

9.4. Conparison of LFA an RLFA results

The tabl e bel ow provides a side by side conparison the LFA and the
renote LFA results. This shows a significant inprovenent in the
percent age of protected destinations and normally a nodest

i mprovenent in the percentage of guaranteed node protected
destinations.
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10.

R e, IR IR Fomm e e - Fomm e e - +
| topo| LFA | RLFA | LFA | RLFA |
| | %prot | %prot | %gtd N| %gtd N |
- - - - - [ S [ S E S E S +
| 1] 78.5 | 99.7 | 36.9 | 53.3 |
| 2] 97.3 | 97.5 | 52.4 | 52.4 [
| 3] 99.3 | 99.999 | 58 | 58.4 |
| 4] 83.1 | 99 | 63.1 | 74.8 |
| 5] 99 | 99.5 | 59.1 | 59.5 |
| 6| 86.4 |100 | 21.4 | 34.9 |
| 71 93.9 | 99.999 | 35.4 | 40.6 |
| 8] 95.3 | 99.5 | 48.1 | 50.2 [
[ 9] 82.2 | 99.5 | 49.5 | 55 |
| 10 | 98.5 | 99.6 | 14.9 | 14.1 |
| 11| 99.6 | 99.9 | 24.8 | 24.9 |
| 12 | 99.5 | 99.999 | 62.4 | 62.8 |
| 13| 92.4 | 97.5 | 51.6 | 54.6 |
[ 14 | 99.3 |100 | 48.6 | 48.6 |
R e, IR IR Fomm e e - Fomm e e - +

As shown in the table, renpte LFA provides close to 100% prefi x
protection against link failure in 11 of the 14 topol ogi es studi ed,
and provides a significant inprovenent in two of the renmining three
cases. Note that in an MPLS network the tunnels to the PQ nodes are
al ways present as a property of an LDP-based depl oynent.

In the small nunmber of cases where there is no intersection between

t he (extended)P-space and the Q space, a nunber of solutions to
providing a suitable path between such disjoint regions in the

net wor k have been di scussed in the working group. For exanple an
explicitly routed LSP between P and Q night be set up using RSVP-TE
or using Segnent Routing [I-D.filsfils-spring-segment-routing]. Such
extended repair nmethods are outside the scope of this docunent.

Managenment and Operational Considerations

The managenent of LFA and renote LFA is the subject of ongoing work
withing the 1ETF [I-D.ietf-rtgwg-1fa-nmanageability] to which the
reader is referred. Managenent considerations may lead to a
preference for the use of a renote LFA over an available LFA. This
preference is a matter for the network operator, and not a matter of
protocol correctness.

When the network re-converges, mcroloops [ RFC5715] can formdue to
transi ent inconsistencies in the forwarding tables of different
routers. If it is deternmined that microloops are a significant issue
in the deploynent, then a suitable |oop free convergence met hods such
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11.

12.

13.

as one of those described in [ RFC5715], [RFC6976], or
[1-D.I'itkowski-rtgwg-ul oop-del ay] shoul d be i npl enent ed.

Hi storical Note

The basic concepts behind Renote LFA were invented in 2002 and were
later included in [I-D. bryant-ipfrr-tunnels], submtted in 2004.

[1-D.bryant-ipfrr-tunnels], targeted a 100% protecti on coverage and
hence included additional mechanisns on top of the Renote LFA
concept. The addition of these nechanisns nade the proposal very
compl ex and conputationally intensive and it was therefore not
pursued as a working group item

As explained in [ RFC6571], the purpose of the LFA FRR technology is
not to provide coverage at any cost. A solution for this already
exists with MPLS TE FRR MPLS TE FRR is a nmature technol ogy which is
abl e to provide protection in any topology thanks to the explicit
routing capability of MPLS TE.

The purpose of LFA FRR technology is to provide for a sinple FRR

sol uti on when such a solution is possible. The first step along this
simplicity approach was "local" LFA [RFC5286]. This specification of
"Rempte LFA" is a natural second step

| ANA Consi der ati ons

There are no | ANA considerations that arise fromthis architectura
description of IPFRR.  The RFC Editor nay renove this section on
publi cati on.

Security Considerations
The security considerations of [RFC5286] al so apply.

Targeted LDP sessions and MPLS tunnels are normal features of an MPLS
network and their use in this application raises no additiona
security concerns.

I P repair tunnel endpoints (where used) SHOULD be assigned froma set
of addresses that are not reachable fromoutside the routing donain.
This would prevent their use as an attack vector

O her than GAMtraffic, used to verify the correct operation of a
repair tunnel, only traffic that is being protected as a result of a
link failure is placed a repair tunnel. The repair tunnel MJST NOT
be advertised by the routing protocol as a link that may be used to
carry normal user traffic, or routing protocol traffic.
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