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Abst r act

As the Software Defined Networks (SDN) solution develops, IGP will be
extended to support central control. This docunment introduces an
architecture of using IGP for central controlling. Some use cases
under this new framework are al so di scussed. For specific use cases,
maki ng necessary extensions in |IGP are required.
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I ntroduction

Interior Gateway Protocol (1GP) is a protocol

Aut omat ed Di vi di ng Nult|ple Domai ns .

COOONOOOODOOOUTUTUNDRABRADRMWWWN

for exchanging routing

i nformati on between gateways (hosts with routers) within an

aut ononous network (for exanple, a system of corporate |ocal area
networks). The routing information can then be used by the Internet
Protocol (IP) or other network protocols to specify howto route

t ransm ssi ons.

The internet is the nost popul ar network,

is a distributed system

Depending on its configuration, each network device comunicates with
its neighbor, generates the FIB, and forwards the packet hop by hop.
As the rise of SDN, central controlled IGP is beconm ng nore inportant

and new requirenments for | GP are proposed as foll ows:
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1. Build the central control architecture between the controller and
the client. It includes building connectivity, collecting the
topol ogy, and dividing nmultiple areas automatically, etc.

2. Many new applications are energi ng under the central controlled
framework, such as network virtualization, centralized MPLS TE
cal cul ation, segnent routing, etc. These new applications bring
extension requirenent to I GP
Thi s docunent defines an | GP-Based Central Control architecture and
then use cases and correspondi ng | GP extensions under this
architecture are descri bed.

2. Term nol ogy
BGP: Border Gateway Protocol
I GP. Interior Gateway Protoco
IS 1S Internmediate System | nternmedi ate System
OSPF: Open Shortest Path First
SDN:  Sof t ware Defi ned Network

3. Architecture

3.1. Reference Model
The following figure depicts a typical architecture of centra
controlled IGP. It consists of two essential network elements: |GP
Controller and 1GP Client. |IGP Controller controls all the IGP
Clients within its adm nistrative domain by conmunicating with them
And the controller will also exchange the information each ot her

t hrough sonme protocol extensions which is out of scope of this
docunent .
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Figure 1: An Architecture of Central Controlled |IGP

3.2. Depl oynment Mbde

I GP Controller can run on a general - purpose server or a network
device. |If IGP Controller runs on a network device, it supports both
central -controlled functionality and forwarding functionality. In
this scenario, besides the control central point, the IGP controller
can also work as a forwarding central point to receive traffic from
one node and forward to other nodes. The forwarding nodel in this

scenario is just |ike hub-spoke forwarding nodel. |If I1GP Controller
runs on a server, it will not involve in the actual forwarding. It
only works as the control central point to control the forwarding
behaviors of the nodes. |In this scenario the traffic will be

distributed in the controll ed nodes.

More than one controller can be deployed in a central control domain.
These controllers can work on master-slave node or | oad-sharing node

3.3. Requirenent of |GP Extensions

Buil ding a | GP-based Central Controlled Franework needs extensions to
IGP, I2RS etc.

3.3.1. Building Connectivity
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| GP protocol is very inportant to establish connective in the centra
control domain. Wen a new device connects to the this domain, the
connectivity with the other node and the controller should be built
at first. The procedures should be automated since the nunber of
devices in this domain can be huge. Base on this initialization
process, the controller can downl oad the necessary configuration to
this new node to drive it to set up adjacency with its neighbors and
the controller. Then the topol ogy information can be synchronized in
the central control domain and the connectivity can be built.

2. Roles Auto-Discovery

In the central control domain, there are two basic roles: IGP
controller and I1GP client. The controller can centrally configure
the client role through I2RS interface. The role information should
be flooded through | GP extensions to support the auto di scovery
functionality.

3.3.3. Choosing Controller

After the roles of the elenents are discovered, if there are nultiple
controllers in the donamin, the client can determ ne which controller
tojoin by its own, or the controllers can deternine which controller
the clients should join and set the configuration on the nodes
through I2RS interface. Wen deternine the controller to be joined,
the work nmode (master-slave, |oad-sharing, etc.) of multiple
controllers, service type and sone other constraints needs to be
taken into account.

3.3.4. High Availability

Li,

In the | GP-based Central Controlled franework, 1GP Controller plays a
key role. To avoid one-point-failure of IGP Controller, it is
possible to run redundant 1 GP Controllers for high availability.

I nformati on should be synchroni zed between the controllers through
necessary nechani sns or protocol extensions other than | GP. \When the
Primary 1 GP Controller failed, the Backup I1GP Controllers will take
over the work of the Primary I GP Controller

To ensure | GP route persistence in case of occurrence of |GP
Controller failure, the new Primary |1 GP Controller SHOULD perform
resynchroni zation with |G dients.

When I GP Client | oses connection with Primary 1GP Controller, it
SHOULD following | GP Graceful Restart routine.
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3.3.5. Security

4. 1.

4. 2.

Li,

In | GP-based Central Controlled franework, it SHOULD be ensured that
conmuni cati ons between |G Controllers and 1GP Clients conformto
network security policy. The comunication key used on IGP Cient
can be configured through |I2RS or other way.

Usecases

In | GP-based Central Controlled framework, new use cases which are
difficult to be supported in traditional networks are energing. In
sone specific use cases, extension and enhancenent of | GP protoco
are necessary.

Net wor k Topol ogy Acqui r enent

In traditional network, it is very difficult for the application to
get and use the topology. The application has to depend nultiple
protocols such as OSPF, |1SIS, LLDP, etc. In sone scenarios, the
application has to comunicate with these protocols directly. In the
| GP-based central controlled framework, the topol ogy acquirenent
procedures SHOULD be sinplified. Al topology related information
SHOULD be able to be collected by 1GP. Thus the conplexity of

net work operation and managenent can be reduced. |In the | GP-base
central controlled franework, the controller can get the whole
topol ogy informati on of the central control domain which can be
easily provided for applications through public interface.

Aut omat ed Di viding Multiple Donains

When there are nmass devices in the network, not only LSDB
synchroni zati on, but also route convergence, will be big pressure for
any device, so the network has to be divided into nultiple domains.
In the | GP-based central controlled the framework, the division can
be done automatically by the controller which can calcul ate
reasonabl e scale for | GP donains based on the whol e network

i nformati on and the possible constraints. |GP adjacency is only set
up between nodes in the same | GP domain. The adjacency SHOULD not
set up between nodes in different | GP domains. Thus the pressure on
the nodes for LSDB synchroni zation can be reduced and route

conver gence performance can be inproved. The configuration about
domai n division can be set through |12RS interfaces fromthe
controller to the clients. The architecute for dividing multiple
domains with the central controller is shown in the figure 2
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4. 3.
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Figure 2: Automatic Division of Miultiple | GP Domains

Centralized MPLS TE

In the | GP-based Central Controlled framework, the controller can

i npl ement better traffic engineering functionality because it can

cal cul ate nore reasonabl e path based on conpl ete topol ogy information
and state information of the whole network. Centralized MPLS TE

cal culation can avoid the flaw of non-best path proposed by the
existing distributed MPLS TE cal cul ation

In order to support centralized MPLS TE path cal cul ati on, |1 GP SHOULD
be able to collect nore information fromthe network. There are two
types of information for 1GP to collect:

1. Static configuration: In traditional network, MPLS TE attributes
shoul d be configured on the Iink such as maxi mumreservabl e

bandwi dth, color, TE metric, etc. These information will be flooded
in the work for MPLS TE path calculation. In the | GP-based Centra
Control |l ed framework, these configuration can be set by the
controller. This nmeans it is not necessary for the controller to get
the TE link information through I GP flooding process. For the reason
of conpatibility, the IGP flooding process of MPLS TE I|ink

i nformati on can be kept in the central controlled framework. On the
other hand, it provides a possible way for the inconsistency check on
the configuration.
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2. Running information: Sone dynamic state information such as rea
traffic bandw dth, packet |oss rate, delay, power consunption, etc.
can be flooded through I GP extensions fromthe nodes to the
controller. The running information can help the controller to

cal cul ate nore reasonabl e path and cal cul ate path for nore
constraints defined by applications.

4. 4., MPLS d obal Label Allocation

MPLS d obal Label should be allocated centrally to guarantee al

di stributed network nodes can understand neani ng of a specific globa
| abel in sane. The | GP-based Central Controlled framework is
particularly suitable to allocate MPLS d obal Label through sone
necessary | GP extensions rather than traditional MPLS protocol s(e.g.
LDP, RSVP-TE etc.).

MPLS d obal Label is defined in [I-D.Ii-npls-global-Iabel-franmework]
and rel ated use cases are defined in [I-D.li-npls-global-Iabel-
usecases] .

The MPLS gl obal | abel shoul d be assigned centrally; each node in
net wor k shoul d have sanme understandi ng about these labels. 1In the
central control network, the global |abel will be handl ed by
controller, and I GP protocol will flood these I|abels.

The extensions of 1GP for MPLS gl obal |abel include:

1. Collect the label capability of each node. The |abel capability
is the gl obal |abel space.

2. 1GP Controller deternines the COWON | abel space for all its IGP
Cients.

3. The controller will assign the global |abel for different
services, and these | abel bindings will be flooded through |IGP
protocol to IGP clients.

4. 1GP dient receives the MPLS d obal Labels, and generates
correspondi ng MPLS forwardi ng entri es.

IGP is suitable for the use cases of MPLS global label in the intra-

domai n scenario. These use cases include MPLS virtual network and

segrment routing as defined in [1-D.li-npls-gl obal -1abel -usecases].
4.5. Virtual Link

When the | GP-based Central Controlled framework is applied, one
possi bl e scenario is partial deploynent. That is, part of the
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existing network will be converted to be controlled in the centra
control node. The application scenario is shown in the follow ng
figure:

o e e e oo +
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I I I I

| | I GP | |

[ | Controller| [

I I I I
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I / \ I
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Figure 3: Partial Deploynent of Central Controlled |IGP

In this scenario, it is not necessary for the traditional nodes to

|l earn the detailed topology infornmation of the central contro

domain. The information flooded between the central control donmain
and the traditional nodes can be reduced. The central control domain
can only advertise virtual |inks which connect the edge nodes in the
domain that the traditional node can be aware of. The process can
reduce the pressure of the traditional node for flooding and inprove
convergence perfornmance

In the central control domain, the controller can apply the policy
defined by the applications to control whether the virtual link will
be advertised to the outside and what netric is advertised to affect
the route cal cul ati on of the outside network.

| ANA Consi derations
TBD.

Security Considerations

TBD.
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