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Abstract

The docunent describes a network design architecture for routing
packets via different paths available in the network based on
application port nunber. Primarily, this is targeted for Enterprise
customers who have built up redundancy at their WAN edge but are
suffering froma congested primary |link whilst the secondary is
idle.

The objective of this architecture is as foll ows

1) Ofload bul ky application on to the secondary link
2) Achieve the above with out introducing asymetric routing in the
net wor k

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm

Copyright and License Notice

Arunkumar Arunuganai nar Expires April 4, 2014 [ Page 1]



| NTERNET DRAFTDynam ¢ Path Sel ection Based on ApplicationCctober 01, 2013

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Components extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1 Introduction

1.1 Termi nol ogy .

DPS Architecture Q/er Vi ew.

3.DPS Signaling:- .

DPS Profil e Based Packet F| | ter
DPS Routing Frame Wirk: - .
DPS Faul t-detecti on nmechani sm.
| mpl enent ation Details.

Summary . .
Security ConS| deratl ons .

| ANA Consi derations .

0 References . .
10.1 Normmative Ref er ences .
10.2 Informative References .

Aut hors’ Addresses .

N

RO®NOD G~
PRRPRPRPRPRPRRPRPRPE
NNNNNNORABRNOADMDA®

Arunkumar Arunuganai nar Expires April 4, 2014 [ Page 2]



| NTERNET DRAFTDynam ¢ Path Sel ection Based on ApplicationCctober 01, 2013

1

I nt roducti on

The high availability puzzle can be resolved by building in
resiliency to network designs. Wil st active/backup routing schenes
are sufficient to create redundancy with | ow convergence tines the
foll owi ng deficiencies and customer demands are not addressed

conpr ehensi vel y.

1. IProuting is essentially best path based. This will lead to
underutilized or over utilized Iinks.

2. WAN application performance could be adversely inpacted due to
congestion whilst the backup link remains idle. Techniques such as
DiffServ QoS do address the problemeffectively, but those approaches
address only the synptonms and not the root cause.

3. Half of the network resources that the end custoner has paid for
al ways remains unused .This is a matter of huge concern for small and
nm d-size customers as WAN circuit costs are very high and recurring

Exi sting Sol utions

One way to address the above problens is to | oad bal ance the traffic
across the available links. To enable | oad bal ancing, there are
several nethods that are avail able today such as the foll ow ng.

1. Equal Cost Load bal ancing

2. G.BP (d obal Load Bal anci ng Protocol) based | oad bal anci ng
3. Optimzed Edge Routing (OER) - Cisco proprietary feature
4. Policy based routing

However all these techniques can only be inplenented at per-hop

I evel . This would nmean | oad bal anci ng techni ques need to be applied
on each and every device that the traffic passes through. Failure to
do so, might result in asymmetric routing and out of order packets.
This invariably results in serious application perfornance issues.

Pr oposed sol ution: -

To address this problem a new architecture called Dynam c Path

Sel ection or DPS is being proposed. DPS provides the frame work for
separating applications that have different QS requirenents and
sends themalong two different paths in the network. By sending
different applications on different links, DPS will able to
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successfully address all the issues reported above with out
conprom sing network availability.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. DPS Architecture Overview.

The objective of DPS is to achieve end-to-end application separation
with out introducing asynmretric routing within the network. In order
to ensure the above objectives, we should have a conprehensive
mechani smto achi eve the follow ng tasks.

Task 1: Any two sites participating in DPS will have to agree on a
common set of applications that it will send using either the primary
routing path or the secondary routing path (also called a DPS path).
This happens in the control plane and will be inplenented at the tine
routing information i s exchanged. Please refer to DPS Signaling
section for nore details.

Task 2: At the time of forwardi ng the packets, packet should be
filtered based on application and the capabilities of renpte sites.
Packets should than be pushed in to appropriate paths. Please refer
to DPS Profile Based Packet filter section for nore details.

Task 3: If the packet is pushed in to a DPS path, it should al ways
use the secondary link end to end. This is achieved by building an
overlay VPN network (called DPS Routing Dorai n) over the normal

| P/ MPLS network using conmonly avail abl e technol ogi es such as DWPN
(Dynam c Multipoint VPN) tunnels and VRF (Virtual Routing and
Forwar di ng) instances. Please refer to DPS Routing Frame Work section
for nmore details.

Task 4: A conprehensive fault detection mechani smshould be put in
pl ace to detect the faults in the DPS domain. In such a case, the DPS
traffic should be re-routed via the normal routing donain. Please
refer to the DPS Fault-Detection & Recovery nechani sm section for
nore details.

3. DPS Signaling: -

DPS Signaling will enable sites to actively exchange their DPS
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capabilities dynanically and agree on which set of applications that
it wll treat as critical and non-critical. DPS architecture assunes
exi stence of dual links on sites that are participating in DPS. For
the sake of discussion, the applications to be transported across the
first link (also called a prinmary link) are terned a critica
applications and the set of applications that need to be transported
across the second link (also called a secondary link) are termed non-
critical applications.

In order to achieve the above objective, the Network Manager will be
required to define the application profile. Information defined in
the application profile will be communicated to all participating
sites and a decision will be taken locally based on the profile

i nformati on received for forwardi ng the packet.

Definition of DPS Profile:-

A DPS profile is defined as a non-overl apping applications that is
treated as critical. The Network Manager will be free to define
multiple DPS profiles as long as the application defined in them does
not overlap with any of the previously defined DPS profiles.

For exanple: -

Profile 1. { Citrix, SAP, RTP, H 325}
Profile 2. { FTP , HITP }
Profile 3: { SMIP, POP3 }

So on and so forth. ..

Exanpl es quoted above are purely arbitrary and in practice, the
definition will be left to the discretion of Network Managers. Any
application that is not a nenber of the critical application set wll
be treated as non-critical

Note: Alternatively custoners/Network managers can al so define non-
critical application. In such a application that is not a nenber of
non-critical application set will be treated as Criti cal

The definition is valid as long as no application is a nenber of nore
than 1 profile. A site on the network can be defined to conformto
one or nore profiles. In such a case, the list of applications that
the given site can potentially treat as critical is the union of al
the profiles that it confornms to.
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Critical application set for site X = Union of all the conforning

profiles.
DPS path selection is unidirectional. In order to avoid asymetric
routing, we nust ensure any two participating sites should define a
common set of applications as critical. In such a case, if X and Y

are two participating sites, then:

Critical Application Set for (X, Y) Pair = Critical Application
Set for Site (X) n Critical Application Set for Site (Y)

Note: Any application that is not a nenber of the Critical

Application set will be treated as non-critical and will go over the
DPS pat h.

Speci al Case: -

It is very much possible that there could be a site within the
networ k that does not have DPS capability. For exanple:

1. Site might be a small site and night not have dual |inks and hence
DPS will not be applicable to them

2. VWen a network is being mgrated, the sites that have not been
mgrated to the new network may not understand DPS and hence shoul d
not be treated as a DPS capable site.
In such cases routing to and fromthe sites will have to foll ow
normal | P routing path. To handle this special case, a default
profile will be defined called Profile O:

Profile 0: { } is anull set.

When a DPS capable site X communicates with a non-DPS Capable site Z
t hen:

Critical Application Set for (X 2) pair =
Critical Application Set for Site (X) n Critical Application
Set for Site (2)
= { } or a Null set.

The behavior for Null set is that all traffic will be treated as
critical and will be routed via normal routing domain.

Hi erarchical nodel for associating profiles to the site.

In order to aid the follow ng objectives, a hierarchical nodel based
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on MTree is proposed for DPS. The M Tree based approach is a design
gui deline that provides the network manager with the foll ow ng
benefits:

1. Provides guidelines for association rules between sites and
application profiles.

2. Helps translate the above concept/rules in depl oynent practice
usi ng avail abl e tools and technol ogi es.

M Tree based Associ ati on Mdel

As per this nodel, application profiles will be arranged in the form
of the M Tree as per the follow ng rule:

Default profile or Profile O will formthe root the tree. O her
profile will be assigned as a child. Each parent can have any nunber
of child.

Design Note: Technically the depth of tree could be infinite.However
i mpl ement ati on schenmes could inpose its own restrictions. At present
we rely on I P precedence to mark the depth of the tree. This
restricts the depth of tree to 8 (8 levels including Level 0).

Level O
o s m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
Profil e(0,0) I P Prec=0
communi ty: Null +

| +

| +

+ | + Level 1 +
oo | | | oo +
[ [ [ | P Prec=1

% % % +
Profile(l,1) Profile(l,2) Profile(l,3) +
conmunity: 1:1 conmunity: 1:2 conmunity:1:3 +
+

+ | | + +

[ [ Level 2
o, I [---mmm e +
[ [ | P Prec=2

\% \% +

Profile(2,1) Profile(2,2) +

Conmunity: 2:1 community: 2:2 +

+

| :

+ | + +
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[ [ Level 3
B | -------------------- | ------------- +
| | I P Prec=3
% % +
Profile(3,1) Profile(3,3) +
community: 3:1 community: 3:2 +
o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eeo— oo - +

Usage of non-1P Precedence based marking could possibly extend the
depth of the tree. Coupl e of nmechani smare suggested as possible
alternatives and listed bel ow

1. I P DSCP based marking schene (up to 64 |evels possible).
2. QOS G oup based marking schenme (up to 100 | evel s possible).

However narking tree depth or DPS | evel using IP DSCP or QOS group is
not possible using tools currently available in operating systens of
net wor ki ng devi ces such as CGsco's I10S. It will require mininmm
anount of code-devel opnent effort to take advantage of the above
schenes. Till that time, IP Precedence will be used for inplenenting
the framework on a production network and all inplenmentations unti
that tinme will be subjected to the known restriction associated with
| P Precedence.

In the above tree structure, a site can be associated with any of the
profiles located in any of the levels. Under such a scenario, the
critical application set is defined by follow ng equation

Critical Application Set for give Node i,j = Profile(i,j) U
Profil e( Parent of Profile(i,j) ) for all values of i,j

In order to translate the tree structure in to actual depl oynent
practice, each node or profile will be associated with a standard BGP
community and each level will be associated with an | P precedence

val ue. The choice of BGP conmunity is arbitrary and is determ ned by
the adninistrator. The | P precedence val ue chosen will be equal to
the level at which the profile is |ocated. Because DPS signaling
relies on BGP community, when the network is deployed, it is
mandatory that the primary link of the DPS capable site should run
BGP and all the underlying providers support transport of BGP

communi ties.

When a site advertises its routing information, it advertises the
comrunity associated with its ow profile and all its parents’ as
well. It should be noted that at any given level, a profile will send
only one comunity (along with the community list of its parent).
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Once the communities are sent, the receiving site will interpret the
communities. The interpretation of comunities is limted to the
communities that the given site advertises. Oher comunities are
silently ignored. A site will receive a BGP prefix and associate an
| P precedence to the prefix based on the highest |evel of the

mat chi ng comuni ti es.

For exanple if a site is in Level N, then it will use follow ng
algorithmto associate an | P Precedence for the receiving profile.

If Level N community is present , then Set IP Precedence to N
If Level N1 conmmunity is present then Set |IP Precedence to N-1

Level 2 community is a present then Set |IP Precedence to 2
Level 1 community is a present then Set |IP Precedence to 1
there is no matching community at all Set |IP Precedence to O

— —h —h

The depl oynent of above DPS Signaling Mechani sml everages an existing
feature called QS Policy Propagation via BGP (QPPB). This is
commonly used feature on networking devices and it is used for
propagating QOS nmarking information in the BGP advertisenents. Even
though it is not designed to carry DPS signaling, the QPPB
functionality is | everaged to achi eve DPS signaling. This would nean
no additi onal code changes are required to be done on network devices
to achieve this.

Note:- Al of the above happen in the control plane (before the
packet gets forwarded). However the actual narking happens when the
packet hits the site’'s primary LAN interface. A packet wll be
remarked as the rules set above using QPPB. Once the packet is

mar ked, then the packet will taken through profile based filtering
where the decision will be taken about which routing domain will be
referred to while forwardi ng the packet. Practical Illustration of
DPS Profiles

Consider a small network consisting of 20 sites. The sites’ profiles
are categorized in to 3 types with the bel ow configuration:

* Type 1: Primary: 10 Mops; Secondary: 2 Mps
* Type 2: Primary: 2 DMops; Secondary: 8 Mps/ 800 Kbps DSL
* Type 3: Primary: 8 Mops/ 800 Kbps DSL; Secondary: None

Common applications used on the network are Citrix, SAP, SMIP, FTP &

HTTP. Among which Gitrix and SAP are very critical to the business
and needs to be protected.
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The Network Manager wants to restrict Citrix and SAP to the primary
link and the rest to the secondary link. This works well on Type 2
sites. These are small sites predom nantly consisting of thin client.
However on Type 1 sites are large sites with thick client. Users
utilise applications such as SMIP and Lotus notes nore than SAP and
Citrix. Here a problemis noticed. There is high congestion on the 2
Mops secondary link. SMIP and FTP are business traffic but by nature
they are bul ky. Because Type 1 sites have a | arge number of thick
clients,the portion of this traffic is also high. Hence there is the
desire to offload SMIP and FTP on to the | arge 10Mops |i nk.

Based on the above scenario Profile tree can be built as foll ows.

Profile O: { } - This is null set ; BGP Conmunity: None and
Precedence = 0.

Profile 1: {Citrix, SAP } with BGP Comunity : 100:1 and
Precedence = 1.

Profile 2: {SMIP, FTP} with BGP Conmunity : 100: 2 and Precedence
= 2.

This configuration will result in foll ow ng:

Case 1: When Type 1 talks to Type 1 Site:
Critical Application = {Citrix, SAP, SMIP, FTP}

Case 2: Wien Type 1 talks to Type 2 Site:
Critical Application = {Ctrix, SAP}

Case 3: Wen Type 2 talks to Type 2 Site:
Critical Application = {Citrix, SAP}

Case 4: Wien Typel talks to Type 3 Site:
Critical Application = { }

Case 5: When Type 2 talks to Type 3 Site:
Critical Application = { }

Case 6: Wien Type 3 talks to Type 3 Site:
Critical Application = { }

4. DPS Profile Based Packet Filter
DPS Profile Based Packet Filter attenpts to filter packets based on

DPS profiles and pushes themin to the relevant DPS routing domain or
the nornmal routing domain. It happens in two steps:
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> STEP 1:- Colour or mark the packet based on DPS capabilities of
the destination site as per the rules set by DPS Signaling.

> STEP 2:- Filter the packets based on application and the DPS
capabilities of the source-destination pair.

STEP 1: Col ouring or Marking of Packets.

The actual marki ng happens when the packet hits the routers LAN
interface. The packet will be remarked as per the rules set during
the DPS signaling by QPPB. Once the packet is marked, the packet will
be taken through profile based filtering where the decision to
forward it to the relevant routing domain will be taken

Desi gn Note: Because QPPB remarks the traffic, Trust based QS nodel
will not be supported when DPS is turned on in a given site. However
QS can still be applied on DPS capable sites; this is achieved by
performng explicit classification and nmarking at the router before
appl ying QoS policies on the out bound interface.

Note: Current DPS inplenentation supports only |IP Precedence based
mar ki ngs. However with a little bit of devel opnent effort other
mechani snms such as QS group can al so be adopted. Wen this is done,
restrictions on trust based QoS nodel will cease to exist. Here the
packet is appropriately coloured so that we can pass this through a
profile based filter.

1. Application of the incom ng packet is an elenent of Critica
Application Set for (X, Z) then it will be push to nornmal routing
domai n.

2. Oherwise it will be pushed to DPS routing domain.

3.Special condition rule also applies here, i.e. if Critica
Application Set for (X, Z) is a null set then packet will be pushed to
normal routing domain.

This Profile based filter will be applied on the LAN interface of the
router. Once the traffic hits the primary router, the traffic gets
separated as DPS traffic or as nornmal traffic and gets pushed to
appropriate routing donmain. Inplenmentation nodels for Profile based
filter is done through two conmmon features/technol ogi es:

1. Packet filters (Access Control List) based on TCP and UDP
application port nunbers and | P Precedence.

2. Policy based Routing (PBR).
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PBR wi || use sinple next hop feature to push the traffic in to the
DPS domai n (please refer to DPS Routing Framework section for nore
details). However in case of single router, dual circuit scenario, a
nodi fied version of PBR will be used. Here, PBR will be used to

sel ect the VRF donain based on which packet will have to be routed.
This feature is called VRF selection based on PBR and it is common
feature used on nost of networking devices including G sco.

It should be noted that there are several restrictions on PBR match
criteria in nost inplenentations such as matching | P Precedence using
extend ACLs is not supported. However this nechani smhas be tested
and inplenented in G sco’ s software based routing platfornms such as

| SRs.

Al so during our inplenentation, we have found that PBR had huge

i mpact on routers perfornmance. Hence future inplenentations based on
sl eek nodel using Layer 4 port nunbers and | P Precedence could be
done to nmake these processes nore efficient.

5. DPS Routing Frame Wrk: -

DPS Routing frame work provides overlay routing domain for routing
packets that belong to non-critical applications. DPS frane work
assumes the foll ow ng:

1. Customer sites consist of redundant routers and redundant
I'inks. The first link (also called a primary link) will connect to
Router 1 (also called a primary router) and will be used to carry
traffic belonging to critical applications. Primary link will also

carry all the traffic destined for sites that do not support DPS
The second link (also called a secondary link) will connect to
Router 2 (al so called a secondary router) and will be used to carry

traffic bel onging to non-critical applications.

2. DPS routing framework al so assunes that BGP is enabl ed across
the primary link and the network provider supports transport of
BGP communities end to end.

In order create a DPS routing framework two new interfaces/sub
interfaces will be configured and their details are |listed bel ow

1. Dynamic multipoint tunnel interface (DWPN tunnel interface). This
will be created on the secondary router. The DMW/PN tunnel is a point
to nultipoint tunnel interface commonly used in |IP Networks for
creating any-to-any overlay VPNs.

Sour ce Address of the DWPN tunnel will only be advertised via
secondary link. At the primary router these source address will be
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filtered out. This ensures that any traffic com ng out of tunne
interface will leave the local site via the secondary |ink and enter
the destination site via its secondary |ink

2. In addition to the tunnel interface, one nmore sub-interface wll
be created across the back to back |ink between the prinmary and
secondary router.

In order to secure the normal and DPS routing domain, new virtua
routing and forwarding instances (VRF) will be created on the
secondary router. Both the DWPN tunnel interface and the DPS back to
back sub-interface on the secondary router will be assigned to the
VRF.

Routing protocols will be enabled on the newWy created interface and
separate routing protocol instances will be run across the DPS
domai n. Followi ng peers will be established across these interfaces:

1. 1st peering will be established across DPS back to back
interface between primary and secondary router.

2. 2nd peering across DWPN hub. It should be noted that though
routing information is exchanged only with DWPN hub device, traffic
floww Il be always happen directly between the spokes. This
capability is defined by Next Hop Resolution Protocol (NHRP # RFC
2332) and it is built in to DWPN tunnel technol ogy. This capability
is |leveraged to provide any to any comunication on the DPS Frame

wor K.

Design Note:- In order to increase the availability of the DPS
routing domains it is suggested to host additional DWPN hubs. In
such a case each DPS site will have two peering points via DWPN

tunnel interfaces.

Al'l the LAN routes are pushed in to the DPS donmin via peering
establ i shed across back to back sub interface. This is then
propagated across the entire network via a DWPN tunnel interface.
VRF configured on the secondary router ensures that DPS and nor nal
routing informati on do not get mixed up with each other. If the DPS
routing domain is built around the above guidelines, we can ensure
that the packet will leave the local site via its secondary |ink and
enter the renote site again via the secondary |ink

The above design assunes two routers being used. However the design
could be a single router, two circuits scenario as well. In such a
case, there is no need for the DPS back to back sub-interface. The
rest of details remain the sanme for the single router scenario.
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6. DPS Faul t-detection nechani sm

As with any networks, faults can happen in a DPS routing domain. DPS
by design has got several single points of failure. However DPS has
been equi pped with sound fault detection and recovery nechani sns.
Fault detection and recovery nechanisns will dynanmically allow a
given router to detect faults that m ght have happened anywhere
(local and remote faults ) on the DPS domain. Once the fault is
detected the packet is ejected out of the DPS domain and pushed on to
the nornmal routing domain.

Fault detection in enabled through dynam ¢ routing information
exchanged via a routing protocol. A fault can happen any where within
the site such as:

1. Secondary link could have fail ed.

2. Back to back link connecting primry and secondary router could
have fail ed.

3. LAN interface on the primary router could have fail ed.

Al'l of the above failures will result in routing information being

withdrawmn fromthe routing table. If a route for a given DPS capabl e
site is not present in the DPS routing table then it is considered a
faul t.

To enable fault recovery, DPS uses a default static route to push the
traffic out of the DPS donmain and in to the normal routing donain.
During the event default route is used inside the routing domain, we
will have to use one or nore sumary route that enconpasses all the
LAN routes used with in the network instead of default static routes.
This will enable DPS to push the traffic in to the DWPN tunnel if a
nmore specific route is available. In case a nore specific route is
not available (this m ght happen due to local or renote fault) it

will use default static route to pop out of DPS domain and back out
to the primary router and route via the normal routing domain.

8. Inplenentation Details.

This architecture has been devel oped using exiting features avail abl e
in Cisco |0S. Details are given bel ow

1) DPS Signaling :- QPPB

2) Profile based Filter :- PBR and Extended ACL
3) Routing Franmework :- OSPF, DMPVN and VRF
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4) Fault Recovery :- Static Routing

Al'l the conponents are put to gather as described in previous
sections and has been thoroughly tested in | abs and al so i npl enented
inthe field. Current inplenentations are done using Cisco routers
and | CS version 15.0M OSPF has been used as routing protocol inside
the DPS domain and it has been tweaked so that it scales well in

| arge depl oynents. During | ab testing, we were able to scale well
using this architecture where it was tested up to 500 sites with 5000
prefixes. In the production environnent, several inplenentations were
done with | argest one consisting of 300 sites & 2000 prefixes.
Fol I owi ng are the challenges that we faced during this

i mpl ementation. Sone of themw Il require additional devel opnent
effort:

1. Lack of trust based QS nodel. This restriction is particularly
i mportant in converged environnment where voice and data shares the
same infrastructure space. Here custonmers wanted their providers to
support trust based markings. Due to reliance of |IP precedence based
coloring for identifying DPS capabilities trust nodel could not be
support ed.

2. Matching using Extended ACLs based on | P Precedence inside the
PBR was al so a challenge. Al hardware swi tching based platforms such
as Cisco's Catalyst platfornms failed during lab testing. However
software swi tching based platforms such as G sco’s | SRs perforned
really well both in lab and al so in the production environment.

3. PBR based filters had severe restriction on throughput of
software based routing platform Additional devel opnent work is
required to acconplish light weight profile based filters.

To a greater extent, large scale inplementation is possible in the
present formw th out any nodifications on any networking hardware
that supports the above nentioned features (eg: Cisco | 0S). However,
with little bit of devel opment effort, we will be able to overcone
some of the shortcom ngs as well. These are |listed bel ow

1) Lack of support for trust nodel has been a major drawback in the
current architecture. Though QPPB can mark, QOS-GROUP field, it can
not be matched inside a PBR 10Sin its current formonly allows
classification based on QS-Goup only on output policy. |If support
can be added for nmatching QOS-G oup inside a PBR then we can do the
col oring based on QS-G oup instead of | P Precedence. Hence trust
nmodel can be easily supported.

2) PBRis currently used for Profile based filtering. however through
put of the device is very much Iimted when this feature is turned

Arunkumar Arunuganai nar Expires April 4, 2014 [ Page 15]



| NTERNET DRAFTDynam ¢ Path Sel ection Based on ApplicationCctober 01, 2013

on. Since filtering is only done on | P Precedence and Application
port-nunber, special filters could be devel oped to speed up this
operations. This could inprove the performance of the application
even better.

7. Sunmary
By sunmmarizing all the four conponents, true end to end application
based routing scheme could be achieved. Such DPS frame work has the

fol |l owi ng advant ages:

1. Gve lots of roomfor Network Manager to deternine which path
shoul d be used for which application.

2. This is very scal able franework

3. Trouble shooting the setup is easy and sinple since it is
based on sinple routing.

4. DPS capable sites can co-exists with non DPS sites and this
capability provides enough room for phased nigration. Hence DPS
technol ogy adoption is easy and sinple.

5. It should be noted that DPS frame work and signaling, needs to

be under stood only by edge devices and all the devices in nmiddle
such as provi der routers need not be aware of DPS

Definitions and code {
line 1
line 2

}
Speci al characters exanpl es:

The characters , , ,
However, the characters \0, \& \% \" are displayed.

.ti O is displayed in text instead of used as a directive.
.\" is displayed in docunment instead of being treated as a coment

C:\dir\subdir\file.ext Shows inclusion of backslash "\".
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8 Security Considerations

TBD
9 | ANA Consi derations
TBD
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