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Abstract
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1. Introduction

This note describes a small XML-based out-of-band protocol used to set up relationships between parents and children in the RPKI provisioning protocol ([RFC6492]) and between publishers and repositories in the RPKI publication protocol ([I-D.ietf-sidr-publication]).

The basic function of this protocol is public key exchange, in the form of self-signed BPKI X.509 certificates, but workshop experience has demonstrated that it’s simpler for the user if we also bundle the other configuration information needed to bring up a new player into the messages used in the key exchange.

The underlying transport for this protocol is deliberately unspecified. It might be a USB stick, a web interface secured with conventional HTTPS, PGP-signed email, a T-shirt printed with a QR code, or a carrier pigeon.

Since much of the purpose of this protocol is key exchange, authentication and integrity of the key exchange MUST be ensured via
external means. Typically such means will tie directly to a new or existing business relationship

2. Overview of the BPKI

Several protocols related to RPKI provisioning use signed CMS messages to authenticate the underlying XML-based protocols. Verification of these CMS messages requires X.509 certificates. The PKI that holds these certificates is distinct from the RPKI, and contains no RFC 3779 resources. We refer to this as the "Business PKI" (BPKI), to distinguish it from the RPKI. The "B" is a hint that the certificate relationships in the BPKI are likely to follow and become part of existing contractual relationships between the issuers and subjects of this PKI.

The RPKI provisioning protocol does not dictate a particular structure for the BPKI, beyond the basic requirement that it be possible for one party to sign and the other party to verify the CMS messages. This allows a certain amount of flexibility to allow an Internet registry to reuse an existing PKI as the BPKI if that makes sense in their context.

In order to keep this protocol simple, we adopt a somewhat constrained model of the BPKI. The first two operations in this protocol are an exchange of public keys between child and parent for use in the provisioning protocol, the latter two operations in this protocol are an exchange of public keys between publisher and repository for use in the publication protocol. In each of these operations, the sending party includes its public key, in the form of a self-signed X.509 CA certificate. The private keys corresponding to the exchanged certificates are not used to sign CMS messages directly; instead, the exchanged CA certificates are the issuers of the BPKI end-entity (EE) certificates which will be included in the CMS messages and can be used, along with the exchanged certificates, to verify the CMS messages.

Details of how to tie the exchanged certificates into an implementation's local BPKI are left to the implementation, but the recommended approach is to cross-certify the received public key and subject name under one's own BPKI, using a Basic Constraints extension with cA = TRUE, pathLenConstraint = 0, indicating that the cross-certified certificate is a CA certificate which is allowed to issue EE certificates but is not allowed to issue CA certificates. See section 4.2.1.9 of [RFC5280] for more information about the Basic Constraints extension.

For example, suppose that Alice and Bob each have their own self-signed BPKI certificates:
Alice sends Bob her self-signed BPKI certificate, and Bob cross-certifies its public key and subject name under Bob’s own self-signed BPKI certificate:

| Issuer:       | CN = Bob CA               |
| Subject:      | CN = Alice CA             |
| Public Key:   | [Alice CA Public Key]     |
| BasicConstraints: | cA = TRUE, pathLenConstraint = 0 |

Later, when Bob receives a CMS message from Alice, Bob can verify this message via a trust chain back to Bob’s own trust anchor:

| Issuer:       | CN = Alice CA             |
| Subject:      | CN = Alice EE             |
| Public Key:   | [Alice EE Public Key]     |

[[Need some text detailing required and allowed values in the certificates: 2048-bit RSA, what extensions, .... But once we go there we also have to provide a path for algorithm agility.]]

3. Protocol Elements

Each message in the protocol is a distinct XML element in the "http://www.hactrn.net/uris/rpki/rpki-setup/" XML namespace.

3.1. Nomenclature

All of the protocols configured by this setup protocol have their own terminology for their actors, but in the context of this protocol that terminology becomes somewhat confusing. All of the players in this setup protocol issue certificates, are the subjects of other certificates, operate servers, and, in most cases, act as clients for one protocol or another. Therefore, this note uses its own terms for the actors in this protocol.
Child: An entity acting in the client ("subject") role of the provisioning protocol defined in [RFC6492].

Parent: An entity acting in the server ("issuer") role of the provisioning protocol defined in [RFC6492].

Publisher: An entity acting in the client role of the publication protocol defined in [I-D.ietf-sidr-publication].

Repository: An entity acting in the server role of the publication protocol defined in [I-D.ietf-sidr-publication].

Note that a given entity might act in more than one of these roles; for example, in one of the simplest cases, the child is the same entity as the publisher, while the parent is the same entity as the repository.

3.2. Common Protocol Elements

The first XML attribute in each message is a version field. This document describes version 1 of the protocol.

Most messages contain, among other things, a self-signed BPKI X.509 certificate. These certificates are represented as XML elements whose text value is the Base64 text encoding the DER representation of the X.509 certificate.

A number of attributes contain "handles". A handle in this protocol is a text string in the US-ASCII character set consisting of letters, digits, and the special characters "/", "-", and ".". This protocol places no special semantics on the structure of these handles, although implementations might. Handles are protocol elements, not necessarily meaningful to humans, thus the simplicity of a restricted character set makes more sense than the complex rules which would be needed for internationalized text.

3.3. Protocol Messages

The core of this protocol consists of four message types, representing the basic request and response semantics needed to configure a RPKI engine to talk to its parent and its repository via the provisioning and publication protocols, respectively.
3.3.1.  <child_request/>

The <child_request/> message is an initial setup request from a provisioning protocol child to its provisioning protocol parent.

Fields in the <child_request/> message:

version:  The version attribute specifies the protocol version.  This note describes protocol version 1.

child_handle:  The child_handle attribute is what the child calls itself.  This is just a hint from the child to the parent, the parent need not honor it.

child_bpki_ta:  The <child_bpki_ta/> element is the child’s BPKI identity, a self-signed X.509 BPKI certificate, encoded in Base64.  This CA certificate will be the issuer of the BPKI EE certificates corresponding to private keys that the child will use when sending provisioning protocol messages to the parent.

```xml
<child_request
  child_handle="Bob"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <child_bpki_ta>
    R29kIGlzIHJlYWwgW5sZXJpZGRlYXhcmVkdGVnZXI=
  </child_bpki_ta>
</child_request>
```

3.3.2.  <parent_response/>

The <parent_response/> message is a response from a provisioning protocol parent to a provisioning protocol child that had previously sent a <child_request/> message.

Fields in the <parent_response/> message:

version:  The version attribute specifies the protocol version.  This note describes protocol version 1.

service_uri:  The service_uri attribute contains an HTTP URL that the child should contact for up-down ([RFC6492]) service.
child_handle: The child_handle attribute is the parent’s name for the child. This might or might not match the child_handle from the <child_request/> message. If they do not match, the parent wins, because the parent gets to dictate the names in the provisioning protocol. This value is the sender field in provisioning protocol request messages and the recipient field in provisioning protocol response messages.

parent_handle: The parent_handle attribute is the parent’s name for itself. This value is the recipient field in provisioning protocol request messages and the sender field in provisioning protocol response messages.

parent_bpki_ta: The <parent_bpki_ta/> element is the parent’s BPKI identity, a self-signed X.509 BPKI certificate.

This certificate is the issuer of the BPKI EE certificates corresponding to private keys that the parent will use to sign provisioning protocol messages to the child.

offer: If an <offer/> element is present, the parent is offering publication service to the child. The <offer/> element, if present, is empty.

referral: If a <referral/> element is present, it suggests a third-party publication services that the child might use, and contains:

referrer: A referrer attribute, containing the handle by which the publication repository knows the parent,

contact_uri: An optional contact_uri attribute that the child may be able to follow for more information, and

Authorization token: The text of the <referral/> element is the Base64 encoding of a signed authorization token granting the child the right to use a portion of the parent’s namespace at the publication repository in question. See Section 3.4 for details on the authorization token.

<parent_response
   child_handle="Bob-42"
   parent_handle="Alice"
   service_uri="http://alice.example/rpki-up-down/Alice/Bob-42"
   version="1"
   xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/"
   <parent_bpki_ta>
   WW91IGNhbiBoYWNrIGFueXRoaW5nIHlvdSB3YW50IHdpdGggVEVDTyBhbmQgRERU

3.3.3. <publisher_request/>

The <publisher_request/> message is a setup request from a publisher to a repository.

Fields in the <publisher_request/> message:

version: The version attribute specifies the protocol version. This note describes protocol version 1.

publisher_handle: The publisher_handle attribute is the publisher’s name for itself. This is just a hint, the repository need not honor it.

publisher_bpki_ta: The <publisher_bpki_ta/> element is the publisher's BPKI identity, a self-signed X.509 BPKI certificate. This certificate is the issuer of the BPKI EE certificates corresponding to private keys that the publisher will use to sign publication protocol messages to the repository.

referral: If a <referral/> element is present, it contains:

referrer: A referrer attribute containing the publication handle of the referring parent, and
Authorization token: The text of the <referral/> element is the Base64 encoding of a signed authorization token granting the publisher the right to use a portion of its parent’s namespace at this repository. See Section 3.4 for details on the authorization token.

These fields are copies of values that a parent provided to the child in the <parent_response/> message (see Section 3.3.2). The referrer attribute is present to aid lookup of the corresponding certificate by the repository. Note that the repository operator makes the final decision on whether to grant publication service to the prospective publisher. The <referral/> element just conveys a parent’s grant of permission to use a portion of that parent’s namespace.

3.3.4. <repository_response/>

The <repository_response/> message is a repository’s response to a publisher which has previously sent a <publisher_request/> message.

Fields in the <repository_response/> message:

version: The version attribute specifies the protocol version. This note describes protocol version 1.

service_uri: The service_uri attribute contains an HTTP URL that the publisher should contact for publication service ([I-D.ietf-sidr-publication]).

publisher_handle: The publisher_handle attribute is the repository’s name for the publisher. This may or may not match the publisher_handle attribute in the publisher’s <publisher_request/> message.

sia_base: The sia_base attribute is the rsync:// URI for the base of the publication space allocated to the publisher.
repository_bpki_ta: The <repository_bpki_ta/> element is the repository’s BPKI identity, a self-signed X.509 BPKI certificate.

```xml
<repository_response
  publisher_handle="Alice/Bob-42"
  service_uri="http://alice.example/rpki-publication/Alice/Bob-42"
  sia_base="rsync://alice.example/rpki/Alice/Bob-42/"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <repository_bpki_ta>
    WW91IGNhbiBoYWNrIGFueXRoaW5nIHdpdGggVEVDTyBhbmQgRERU
  </repository_bpki_ta>
</repository_response>
```

3.4. <authorization/>

The <authorization/> element is a separate message which is signed with CMS, then included as the Base64 content of <referral/> elements in other messages.

The eContentType for the signed CMS message is id-ct-xml.

Fields in the <authorization/> element:

- version: The version attribute specifies the protocol version. This note describes protocol version 1.

- authorized_sia_base: The value of the authorized_sia_base attribute is the rsync:// URI of the base of the namespace which the referrer is delegating.

- bpki_ta: The <bpki_ta/> element is the identity of the entity to whom the referrer is delegating the portion of the namespace named in the authorized_sia_base attribute. The identity is represented as a self-signed X.509 BPKI certificate.

```xml
<authorization
  authorized_sia_base="rsync://alice.example/rpki/Alice/Bob-42/Carol/"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  SSd2ZSBoYWQgZnVuIGJlZm9yZS4gIFRoaXMgaXQu
</authorization>
```
3.5. `<error/>`

The `<error/>` element is an optional message which can be used in response to any of the core protocol messages described in Section 3.3.

Whether an `<error/>` element is an appropriate way to signal errors back to the sender of a protocol message depends on details of the implementation which are outside this specification. For example, if this protocol is embedded in a web portal interface which is designed to let a human being upload and download these messages via upload and download forms, a human-readable error message may be more appropriate. On the other hand, a portal intended to be driven by a robotic client might well want to use an `<error/>` message to signal errors. Similar arguments apply to non-web encapsulations (email, USB stick, ...); the primary factor is likely to be whether the implementation expects the error to be handled by a human being or by a program.

Fields in the `<error/>` message:

version: The version attribute specifies the protocol version. This note describes protocol version 1.

reason: The reason attribute contains a code indicating what was wrong with the message. This version of the protocol defines the following codes:

- syntax-error: Receiver could not parse the offending message.
- authentication-failure: Receiver could not authenticate the offending message.
- refused: Receiver refused to perform the requested action.

Offending message: The `<error/>` element contains a verbatim copy of the message to which this error applies.

```xml
<error
    reason="refused"
    version="1"
    xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <child_request
    child_handle="Carol">
    <child_bpki_ta>
      Ssd2ZSBoYWQgZnVuIGJlZm9yZS4gIFRoaXMgaXQgXQu
    </child_bpki_ta>
  </child_request>
</error>
```
4. Protocol Walk-Through

This section walks through a few simple examples of the protocol in use, and stars our old friends, Alice, Bob, and Carol. In this example, Alice is the root of a RPKI tree, Bob wants to get address and ASN resources from Alice, and Carol wants to get some of those resources in turn from Bob. Alice offers publication service, which is used by all three.

Alice, Bob, and Carol each generates his or her own self-signed BPKI certificate.

Bob constructs a `<child_request/>` message and sends it to Alice:

```xml
<child_request
    child_handle="Bob"
    version="1"
    xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
    <child_bpki_ta>
        R29kIGlzIHJlYWwgdW5sZXNzIGRlY2xhcmVkIGludGVnZXI=
    </child_bpki_ta>
</child_request>
```

- Bob’s preferred handle is "Bob", so Bob uses that when setting `child_handle`.
- `<child_bpki_ta/>` is Bob’s self-signed BPKI certificate.

Alice replies with a `<parent_response/>` message, but Alice already has 41 other children named Bob, so she calls this one "Bob-42". Alice’s provisioning protocol server happens to use a RESTful URL scheme so that it can find the expected validation context for the provisioning protocol CMS message just by looking at the URL, so the service URL she provides to Bob includes both her name and Bob’s. Alice offers publication service, so she offers to let Bob use it; Alice doesn’t have to do this, she could just omit this and leave Bob to find publication service on his own, but Alice is trying to be helpful to her customer Bob. Bob doesn’t have to accept Alice’s offer, but may choose to do so.
<parent_response
    child_handle="Bob-42"
    parent_handle="Alice"
    service_uri="http://alice.example/rpki-up-down/Alice/Bob-42"
    version="1"
    xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/"><parent_bpki_ta>
    WW91IGNhbiBoYWNrIGFueXRoaW5nIHlvdSB3YW50IHdpdGggVEVDTyBhbmQgRERU
</parent_bpki_ta>
<offer/>
</parent_response>

<br /> is Alice’s own self-signed BPKI certificate.

Bob receives Alice’s <parent_response/> and extracts the fields Bob’s RPKI engine will need to know about (child_handle, parent_handle, service_uri, and <parent_bpki_ta/>). Bob also sees the repository offer, decides to take Alice up on this offer, and constructs a <publisher_request/> message accordingly:

<publisher_request
    publisher_handle="Bob"
    version="1"
    xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
<publisher_bpki_ta>
    R29kIGlzIHJlYWwgdW5sZXNzIGRlY2xhcmVkIGludGVzZXM=
</publisher_bpki_ta>
</publisher_request>

Alice receives Bob’s request to use Alice’s publication service, decides to honor the offer she made, and sends back a <repository_response/> message in response. Alice recognizes Bob as one of her own children, because she’s already seen Bob’s self-signed BPKI certificate, so she allocates publication space to Bob under her own publication space, so that relying parties who rsync her products will pick up Bob’s products automatically without needing an additional fetch operation.

<repository_response
    publisher_handle="Alice/Bob-42"
    service_uri="http://alice.example/rpki-publication/Alice/Bob-42"
Bob should now have everything he needs to talk to Alice both for provisioning and for publication.

A more interesting case is Bob’s child, Carol. Carol wants to get her resources from Bob, and, like Bob, does not particularly want to operate a publication service. Bob doesn’t have a publication service of his own to offer, but he can refer Carol to Alice, along with his permission for Carol to use a portion of the namespace that Alice gave him.

Carol’s <child_request/> to Bob looks very similar to Bob’s earlier request to Alice:

```
<child_request
  child_handle="Carol"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <child_bpki_ta>
    SSd2ZSBoYWQgZnVuIGJlZm9yZS4gIFRoaXMgaXNuJ3QgaXQu
  </child_bpki_ta>
</child_request>
```

Bob’s <parent_response/> to Carol also looks a lot like Alice’s response to Bob, except that Bob includes a <referral/> element instead of an <offer/> element. Carol is an only child, so Bob leaves her name alone:

```
<parent_response
  child_handle="Carol"
  parent_handle="Bob"
  service_uri="http://bob.example/rpki-up-down/Bob/Carol"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <parent_bpki_ta>
    WW91IGNhbiBoYWNrIGFueXRoaW5nIHIvdSB3YW50IHzdpdGggVEVDTyBhbmQgRERU
  </parent_bpki_ta>
</parent_response>
```
Bob’s response includes a `<referral/>` element with a referrer attribute of "Alice/Bob-42", since that’s Bob’s name to Alice’s repository. The Base64-encoded authorization token is an `<authorization/>` element in a CMS message that can be verified against Bob’s self-signed BPKI certificate, using a BPKI EE certificate included in the CMS wrapper. The `<authorization/>` text is Carol’s self-signed BPKI certificate; Bob’s signature over this element indicates Bob’s permission for Carol to use the indicated portion of Bob’s publication space.

Carol, not wanting to have to run a publication service, presents Bob’s referral to Alice in the hope that Alice will let Carol use Alice’s publication service. So Carol constructs a `<publisher_request/>` message including the referral information received from Bob, and sends it all to Alice:
Alice sees the signed authorization token Bob gave to Carol, checks its signature, and unpacks it. When the signature proves valid and the contained BPKI TA matches Carol’s, Alice knows that Bob is willing to let Carol use a portion of Bob’s namespace. Given this, Alice is willing to provide publication service to Carol in the subtree allocated by Bob for this purpose, so Alice sends back a `<repository_response>`:

```xml
<repository_response
  publisher_handle="Alice/Bob-42/Carol"
  service_uri="http://alice.example/rpki-publication/Alice/Bob-42/Carol"
  sla_base="rsync://alice.example/rpki/Alice/Bob-42/Carol/"
  version="1"
  xmlns="http://www.hactrn.net/uris/rpki/rpki-setup/">
  <repository_bpki_ta>
    WW91IGNhbiBoYWNrIGFueXRoaW5nIHdpdGggVEVDTyBhbmQgRERU
  </repository_bpki_ta>
</repository_response>
```

Once Carol receives this response, Carol should be good to go.

In theory the publication referral mechanism can extend indefinitely (for example, Carol can refer her child Dave to Alice for publication service and it should all work). In practice, this has not yet been implemented, much less tested. In order to keep the protocol relatively simple, we’ve deliberately ignored perverse cases such as Bob being willing to refer Carol to Alice but not wanting Carol to be allowed to refer Dave to Alice.

5. IANA Considerations

Blah.

6. Security Considerations

As stated in Section 1, the basic function of this protocol is an exchange of public keys to be used as BPKI trust anchors. Integrity and authentication of these exchanges MUST be ensured via external mechanisms deliberately left unspecified in this protocol.
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Appendix A. RelaxNG Schema

Here is a RelaxNG schema describing the protocol elements.


default namespace = "http://www.hactrn.net/uris/rpki/rpki-setup/

version = "1"

base64 = xsd:base64Binary { maxLength="512000" }
handle = xsd:string { maxLength="255" pattern="[\-_A-Za-z0-9/]*" }
uri = xsd:anyURI { maxLength="4096" }
any = element { attribute { text }*, ( any | text )* }

authorization_token = base64
bpki_ta = base64

start = child_request
start = parent_response
start = publisher_request
start |= repository_response
start = authorization
start |= error

child_request =
element child_request {
    attribute version { version },
    attribute child_handle { handle },
    element child_bpki_ta { bpki_ta }
}

parent_response =
element parent_response {
    attribute version { version },
    attribute service_uri { uri },
    attribute child_handle { handle },
    attribute parent_handle { handle },
    element parent_bpki_ta { bpki_ta },
    element offer { empty }?,
    element referral {
        attribute referrer { handle },
        attribute contact_uri { uri }?,
        authorization_token
    }*
}

publisher_request =
element publisher_request {
    attribute version { version },
    attribute publisher_handle { handle },
    element publisher_bpki_ta { bpki_ta },
    element referral {
        attribute referrer { handle },
        authorization_token
    }*
}

repository_response =
element repository_response {
    attribute version { version },
    attribute service_uri { uri },
    attribute publisher_handle { handle },
    attribute sia_base { uri },
    element repository_bpki_ta { bpki_ta }
}

authorization =
element authorization {
attribute version { version },
attribute authorized_sia_base { uri },
bpki_ta
}

error =
element error {
  attribute version { version },
  attribute reason {
    "syntax-error" |
    "authentication-failure" |
    "refused"
  },
  any?
}
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1. Introduction

This document reviews the certificate validation procedure specified in [RFC6487] and highlights aspects of operational management of certificates in the RPKI in response to the movement of resources across registries, and the associated actions of Certification Authorities to maintain certification of resources during this movement. The document describes an alternative validation procedure that reduces the operational impact of certificate management during resource movement.

As currently defined in section 7.2 of [RFC6487], validation of PKIX certificates that conform to the RPKI profile relies on the use of a path validation process where each certificate in the validation path is required to meet the certificate validation criteria. This can be considered to be a recursive validation process where, in the context of an ordered sequence of certificates, as defined by common Issuer and Subject Name pairs, a certificate is defined as valid if it satisfies basic validation criteria relating to the syntactic correctness, currency of validity dates and similar properties of the certificate itself, as described in [RFC5280], and also that it satisfies certain additional criteria with respect to the previous certificate in the sequence, and that this previous certificate is itself a valid certificate using the same criteria. This definition applies recursively to all certificates in the sequence apart from the initial sequence element, which is required to be a Trust Anchor.

For RPKI certificates, the additional criteria relating to the previous certificate in this sequence is that the certificate’s number resource set, as defined in [RFC3779], is "encompassed" by the number resource set contained in the previous certificate.

Because [RFC6487] validation demands that all resources in a certificate be valid under the parent (and recursively, to the root), a digitally signed attestation, such as a Route Origin Authorization (ROA) object [RFC6482], which refers only to a subset of RFC3779-specified resources from that certificate chain can be concluded to be invalid, but not by virtue of the relationship between the RFC3779 extensions of the certificates on the putative certificate validation path and the resources in the ROA, but by other resources described in these certificates where the "encompassing" relationship of the resources does not hold. Any such invalidity along the certificate validation path can cause this outcome, not just at the immediate parent of the end entity certificate that attests to the key used to sign the ROA.

For example, in the certificate sequence:
Certificate 1:
Issuer A, Subject B, Resources 192.0.2.0/24, AS64496-AS64500

Certificate 2:
Issuer B, Subject C, Resources 192.0.2.0/24/24, AS64496-AS64511

Certificate 3:
Issuer C, Subject D, Resources 192.0.2.0/24

Certificate 3 is considered to be an invalid certificate, because the resources in Certificate 2 are not encompassed by the resources in Certificate 1, by virtue of certificate 2 holding the resources of the range AS64501 - AS64511 in this RFC3779 resource extension. Obviously, these Autonomous Systems numbers are not related to the IPv4 resources contained in Certificate 3.

2. Operational Considerations

The operational consideration described here relates to the situation where a registry withdraws a resource from the current holder, and the resource to transferred to another registry, to be registered to a new holder in that registry. The reason why this is a consideration in operational deployments of the RPKI lies in the movement of the "home" registry of number resources during cases of mergers, acquisitions, business re-alignments, and resource transfers and the desire to ensure that during this movement all other resources can continue to be validated.

If the original registry’s certification actions are simply to issue a new certificate for the current holder with a reduced resource set, and to revoke the original certificate, then there is a distinct possibility of encountering the situation illustrated by the example in the previous section. This is a result of an operational process for certificate issuance by the parent CA being de-coupled from the certificate operations of child CA.

This de-coupled operation of CAs introduces a risk of unintended third party damage: since a CA certificate can refer to holdings which relate to two or more unrelated subordinate certificates, if this CA certificate becomes invalid due to the reduction in the resources allocated to this CA relating to one subordinate resource set, all other subordinate certificates are invalid until the CA certificate is reissued with a reduced resource set.

In the above example, all subordinate certificates issued by CA C are invalid until CA B issues a new certificate for CA C with a reduced resource set.
At the lower levels of the RPKI hierarchy the resource sets affected by such movements of resources may not encompass significantly large pools of resources. However, as one ascends through this hierarchy towards the apex, the larger the resource set that is going to be affected by a period of invalidity by virtue of such uncoordinated certificate management actions. In the case of a Regional Internet Registry (RIR) or National Internet Registry (NIR), the potential risk arising from uncoordinated certification actions relating to a transfer of resources is that the entire set of subordinate certificates that refer to resources administered by the RIR or the NIR cannot be validated during this period.

Avoiding such situations requires that CA’s adhere to a very specific ordering of certificate issuance. In this framework, the common registry CA that describes (directly or indirectly) the resources being shifted from one registry to the other, and also contains in subordinate certificates (direct or indirect) the certificates for both registries who are parties to the resource transfer has to coordinate a specific sequence of actions.

This common registry CA has to first issue a new certificate towards the "receiving" registry that adds to the RFC3779 extension resource set the specific resource being transferred into this receiving registry. The common registry CA then has to wait until all registries in the subordinate certificate chain to the receiving registry have also performed a similar issuance of new certificates, and in each case a registry must await the issuance of the immediate superior certificate with the augmented resource set before it, in turn, can issue its own augmented certificate to its subordinate CA. This is a "top down" issuance sequence."

It is possible for the common registry to issue a certificate to the "sending" registry with the reduced resource set at any time, but it should not revoke the previously issued certificate, nor overwrite this previously issued certificate in its repository publication point without specific coordination. Only when the common registry is assured that the top down certificate issuance process to the receiving registry CA chain has been completed can the common registry commence the revocation of the original certificate for the sending registry. However, it should not so until it is assured that the immediate subordinate registry CA in the path to the sending registry has issued a certificate with a reduced resource set, and so on. This implies that on the sending side the certificate issuance and revocation is a "bottom up" process.

If this process is not carefully followed, then the risk is that some or all or the subordinate certificates of this common registry CA will be unable to be validated until the entire process of
certificate issuance and revocation has been completed. While this sequenced process is intended to preserve validity of certificates in the RPKI, it is a complex and operationally cumbersome process.

The underlying consideration here is that the operational coordination of these certificate issuance and revocation actions to effect a smooth resource transfer across registries is mandated by the nature of the certificate validation process described in [RFC6487].

3. A Specific Resource RPKI Certificate Validation Process

The question considered here is: Is there an alternate definition of RPKI certificate validity that could remove the requirement for such careful orchestration of certification actions across the RPKI to support resource transfers?

The general definition of certificate validity as defined in [RFC5280] assumes a validation question relating to the relying party’s (RP’s) level of trust in a subject’s signed material, given knowledge of a subject’s name, the subject’s public key, the RP’s chosen trust anchor(s) and an overall PKI to define the domain of discourse.

The validation question assumed by the [RFC6487] RPKI certificate validation process relates to a RP’s level of trust in the combination of some signed material, a certificate that attests to the public key used to sign this material and the set of all number resources that have been assigned or allocated to the subject of the certificate, given knowledge of the certificate, the RP’s chosen trust anchor(s), the RPKI, and the application of the same test applied to the superior certificate in the RPKI hierarchy, and so on to a Trust Anchor.

There is an alternative certificate validation procedure that starts with an attestation containing the subject’s signed material and an explicit enumeration of a set of number resources. The associated validation question relates to whether a RPKI validation process can attest to the validity of a subject’s signed attestation relating to a particular set of number resources, rather than a signed attestation relating to all number resources held by this subject. We will term this alternate certificate validation process "specific resource" validation.

If the certificate validation procedure is specifically restricted to a question of ascertaining the validity of a particular set of number resources in the context of the RPKI, the RPKI validation procedure
need not be as strict as a recursive "encompassing" condition for the resources contained in each pair of certificates in the validation path. It would be sufficient in the context of this "specific resource" validation procedure to require only that each certificate in the validation path has a number resource extension that "encompasses" the specific resources described in the original validation question. Rather than a validation test for all possible questions, this is a specific validation question in the context of specific resources.

This validation question can be informally described as: Given a certificate and a given resource set, is there an Issuer-Subject ordered sequence of certificates from a Trust Anchor to the certificate being validated, where each certificate on this sequence is well-formed, not revoked by a valid CRL, where the certificate's lifetimes are valid, and where the RFC3779 resource extension in the certificate encompass the given resource set?

In the example from Section 1, using this alternate certificate validation process, a validation question of certificate 3 and the resource 10.0.1.0/24, the validation outcome would be positive, in that certificates 1, 2 and 3 all encompass the specific resource 10.0.1.0/24, assuming that the certificates are valid in all other respects.

3.1. Resource Transfers and Specific Resource Certificate Validation

When considering the transfer of resources across registries, and the associated certification actions, then if the validation process was one of "specific resource" validation, then there is no requirement for synchronized orchestration of the process of certificate issuance and revocation by the CAs involved in this transfer in order to preserve the validity of resources described in these certificates.

Along the chain of the "sending" registry CA hierarchy each registry CA can issue a certificate with a reduced resource set that removes the resource being transferred, and revoke the previously issued certificate without regard to the specific timing of similar actions by either its superior or its subordinate registry CA.

Similarly, in the "receiving" registry hierarchy each CA can issue a certificate with an augmented resource set that includes the resource being transferred without particular regard to the timing of similar actions by the other superior or subordinate registry CAs.

Validation questions relating to the migrating resource made against certificates on the "sending registry" will return an invalid outcome as soon as any registry CA in this chain has performed revocation of
the original certificate. Validation questions relating to the migrating resource made against certificates on the "receiving registry" will return an valid outcome only when all the registries in this chain have performed certificate re-issuance and included the resource in the new certificate.

Critically, at all times validation questions relating to any other resource using the "specific resource" validation approach will return the same outcomes throughout this issuance and revocation process. This "specific resource" validation process engenders a more robust outcome in RPKI certificate management. Validation questions relating to resources which are not being transferred from one registry to another cannot be compromised by any failure to adhere to a strict process of issuance and revocation relating to the certification of the resources being transferred.

3.2. A Specification of Specific Resource Validation

The following is a amended specification of certificate validation as described in [RFC6487] that describes the proposed "specific resource" certificate validation process.

Validation of signed resource data using a target resource certificate and a specific set of number resources consists of verifying that the digital signature of the signed resource data is valid, using the public key of the target resource certificate, and also validating the resource certificate in the context of the RPKI, using the path validation process. This path validation process verifies, among other things, that a prospective certification path (a sequence of n certificates) satisfies the following conditions:

1. for all 'x' in {1, ..., n-1}, the Subject of certificate 'x' is the Issuer of certificate ('x' + 1);

2. certificate '1' is issued by a trust anchor;

3. certificate 'n' is the certificate to be validated; and

4. for all 'x' in {1, ..., n}, certificate 'x' is valid.

Certificate validation entails verifying that all of the following conditions hold, in addition to the Certification Path Validation
criteria specified in Section 6 of [RFC5280]:

1. The certificate can be verified using the Issuer’s public key and the signature algorithm

2. The current time lies within the certificate’s Validity From and To values.

3. The certificate contains all fields that MUST be present, as defined by this specification, and contains values for selected fields that are defined as allowable values by this specification.

4. No field, or field value, that this specification defines as MUST NOT be present is used in the certificate.

5. The Issuer has not revoked the certificate. A revoked certificate is identified by the certificate’s serial number being listed on the Issuer’s current CRL, as identified by the CRLDP of the certificate, the CRL is itself valid, and the public key used to verify the signature on the CRL is the same public key used to verify the certificate itself.

6. The resource extension data contained in this certificate "encompasses" the entirety of the resources in the specific resource set.

7. The Certification Path originates with a certificate issued by a trust anchor, and there exists a signing chain across the Certification Path where the Subject of Certificate 'x' in the Certification Path matches the Issuer in Certificate 'x + 1' in the Certification Path, and the public key in Certificate 'x' can verify the signature value in Certificate 'x+1'.

A certificate validation algorithm MAY perform these tests in any chosen order.
4. Local Repository Cache Maintenance

This change in the validation process would have some impact on the operation of a local cache of validated RPKI certificates. Given that the validation process requires the specification of a specific resource set, it would appear that it would not be possible to validate an RPKI certificate without also specifying a specific resource set.

However, using a top-down validation process, and an additional local data structure associated with each locally held validated RPKI certificate, it is possible to maintain a local cache of validated certificates, and the set of valid and invalid resources for each certificate.

The additional data structures are the certificate’s validated and invalidated resource set. These sets are defined as follows:

- If the certificate is used as a Trust Anchor, then the local validated resource set is copied from the certificate’s RFC3779 resource set. There is no invalid resource set.

- Otherwise, the certificate’s local validated resource set is defined as the intersection of this certificate’s RFC3779 resource set and the parent certificate’s local validated resource set. The certificate’s invalid resource set is the difference between this set and the certificate’s RFC3779 resource set.

If the certificate’s validated resource set is empty then the certificate is not valid.

If the invalid resource set is not empty, then any resources that are contained in this invalid resource set cannot be valid by virtue of this certificate.

In all operations on the local repository cache, local applications should use the certificate’s local validated resource set in place of the resources described in the certificate’s RFC3779 extension.

The invalid resource set can be used as a diagnostic aide in local cache management.

5. Security Considerations

The Security Considerations of [RFC6487] apply to the validation procedure described here.
6. IANA Considerations

No updates to the registries are suggested by this document.
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1. Introduction

This document assumes a working knowledge of the Resource Public Key Infrastructure (RPKI), which is intended to support improved routing security on the Internet. [RFC6480]

In order to make participation in the RPKI easier, it is helpful to have a few consolidated repositories for RPKI objects, thus saving every participant from the cost of maintaining a new service. Similarly, relying parties using the RPKI objects will find it faster and more reliable to retrieve the necessary set from a smaller number of repositories.

These consolidated RPKI object repositories will in many cases be outside the administrative scope of the organization issuing a given RPKI object. Hence the need for a protocol to publish RPKI objects.

This document defines the RPKI publication protocol, including a sub-protocol for configuring the publication engine.

1.1. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

"Publication engine" and "publication server" are used interchangeably to refer to the server providing the service described in this document.

"Business Public Key Infrastructure" ("Business PKI" or "BPKI") refers to a PKI, separate from the RPKI, used to authenticate clients to the publication engine.

2. Context

This protocol was designed specifically for the case where an internet registry, already issuing RPKI certificates to its children, also wishes to run a publication service for its children.

We use the term "Business PKI" here because an internet registry might already have a PKI, separate from the RPKI, for authenticating its clients and might wish to reuse that PKI for this protocol. Such reuse is not a requirement.

3. Protocol Specification
In summary, the publication protocol uses XML messages wrapped in CMS, carried over HTTP transport.

The publication protocol consists of two separate subprotocols. The first is a control protocol used to configure a publication engine. The second subprotocol, which we refer to by the overloaded term "publication protocol", is used to request publication of specific objects. The publication engine operates a single HTTP server on a single port. It distinguishes between the two protocols by using different URLs for them.

3.1. Common Details

This section discusses details that the two subprotocols have in common, including the transport and CMS wrappers.

Both protocols use a simple request/response interaction. The client passes a request to the server, and the server generates a corresponding response.

A message exchange commences with the client initiating an HTTP POST with content type of "application/rpki-publication", with the message object as the body. The server’s response will similarly be the body of the response with a content type of "application/rpki-publication".

The content of the POST and the server’s response will be a well-formed Cryptographic Message Syntax (CMS) [RFC5652] object with OID = 1.2.840.113549.1.7.2 as described in Section 3.1 of [RFC6492].

3.1.1. Common XML Message Format

The XML schema for this protocol (including both subprotocols) is below in Section 3.5. Both subprotocols use the same basic XML message format, which looks like:

```xml
<?xml version='1.0' encoding='us-ascii'?>
<msg xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
     version="2"
     type="message type">
  [one or more PDUs]
</msg>
```

version: The value of this attribute is the version of this protocol. This document describes version 2.

type: The possible values of this attribute are "reply" and "query".
A query PDU may be one of four types: config_query, client_query, publish_query, or withdraw_query. The first two are used by the control sub-protocol, the latter two by the publication sub-protocol.

A reply PDU may be one of five types: config_reply, client_reply, publish_reply, withdraw_reply, or report_error_reply.

Each of these PDUs may include an optional tag to facilitate bulk operation. If a tag is set in a query PDU, the corresponding reply(s) MUST have the tag attribute set to the same value.

### 3.2. Control Sub-Protocol

The control sub-protocol is used to configure a publication server. It can set global variables (at the moment, limited to a BPKI CRL) and manage clients who are allowed to publish data on the server.

#### 3.2.1. Config Object

The `<config/>` object allows configuration of data that apply to the entire publication server rather than a particular client. There is exactly one `<config/>` object in the publication server, and it only supports the "set" and "get" actions -- it cannot be created or destroyed. Its use is typically restricted to the repository operator.

The `<config/>` object only has one data element that can be set: the `bpki_crl`. This is used by the publication server when authenticating clients.

#### 3.2.2. Client Object

Unlike the `<config/>` object, the `<client/>` object represents one client authorized to use the publication server. There may be more than one `<client/>` object on each publication server. Again, its use is typically restricted to the repository operator.

The `<client/>` object supports five actions: "create", "set", "get", "list", and "destroy". Each client has a "client_handle" attribute, which is used in responses and must be specified in "create", "set", "get", or "destroy" actions. The "create" and "set" actions have an optional flag to clear CMS-timestamp-based replay protection, to allow recovery from misconfigured clocks.

Payload data which can be configured in a `<client/>` object include:
o base_uri (attribute): This attribute represents the base URI below which the client will be allowed to publish data. Additional constraints may be imposed by the publication server in certain cases, for e.g., a child publishing directly under its parent.

o bpki_cert (element): This represents the X.509 BPKI CA certificate for this client. This should be used as part of the certificate chain when validating incoming CMS messages. Two valid approaches exist. If the optional bpki_glue certificate is being used, then the bpki_cert certificate should be issued by the bpki_glue certificate; otherwise, the bpki_cert certificate should be issued by the publication engine’s bpki_ta certificate.

o bpki_glue (element): This is an additional (optional) type of X.509 certificate for this client. It may be used in certain pathological cross-certification cases which require a two-certificate chain due to issuer name conflicts. When being used, issuing order is that the bpki_glue certificate should be the issuer of the bpki_cert certificate. Otherwise, it should be issued by the publication engine’s bpki_ta certificate. Since this is an optional use certificate, it may be left unset if not needed.

3.3. Publication Sub-Protocol

The publication sub-protocol requests publication or withdrawal from publication of RPKI objects.

The publication protocol uses a common message format to request publication of any RPKI object. This format was chosen specifically to allow this protocol to accommodate new types of RPKI objects without needing changes to this protocol.

Both the <publish/> and <withdraw/> objects have a payload of an optional tag and a URI. The <publish/> query also contains the DER object to be published, encoded in Base64.

Note that every publish and withdraw action requires a new manifest, thus every publish or withdraw action will involve at least two objects.
3.4. Error handling

Errors are handled similarly in both subprotocols, and they’re handled at two levels.

Since all messages in this protocol are conveyed over HTTP connections, basic errors are indicated via the HTTP response code. 4xx and 5xx responses indicate that something bad happened. Errors that make it impossible to decode a query or encode a response are handled in this way.

Where possible, errors will result in an XML <report_error/> message which takes the place of the expected protocol response message. <report_error/> messages are CMS-signed XML messages like the rest of this protocol, and thus can be archived to provide an audit trail.

<report_error/> messages only appear in replies, never in queries. The <report_error/> message can appear in both the control and publication subprotocols.

Like all other messages in this protocol, the <report_error/> message includes a "tag" attribute to assist in matching the error with a particular query when using batching. It is optional to set the tag on queries but, if set on the query, it MUST be set on the reply or error.

The error itself is conveyed in the error_code (attribute). The value of this attribute is a token indicating the specific error that occurred.

The body of the <report_error/> element itself is an optional text string; if present, this is debugging information.

3.5. XML Schema

The following is a RelaxNG compact form schema describing the Publication Protocol.

```
# $Id: rpki-publication.rnc 2601 2013-10-18 19:21:28Z sra $ 
# RelaxNG schema for RPKI publication protocol.

default namespace =
   "http://www.hactrn.net/uris/rpki/publication-spec/"

# This is version 2 of the protocol.

version = "2"
```
# Top level PDU is either a query or a reply.

```
start = element msg {
    attribute version { version },
    ( ( attribute type { "query" }, query_elt* ) | 
      ( attribute type { "reply" }, reply_elt* ) )
}
```

# PDUs allowed in a query.

```
query_elt |= config_query
query_elt = client_query
query_elt = publish_query
query_elt |= withdraw_query
```

# PDUs allowed in a reply.

```
reply_elt |= config_reply
reply_elt = client_reply
reply_elt = publish_reply
reply_elt = withdraw_reply
reply_elt = report_error_reply
```

# Tag attributes for bulk operations.

```
tag = attribute tag { xsd:token { maxLength="1024" } }
```

# Base64 encoded DER stuff.

```
base64 = xsd:base64Binary
```

# Publication URLs.

```
uri_t = xsd:anyURI { maxLength="4096" }
uri = attribute uri { uri_t }
```

# Handles on remote objects (replaces passing raw SQL IDs).

```
object_handle = xsd:string {
    maxLength = "255"
    pattern="[\-_A-Za-z0-9/]"
}
```

# Error codes.

```
error = xsd:token { maxLength="1024" }
```

# <config/> element (use restricted to repository operator)
config_payload = (element bpki_crl { base64 }?)

config_query |= element config {
  attribute action { "set" },
  tag?,
  config_payload
}

config_reply |= element config {
  attribute action { "set" },
  tag?
}

config_query |= element config {
  attribute action { "get" },
  tag?
}

config_reply |= element config {
  attribute action { "get" },
  tag?,
  config_payload
}

# <client/> element (use restricted to repository operator)

client_handle = attribute client_handle { object_handle }

client_payload = (attribute base_uri { uri_t }?,
  element bpki_cert { base64 }?,
  element bpki_glue { base64 }?)

client_clear_replay = (attribute clear_replay_protection { "yes" }?)

client_query |= element client {
  attribute action { "create" },
  tag?,
  client_handle,
  client_clear_replay,
  client_payload
}

client_reply |= element client {
  attribute action { "create" },
  attribute...
tag?,
  client_handle
}

client_query |= element client {
  attribute action { "set" },
  tag?,
  client_handle,
  client_clear_replay,
  client_payload
}

client_reply |= element client {
  attribute action { "set" },
  tag?,
  client_handle
}

client_query |= element client {
  attribute action { "get" },
  tag?,
  client_handle
}

client_reply |= element client {
  attribute action { "get" },
  tag?,
  client_handle,
  client_payload
}

client_query |= element client {
  attribute action { "list" },
  tag?
}

client_reply |= element client {
  attribute action { "list" },
  tag?,
  client_handle,
  client_payload
}

client_query |= element client {
  attribute action { "destroy" },
  tag?,
  client_handle
}
4. Examples

Following are examples of various queries and the corresponding replies for the RPKI publication protocol.

4.1. <config/> Set Query
<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <action="set">
    <bpki_crl>
      MIIBezB1AgEBMA0GCSqGSIb3DQEBCwUAMCMxITAfBgNVBAMTGFRlc3QgQ2Vy
dGlmaWNhdGUgHViZCBUQRcNMDgwNjAyMjE0OTQ1WkhcNMDgwNzAyMjE0OTQ1
WqAOMAwvCgYDVQR0UBAMCAQEEwDQYJKoZIhvcNAQELBQADggEBAFWcwGBl4lj
qX/Cho+RpqYtvmKMnjPVf1MXUB7i28RGP4DAq417deDU7Q82xEJyE4TXMWdW
AV6UG6uUGum0VHWOcj9ohqyi2UGf0sKg2hbwkETm8sAEONsi0yNdyK6jJ1
6aF5ufbxQzalpgCSac1/ZYC5sLLhEz3kmz+B9z9mXFVc5TgAh4dN3Gy5ft
F8zZAFpDGnS4biCnRVgGv6R0Lh/5xmii+ZU6kNDhbeMsjJg+Z0mtN+wMeHS
Ibjiy0WuaZ3k2xSh0C94anrHB2AvvCRhbazjR0Ef5OMZ5lcl1w3u08IHuois
HKehy4Y0GySdj9fV+OuiRTH9vt/M=
    </bpki_crl>
  </config>
</msg>

4.2. <config/> Set Reply

<msg
  type="reply"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <config
    action="set"/>
</msg>

4.3. <config/> Get Query

<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <config
    action="get"/>
</msg>
4.4. <config/> Get Reply

```xml
<msg
type="reply"
version="2"
xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
<config
action="get">
<bcki_crl>
MIIBezBlAgEBMA0GCSqGSiib3DQEBCwUAMCMxITAfbQNVBAMTGFRIc3QgQ2Vy
dGlmaWNhdGUTGUSdGcQHh4nZjE0NTQ1WhcnNydjE0NTQ1
WgAOMAwgcYcYDSVQ0UBAMCQETWQYJKoZIhvcNAQELBQADgQEBDWCwgB14l1
qX/Ch+RqptVvkmKmJPF1MXUB7i28RGP4Dagq17deD7Q82xExye4TXMWDW
A6vU6uUGum0VWHocj90hgyi2UGf8oskg2hbwkETm8sAENOsiilYndYjKg6jZ1
6aF5fubxQa1IpcDGCac1/ZYC5sLlhEz33kmz+B9z9mXFCcT9h4dN3yG5ft
F8z2AFpDGm4bCnRVqGv6R0Lh/5xmi+ZU6KHbeMsj+Z0mtN+wMeHS
Ibjiy0WuaaZ2k2ShOC94nHR2AvCrhazjR0Ef5OMZ5lc1w3u8IHuoi
shKkery4Y0GySdj98fV+OuiRTH9vt/M=
</bcki_crl>
</config>
</msg>
```

4.5. <client/> Create Query

```xml
<msg
type="query"
version="2"
xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
<client
action="create"
base_uri="rsync://wombat.invalid/"
client_handle="3">
<bcki_cert>
MIIDGzCCAgOgAwIBAgIJAkAk/I+/+wUhQ1xMA0GCSqGSiib3DQEBCwUAMCMxITAfbQNVBAMTGFRIc3QgQ2Vy
dGlmaWNhdGUTGUSdGcQHh4nZjE0NTQ1WhcnNydjE0NTQ1
WgAOMAwgcYcYDSVQ0UBAMCQETWQYJKoZIhvcNAQELBQADgQEBDWCwgB14l1
qX/Ch+RqptVvkmKmJPF1MXUB7i28RGP4Dagq17deD7Q82xExye4TXMWDW
A6vU6uUGum0VWHocj90hgyi2UGf8oskg2hbwkETm8sAENOsiilYndYjKg6jZ1
6aF5fubxQa1IpcDGCac1/ZYC5sLlhEz33kmz+B9z9mXFCcT9h4dN3yG5ft
F8z2AFpDGm4bCnRVqGv6R0Lh/5xmi+ZU6KHbeMsj+Z0mtN+wMeHS
Ibjiy0WuaaZ2k2ShOC94nHR2AvCrhazjR0Ef5OMZ5lc1w3u8IHuoi
shKkery4Y0GySdj98fV+OuiRTH9vt/M=
</bcki_cert>
</client>
</msg>
```
4.6. <client/> Create Reply

```xml
<msg
  type="reply"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
  <client
    action="create"
    client_handle="3"/>
</msg>
```

4.7. <client/> Set Query

```xml
<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
  <client
    action="set"
    client_handle="3"/>
</msg>
```
4.8. `<client/>` Set Reply

```xml
<msg
  type="reply"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <client
    action="set"
    client_handle="3"/>
</msg>
```

4.9. `<client/>` Get Query

```xml
<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <client
    action="get"
    client_handle="3"/>
</msg>
```

4.10. `<client/>` Get Reply

```xml
<msg
  type="reply"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <client
    action="get"
    base_uri="rsync://wombat.invalid/"
    client_handle="3"/>
  <bpki_cert>MIIDGzCCAgOgAwIBAgIJAJKi+7j=wHq1xMA0GCSqGSIb3DQEBBQUAMCQxIjAgBgNVBAMTGVRlc3QgQ2VydGlmaWNhdGUgQm9iIFJvb3QwHhcNMDcwODAxMTk1MzEwWhcNMDcwODMxMTk1MzEwWjAkMSIwIAYDVQQDExlUZXN0IENlcnRpZmljYXRlIEJvYiBSb290MIIBIjANBgkqhkiG9w0BAQEFAAOCAQ8AMIIBCgKCAQEAhKYUtJaM5PH5917SG2ACc7iBYdQO2HYyu8Gb6l9Q2Gxc3cwFEX76RTBvg0L79pWf3G1dnozup2MnoZVt3GuX2G/0WkmLui2TCeDhcfXq4rcp8J3V/6ESj+yuEPPOG8UN17mUKgjrch6ZvgCD09AyOK/uXu+ABQXTPsn2pVe2Evh3V004ShL```

4.11. <client/> List Query

<msg
type="query"
version="2"
xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
><client
action="list"
/></msg>

4.12. <client/> List Reply

<msg
type="reply"
version="2"
xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
><client
action="list"
client_handle="3"
><bpki_cert>
MIIDGzCCAgOgAwIBAgIJA\nKgVdqb/rW/6GTg0Xb/zLT6WMU+6sXT1ztJd\nKFQDU1naC8m\nAkGf79Tba0xy\nBAU110GfREY6t4/+NAP2Yyb3xN\nBqcJoTov0JfNKH\zcZ2eP\nr79j7Lk/hk2zx\n+Na9x\nDPe+EQRV+D\nRcKRJdiqg+wIDAQABo1\nAWT\nAMBgNV\nHRMEBTADAQH/MBO\nGAUD\nQWBBTDEsx\nYe6p\nAQD4U\nLB7+GMDB\nlimT\nANBgk\nhkiG9w0BA\nQUTF\nAQEc\nAQE\n6L\nAFAOC\nAQE\n6LAFj62qqaiJz\nNeQ9\n
4.13. `<client/>` Destroy Query

```xml
<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
  <client
    action="destroy"
    client_handle="3"/>
</msg>
```

4.14. `<client/>` Destroy Reply

```xml
<msg
  type="reply"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
  <client
    action="destroy"
    client_handle="3"/>
</msg>
```

4.15. `<publish/>` Query

```xml
<msg
  type="query"
  version="2"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
  <publish
    url="rsync://wombat.invalid/Alice/b1CrcCp9tlyPDNzYKpfxc.cer">
    MIIEjCCAgAwIBAgIBDTANBgkqhkiG9w0BAQFsFADAzMTExLwYDVQQDEyhE
    RJRBODAxNU02NkE5RTkxNzJFNDYxMkQ4Q0QzgRJ1zOERFMezMB4XDTA4
    MDUyMIj4MDUxMloXDTA4MDUyNDExNTQ1MloMzExMC8GA1UEAxMoOEZCODIx
    OEYwNkU1MEFCNzAYQ7dEOT2EzQzGMENEQ0Q4MjghGDN0YxNzcCCASIwDQYJKoZI
```

4.16. <publish/> Reply

<msg
  type="reply"
  version="2"
><publish
  uri="rsync://wombat.invalid/Alice/blCrcCp9ltyPDNzYKPfxc.cer"/>
</msg>

4.17. <withdraw/> Query

<msg
  type="query"
  version="2"
><withdraw
  uri="rsync://wombat.invalid/Alice/blCrcCp9ltyPDNzYKPfxc.cer"/>
</msg>
4.18. `<withdraw/>` Reply

```xml
<msg
    type="reply"
    version="2"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
    <withdraw
        uri="rsync://wombat.invalid/Alice/blCrcCp9ltyPDNzYKPfxc.cer"/>
</msg>
```

4.19. `<report_error/>` With Text

```xml
<msg
    type="reply"
    version="2"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
    <report_error
        error_code="your_hair_is_on_fire">
        Shampooing with sterno again, are we?
    </report_error>
</msg>
```

4.20. `<report_error/>` Without Text

```xml
<msg
    type="reply"
    version="2"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
    <report_error
        error_code="your_hair_is_on_fire"/>
</msg>
```

5. Operational Considerations

There are two basic options open to the repository operator as to how the publication tree is laid out. The first option is simple: each publication client is given its own directory one level below the top of the rcsync module, and there is no overlap between the publication spaces used by different clients. For example:

```
rsync://example.org/rpki/Alice/
rsync://example.org/rpki/BoB/
```
rsync://example.org/rpki/Carol/

This has the advantage of being very easy for the publication operator to manage, but has the drawback of making it difficult for relying parties to fetch published objects both safely and as efficiently as possible.

Given that the mandatory-to-implement retrieval protocol for relying parties is rsync, a more efficient repository structure would be one which minimized the number of rsync fetches required. One such structure would be one in which the publication directories for subjects were placed underneath the publication directories of their issuers: since the normal synchronization tree walk is top-down, this can significantly reduce the total number of rsync connections required to synchronize. For example:

rsync://example.org/rpki/Alice/
rsync://example.org/rpki/Alice/Bob/
rsync://example.org/rpki/Alice/Bob/Carol/

Preliminary measurement suggests that, in the case of large numbers of small publication directories, the time needed to set up and tear down individual rsync connections becomes significant, and that a properly optimized tree structure can reduce synchronization time by an order of magnitude.

The more complex tree structure does require careful attention to the base_uri attribute values when setting up clients. In the example above, assuming that Alice issues to Bob who in turn issues to Carol, Alice has ceded control of a portion of her publication space to Bob, who has in turn ceded a portion of that to Carol, and the base_uri attributes in the <client/> setup messages should reflect this.

The details of how the repository operator determines that Alice has given Bob permission to nest Bob’s publication directory under Alice’s is outside the scope of this protocol.

6. IANA Considerations

IANA is asked to register the application/rpki-publication MIME media type as follows:

MIME media type name:  application
MIME subtype name:  rpki-publication
Required parameters:  None
Optional parameters:  None
Encoding considerations:  binary
Security considerations:  Carries an RPKI Publication Protocol
7. Security Considerations

The RPKI publication protocol and the data it publishes use entirely separate PKIs for authentication. The published data is authenticated within the RPKI, and this protocol has nothing to do with that authentication, nor does it require that the published objects be valid in the RPKI. The publication protocol uses a separate Business PKI (BPKI) to authenticate its messages.

Each of the RPKI publication protocol messages is CMS-signed. Because of that protection at the application layer, this protocol does not require the use of HTTPS or other transport security mechanisms.

Compromise of a publication server, perhaps through mismanagement of BPKI keys, could lead to a denial-of-service attack on the RPKI. An attacker gaining access to BPKI keys could use this protocol delete (withdraw) RPKI objects, leading to routing changes or failures. Accordingly, as in most PKIs, good key management practices are important.
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This document assumes a working knowledge of the Resource Public Key Infrastructure (RPKI), which is intended to support improved routing security on the Internet. See [RFC6480] for an overview of the RPKI.
In order to make participation in the RPKI easier, it is helpful to have a few consolidated repositories for RPKI objects, thus saving every participant from the cost of maintaining a new service. Similarly, relying parties using the RPKI objects will find it faster and more reliable to retrieve the necessary set from a smaller number of repositories.

These consolidated RPKI object repositories will in many cases be outside the administrative scope of the organization issuing a given RPKI object. In some cases, outsourcing operation of the repository will be an explicit goal: some resource holders who strongly wish to control their own RPKI private keys may lack the resources to operate a 24x7 repository, or may simply not wish to do so.

The operator of an RPKI publication repository may well be an Internet registry which issues certificates to its customers, but it need not be; conceptually, operation of a an RPKI publication repository is separate from operation of RPKI CA.

Even in cases where a resource holder operates both a certificate engine and a publication repository, it can be useful to separate the two functions, as they have somewhat different operational and security requirements.

This document defines an RPKI publication protocol which allows publication either within or across organizational boundaries, and which makes fairly minimal demands on either the CA engine or the publication service.

The authentication and message integrity architecture of the publication protocol is essentially identical to the architecture used in [RFC6492], because the participants in this protocol are the same CA engines as in RFC 6492; this allows reuse of the same "Business PKI" ("BPKI", see Section 1.2) infrastructure used to support RFC 6492. As in RFC 6492, authorization is a matter of external configuration: we assume that any given publication repository has some kind of policy controlling which certificate engines are allowed to publish, modify, or withdraw particular RPKI objects, most likely following the recommendation in [RFC6480] Section 4.4, the details of this policy are a private matter between the operator of a certificate engine and the operator of the chosen publication repository.

The following diagram attempts to convey where this publication protocol fits into the overall data flow between the certificate issuers and relying parties:
The publication protocol itself is not visible to relying parties: a relying party sees the public interface of the publication server, which is an rsync or RRDP ([I-D.ietf-sidr-delta-protocol]) server.

Operators of certificate engines and publication repositories may find [I-D.ietf-sidr-rpki-oob-setup] a useful tool in setting up the pairwise relationships between these servers, but are not required to use it.

1.1. Historical Note

This protocol started out as an informal collaboration between several of the early RPKI implementers, and while it was always the designers’ intention that the resulting protocol end up on the IETF standards track, it took a few years to get there, because standardization of other pieces of the overall RPKI protocol space was more urgent. The standards track version of this publication protocol preserves the original XML namespace and protocol version scheme in order to maintain backwards compatibility with running code implemented against older versions of the specification.

1.2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
"Publication engine" and "publication server" are used interchangeably to refer to the server providing the service described in this document.

"Business Public Key Infrastructure" ("Business PKI" or "BPKI") refers to a PKI, separate from the RPKI, used to authenticate clients to the publication engine. We use the term "Business PKI" here because an Internet registry might already have a PKI for authenticating its clients and might wish to reuse that PKI for this protocol. There is, however, no requirement to reuse such a PKI.

2. Protocol Specification

The publication protocol uses XML ([XML]) messages wrapped in signed CMS messages, carried over HTTP transport ([RFC7230]). The CMS encapsulation is identical to that used in [RFC6492], section 3.1 and subsections.

The publication protocol uses a simple request/response interaction. The client passes a request to the server, and the server generates a corresponding response.

A message exchange commences with the client initiating an HTTP POST with content type of "application/rpki-publication", with the message object as the body. The server’s response will similarly be the body of the response with a content type of "application/rpki-publication".

The content of the POST and the server’s response will be a well-formed Cryptographic Message Syntax (CMS) [RFC5652] object with OID = 1.2.840.113549.1.7.2 as described in Section 3.1 of [RFC6492].

The CMS signatures are used to protect the integrity of the protocol messages and to authenticate the client and server to each other. Authorization to perform particular operations is a local matter, perhaps determined by contractual agreements between the operators of any particular client-server pair, but in any case is beyond the scope of this specification.

2.1. Common XML Message Format

The XML schema for this protocol is below in Section 2.6. The basic XML message format looks like this:
As noted above, the outermost XML element is encapsulated in a signed CMS message. Query messages are signed by the client, reply messages are signed by the server.

Common attributes:

version: The value of this attribute is the version of this protocol. This document describes version 4.

type: The possible values of this attribute are "reply" and "query".

A query PDU may be one of three types: <publish/>, <withdraw/>, or <list/>.

A reply PDU may be one of three types: <success/>, <list/>, or <report_error/>.

The <publish/> and <withdraw/> PDUs include a "tag" attribute to facilitate bulk operation. When performing bulk operations, a CA engine will probably find it useful to specify a distinct tag value for each <publish/> or <withdraw/> PDU, to simplify matching an error with the PDU which triggered it. The tag attribute is mandatory, to simplify parsing, but a CA engine which has no particular use for tagging MAY use any syntactically legal value, including simply using the empty string for all tag fields.

This document describes version 4 of this protocol. An implementation which understands only this version of the protocol MUST reject messages with a different protocol version attribute, signalling the error as described in Section 2.4. Since "4" is currently the only value allowed for the version attribute in the schema (Section 2.6), an incorrect protocol version can be detected either by checking the version attribute directly or as a schema validation error. Any future update to this protocol which is either
syntactically or semantically incompatible with the current version will need to increment the protocol version number.

2.2. Publication and Withdrawal

The publication protocol uses a common message format to request publication of any RPKI object. This format was chosen specifically to allow this protocol to accommodate new types of RPKI objects without needing changes to this protocol.

Both the <publish/> and <withdraw/> PDUs have a payload of a tag and an rsync URI ([RFC3986], [RFC5781]). The <publish/> query also contains the DER object to be published, encoded in Base64 ([RFC4648] section 4, with line breaks within the Base64 text permitted but not required).

Both the <publish/> and <withdraw/> PDUs also have a "hash" attribute, which carries a hash of an existing object at the specified repository URI, encoded as a hexadecimal string. For <withdraw/> PDUs, the hash MUST be present, as this operation makes no sense if there is no existing object to withdraw. For <publish/> PDUs, the hash MUST be present if the publication operation is overwriting an existing object, and MUST NOT be present if this publication operation is writing to a new URI where no prior object exists. Presence of an object when no "hash" attribute has been specified is an error, as is absence of an object or an incorrect hash value when a "hash" attribute has been specified. Any such errors MUST be reported using the <report_error/> PDU.

The hash algorithm is SHA-256 [SHS], to simplify comparison of publication protocol hashes with RPKI manifest hashes.

The intent behind the "hash" attribute is to allow the client and server to detect any disagreements about the effect that a <publish/> or <withdraw/> PDU will have on the repository.

Note that every publish and withdraw action requires a new manifest, thus every publish or withdraw action will involve at least two objects.

Processing of a query message is handled atomically: either the entire query succeeds or none of it does. When a query message contains multiple PDUs, failure of any PDU may require the server to roll back actions triggered by earlier PDUs.

When a query message containing <publish/> or <withdraw/> PDUs succeeds, the server returns a single <success/> reply.
When a query fails, the server returns one or more \(<\text{report\_error}/>\) reply PDUs. Typically, a server will only generate one \(<\text{report\_error}/>\) corresponding to the first query PDU that failed, but servers MAY return multiple \(<\text{report\_error}/>\) PDUs at the implementor’s discretion.

### 2.3. Listing the repository

The \(<\text{list}/>\) operation allows the client to ask the server for a complete listing of objects which the server believes the client has published. This is intended primarily to allow the client to recover upon detecting (probably via use of the "hash" attribute, see Section 2.2) that they have somehow lost synchronization.

The \(<\text{list}/>\) query consists of a single PDU. A \(<\text{list}/>\) query MUST be the only PDU in a query - it may not be combined with any \(<\text{publish}/>\) or \(<\text{withdraw}/>\) queries.

The \(<\text{list}/>\) reply consists of zero or more PDUs, one per object published in this repository by this client, each PDU conveying the URI and hash of one published object.

### 2.4. Error handling

Errors are handled at two levels.

Errors that make it impossible to decode a query or encode a response are handled at the HTTP layer. 4xx and 5xx HTTP response codes indicate that something bad happened.

In all other cases, errors result in an XML \(<\text{report\_error}/>\) PDU. Like the rest of this protocol, \(<\text{report\_error}/>\) PDUs are CMS-signed XML messages and thus can be archived to provide an audit trail.

\(<\text{report\_error}/>\) PDUs only appear in replies, never in queries.

The "tag" attribute of the \(<\text{report\_error}/>\) PDU associated with a \(<\text{publish}/>\) or \(<\text{withdraw}/>\) PDU MUST be set to the same value as the "tag" attribute in the PDU which generated the error. A client can use the "tag" attribute to determine which PDU caused processing of an update to fail.

The error itself is conveyed in the "error\_code" attribute. The value of this attribute is a token indicating the specific error that occurred.

The body of the \(<\text{report\_error}/>\) element contains two sub-elements:
1. An optional text element `<error_text/>`, which if present, contains a text string with debugging information intended for human consumption.

2. An optional element `<failed_pdu/>`, which, if present, contains a verbatim copy of the query PDU whose failure triggered the `<report_error/>` PDU. The quoted element must be syntactically valid.

See Section 3.7 for examples of a multi-element query and responses.

2.5. Error Codes

These are the defined error codes as well as some discussion of each. Text similar to these descriptions may be sent in an `<error_text/>` element to help explain the error encountered.

xml_error: Encountered an XML problem. Note that some XML errors may be severe enough to require error reporting at the HTTP layer, instead. Implementations MAY choose to report any or all XML errors at the HTTP layer.

permission_failure: Client does not have permission to update this URI.

bad_cms_signature: Bad CMS signature.

object_already_present: An object is already present at this URI, yet a "hash" attribute was not specified. A "hash" attribute must be specified when overwriting or deleting an object. Perhaps client and server are out of sync?

no_object_present: There is no object present at this URI, yet a "hash" attribute was specified. Perhaps client and server are out of sync?

no_object_matching_hash The "hash" attribute supplied does not match the "hash" attribute of the object at this URI. Perhaps client and server are out of sync?

consistency_problem: Server detected an update that looks like it will cause a consistency problem (e.g. an object was deleted, but the manifest was not updated). Note that a server is not required to make such checks. Indeed, it may be unwise for a server to do so. This error code just provides a way for the server to explain its (in-)action.

other_error: A meteor fell on the server.
2.6. XML Schema

The following is a [RelaxNG] compact form schema describing the Publication Protocol.

This schema is normative: in the event of a disagreement between this schema and the document text above, this schema is authoritative.

# RelaxNG schema for RPKI publication protocol.

default namespace =
    "http://www.hactrn.net/uris/rpki/publication-spec/"

# This is version 4 of the protocol.

version = "4"

# Top level PDU is either a query or a reply.

start |= element msg {
    attribute version { version },
    attribute type { "query" },
    query_elt
}

start |= element msg {
    attribute version { version },
    attribute type { "reply" },
    reply_elt
}

# Tag attributes for bulk operations.

tag = attribute tag { xsd:token { maxLength="1024" } }  

# Base64 encoded DER stuff.

base64 = xsd:base64Binary

# Publication URIs.

uri = attribute uri { xsd:anyURI { maxLength="4096" } }  

# Digest of an existing object (hexadecimal).

hash = attribute hash { xsd:string { pattern = "[0-9a-fA-F]+" } }  

# Error codes.
error |= "xml_error"
error |= "permission_failure"
error |= "bad_cms_signature"
error |= "object_already_present"
error |= "no_object_present"
error |= "no_object_matching_hash"
error |= "consistency_problem"
error |= "other_error"

# <publish/> and <withdraw/> query elements
query_elt | = (  
    element publish { tag, uri, hash?, base64 } |  
    element withdraw { tag, uri, hash })*

# <success/> reply
reply_elt | = element success { empty }

# <list/> query and reply
query_elt | = element list { empty }
reply_elt | = element list { uri, hash }*

# <report_error/> reply
reply_elt | = element report_error {  
    tag?,  
    attribute error_code { error },  
    element error_text { xsd:string { maxLength="512000" }},  
    element failed_pdu { query_elt }?  
}*

3. Examples

Following are examples of various queries and the corresponding replies for the RPKI publication protocol.

Note the authors have taken liberties with the Base64, hash, and URI text in these examples in the interest of making the examples fit nicely into RFC text format. Similarly, these examples do not show the CMS signature wrapper around the XML, just the XML payload.
3.1. <publish/> Query, No Existing Object

```xml
<msg
  type="query"
  version="4"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <!-- body is base64(new-object) -->
  <publish
tag=""
url="rsync://wombat.example/Alice/01a97a70ac477f06.cer">
SGVsbG8sIG15IG5hbWUgaXMgQWxpY2U=
</publish>
</msg>
```

3.2. <publish/> Query, Overwriting Existing Object

```xml
<msg
  type="query"
  version="4"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <!-- hash is hex(SHA-256(old-object)) -->
  <!-- body is base64(new-object) -->
  <publish
hash="01a97a70ac477f06"
tag="foo"
url="rsync://wombat.example/Alice/01a97a70ac477f06.cer">
SGVsbG8sIG15IG5hbWUgaXMgQWxpY2U=
</publish>
</msg>
```

3.3. <withdraw/> Query

```xml
<msg
  type="query"
  version="4"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
  <!-- hash is hex(SHA-256(old-object)) -->
  <withdraw
hash="01a97a70ac477f06"
tag="foo"
url="rsync://wombat.example/Alice/01a97a70ac477f06.cer"/>
</msg>
```

3.4. <success/> Reply
3.5. `<report_error/>` With Optional Elements

```xml
<msg
    type="reply"
    version="4"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
    <success/>
</msg>
```

3.5.1. Multi-Element Query

```xml
<msg
    type="reply"
    version="4"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
    <report_error
        error_code="no_object_matching_hash"
        tag="foo">
        <error_text>
            Can’t delete an object I don’t have
        </error_text>
        <failed_pdu>
            <publish
                hash="01a97a70ac477f06"
                tag="foo"
                uri="rsync://wombat.example/Alice/01a97a70ac477f06.cer">
                SGVsbG8sIG15IG5hbWUgaXMgQWxpY2U=
            </publish>
        </failed_pdu>
    </report_error>
</msg>
```

3.6. `<report_error/>` Without Optional Elements

```xml
<msg
    type="reply"
    version="4"
    xmlns="http://www.hactrn.net/uris/rpki/publication-spec/"
>
    <report_error
        error_code="object_already_present"
        tag="foo"/>
</msg>
```

3.7. Error Handling With Multi-Element Queries

3.7.1. Multi-Element Query
<msg
type="query"
version="4"
xmllns="http://www.hactrn.net/uris/rpki/publication-spec/">
<publish
tag="Alice"
uri="rsync://wombat.example/Alice/01a97a70ac477f06.cer">
SGVsbG8sIG15IG5hbWUgaXMgQWxpY2U=
</publish>
<withdraw
hash="f46a4198efa3070e"
tag="Bob"
uri="rsync://wombat.example/Bob/f46a4198efa3070e.cer"/>
<publish
tag="Carol"
uri="rsync://wombat.example/Carol/32e0544eeb510ec0.cer">
SGVsbG8sIG15IG5hbWUgaXMgQ2Fyb2w=
</publish>
<withdraw
hash="421ee4ac65732d72"
tag="Dave"
uri="rsync://wombat.example/Dave/421ee4ac65732d72.cer"/>
<publish
tag="Eve"
uri="rsync://wombat.example/Eve/9dd859b01e5c2ebd.cer">
SGVsbG8sIG15IG5hbWUgaXMgRXZ1
</publish>
</msg>

3.7.2. Successful Multi-Element Response

<msg
type="reply"
version="4"
xmllns="http://www.hactrn.net/uris/rpki/publication-spec/">
<success/>
</msg>

3.7.3. Failure Multi-Element Response, First Error Only
<msg type="reply" version="4" xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <report_error error_code="no_object_matching_hash" tag="Dave">
    <failed_pdu>
      <withdraw hash="421ee4ac65732d72" tag="Dave" uri="rsync://wombat.example/Dave/421ee4ac65732d72.cer"/>
    </failed_pdu>
  </report_error>
</msg>

3.7.4. Failure Multi-Element Response, All Errors

<msg type="reply" version="4" xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <report_error error_code="no_object_matching_hash" tag="Dave">
    <failed_pdu>
      <withdraw hash="421ee4ac65732d72" tag="Dave"
               uri="rsync://wombat.example/Dave/421ee4ac65732d72.cer"/>
    </failed_pdu>
  </report_error>
  <report_error error_code="object_already_present" tag="Eve">
    <failed_pdu>
      <publish tag="Eve"
               uri="rsync://wombat.example/Eve/9dd859b01e5c2ebe.cer">
        SGVsbG8sIG15IG5hbWUgaXMgRXZl
SGVsbG8sIG15IG5hbWUgaXMgRXZl
      </publish>
    </failed_pdu>
  </report_error>
</msg>
3.8.  <list/> Query

<msg
  type="query"
  version="4"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <list/>
</msg>

3.9.  <list/> Reply

<msg
  type="reply"
  version="4"
  xmlns="http://www.hactrn.net/uris/rpki/publication-spec/">
  <list
    hash="eb719b72f0648cf4"
    uri="rsync://wombat.example/fee/eb719b72f0648cf4.cer"/>
  <list
    hash="c7c50a68b7aa50bf"
    uri="rsync://wombat.example/fie/c7c50a68b7aa50bf.cer"/>
  <list
    hash="f222481ded47445d"
    uri="rsync://wombat.example/foe/f222481ded47445d.cer"/>
  <list
    hash="15b94e08713275bc"
    uri="rsync://wombat.example/fum/15b94e08713275bc.cer"/>
</msg>

4.  IANA Considerations

IANA is asked to register the application/rpki-publication MIME media type as follows:
5. Security Considerations

The RPKI publication protocol and the data it publishes use entirely separate PKIs for authentication. The published data is authenticated within the RPKI, and this protocol has nothing to do with that authentication, nor does it require that the published objects be valid in the RPKI. The publication protocol uses a separate Business PKI (BPKI) to authenticate its messages.

Each RPKI publication protocol message is wrapped in a signed CMS message, which provides message integrity protection and an auditable form of message authentication. Because of these protections at the application layer, and because all the data being published are intended to be public information in any case, this protocol does not, strictly speaking, require the use of HTTPS or other transport security mechanisms. There may, however, be circumstances in which a particular publication operator may prefer HTTPS over HTTP anyway, as a matter of (BPKI) CA policy. Use of HTTP versus HTTPS here is, essentially, a private matter between the repository operator and its clients. Note, however, that even if a client/server pair uses HTTPS for this protocol, message authentication for this protocol is still based on the CMS signatures, not HTTPS.

Although the hashes used in the <publish/> and <withdraw/> PDUs are cryptographically strong, the digest algorithm was selected for convenience in comparing these hashes with the hashes that appear in RPKI manifests. The hashes used in the <publish/> and <withdraw/> PDUs are not particularly security-sensitive, because these PDUs are protected by the CMS signatures. Because of this, the most likely
reason for a change to this digest algorithm would be to track a corresponding change in the digest algorithm used in RPKI manifests. If and when such a change happens, it will require incrementing the version number of this publication protocol, but given that the most likely implementation of a publication server uses these hashes as lookup keys in a database, bumping the protocol version number would be a relatively minor portion of the effort of changing the algorithm.

Compromise of a publication server, perhaps through mismanagement of BPKI private keys, could lead to a denial-of-service attack on the RPKI. An attacker gaining access to BPKI private keys could use this protocol to delete (withdraw) RPKI objects, leading to routing changes or failures. Accordingly, as in most PKIs, good key management practices are important.
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Abstract

The Resource Public Key Infrastructure (RPKI) is an authorization infrastructure that allows the holder of Internet Number Resources (INRs) to make verifiable statements about those resources. The certification authorities (CAs) in the RPKI issue certificates to match their allocation of INRs. These entities are trusted to issue certificates that accurately reflect the allocation state of resources as per their databases. However, there is some risk that a CA will make inappropriate changes to the RPKI, either accidentally or deliberately (e.g., as a result of some form of "government mandate"). The mechanisms described below, and referred to as "Suspenders" are intended to address this risk.

Suspenders enables an INR holder to publish information about changes to objects it signs and publishes in the RPKI repository system. This information is made available via a file that is external to the RPKI repository, so that Relying Parties (RPs) can detect erroneous or malicious changes related to these objects. RPs can then decide, individually, whether to accept changes that are not corroborated by independent assertions by INR holders, or to revert to previously verified RPKI data.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on March 14, 2014.
1. Overview

The Resource Public Key Infrastructure (RPKI) is an authorization infrastructure that allows the holder of Internet number resources (INRs) to make verifiable statements about those resources. For example, the holder of a block of IPv4 or IPv6 addresses can issue a Route Origination Authorization (ROA) to authorize an autonomous system to originate routes for that block.

The certification authorities (CAs) in the RPKI issue certificates to match their allocation of INRs. These entities are trusted to issue certificates that accurately reflect the allocation state of resources as per their databases. However, there is some risk that a
CA will make inappropriate changes to the RPKI, either accidentally or deliberately (e.g., as a result of some form of "government mandate").

Assertions by INR holders about their resources, and about bindings among resources, are realized by publishing RPKI signed objects via the RPKI repository system [RFC6481]. For example, authorization to originate a route for a prefix is accomplished by issuing a ROA. Changes in the RPKI can have an adverse impact on routing in the Internet, by changing the set of (valid) signed objects for a resource. Invalidating a ROA could cause the origin authorized by the ROA in question to be less preferred; adding a ROA for a more specific prefix could enable an unauthorized party to represent itself as the legitimate origin for traffic for that prefix.

The goal of Suspenders is to minimize the likelihood that changes to the RPKI will adversely affect INR holders, irrespective of whether the changes are inadvertent or malicious. Suspenders should work when an INR holder acts as its own CA (and manages its own publication point), and when the INR holder has outsourced these management functions. Suspenders allows each INR holder to assert a "lock" on selected objects at its publication point, to protect the bindings asserted by these objects. Changes to protected objects are confirmed by the INR holder, via a file published outside the repository system. Changes to the validity of protected objects, effected by changes to any other objects in the RPKI, are presumed to be unauthorized (and thus suspicious), unless independently confirmed by the INR holder.

Detection of potentially adverse changes is carried out by each INR holder for its own resources, and by each RP that elects to implement Suspenders. It is critical that an INR holder be able to quickly detect adverse changes that affect its own resources, so that it can initiate actions to remedy the problem. RPs should be able to detect potentially adverse changes, that are not authorized by INR holders, so that they can (at their discretion) use cached, validated data in lieu of such changes. The model adopted here is to assume that changes to previously-validated data should not be accepted, unless authorized by the relevant INR holder. Thus RPs who detect changes need to be able to verify that these changes are authorized by the INR holder. Because not all INR holders manage their own CAs and publication points, an external mechanism is used to signal authorized changes to RPs.

2. Terminology
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. The LOCK Record and INRD File

An INR holder that elects to protect its resources and resource bindings creates a LOCK record in its publication point. The INR holder also generates and signs an Internet Number Resource Declaration (INRD) file, and publishes it at a location independent of the RPKI repository system. The LOCK record consists of a URL that points to the INRD file, and a public key used to verify a signature on the content of that file. (This public key is distinct from any used by the INR holder in the RPKI context.) The INRD file contains the date at which the most recent changes were made, and enumerates those changes. The formats of the LOCK record and INRD file are described below.

3.1. LOCK Record Format and Semantics

The LOCK record conforms to the signed object specification from [RFC6488], which, in turn, uses the CMS [RFC5652] signed-data object format. See [RFC6488] for the top-level signed-data format and the constraints imposed on that format for use in the RPKI context. The LOCK encapsulated content is defined below:

```
EncapsulatedContentInfo ::= SEQUENCE {
  eContentType ContentType,
  eContent [0] EXPLICIT OCTET STRING OPTIONAL }
```

```
ContentType ::= OBJECT IDENTIFIER
```

The eContentType for an LOCK record is defined as id-ct-rpkiLOCK and it has the numeric value 1.2.840.113549.1.9.16.1.XX.

```
id-smime OBJECT IDENTIFIER ::= { iso(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkcs9(9) 16 }
```

```
id-ct OBJECT IDENTIFIER ::= { id-smime 1 }
```

```
id-ct-rpkiLOCK OBJECT IDENTIFIER ::= { id-ct XX }
```

The eContent for an LOCK record is defined by the following ASN.1

```
LOCK ::= SEQUENCE {
  version [0] INTEGER DEFAULT 0,
```
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The EE certificate embedded in the LOCK record MUST use the inherit flag in the [RFC3779] extensions. (The content of the LOCK is independent of the 3779 extensions in the EE certificate, so it is appropriate to use the inherit flag here.)

The version number of the LOCK record determines the set of RPKI object types that it protects. Version 0 protects the LOCK record itself, ROAs, (subordinate) CA certificates, and router certificates (if present).

The algorithm and subjectPublicKey fields in the publicKey MUST conform to the guidance in Section 3 of [RFC6485].

If an RP elects to process a LOCK record, it verifies the signature on the record using the procedure described in [RFC6488]. If the signature verification fails, it ignores the record. (If the RP has a previously validated LOCK record, it continues to use that record instance.)

If the signature verification succeeds, the RP extracts the version number and verifies that the RP is prepared to process this version of the record. If not, it ignores the record. If it is prepared to process this version, it extracts the URL and public key fields. The URL is used to fetch the corresponding INRD file, and the public key is used to verify the signature on that file.

If the RP has a copy of an INRD file for this publication point, and if the RP detects no material changes to the protected records at the publication point, the RP SHOULD NOT fetch the INRD file. (A material change is one that affects the semantics of the object. For example, for a ROA, only changes to the prefixes and/or ASN are material.) If the RP does not hold a copy of the INRD file, or if a protected record has changed, the RP fetches a new INRD file using the URL, and proceeds as described in Section 3.2.

When an INR holder has outsourced management of its RPKI CA function and publication point, it is susceptible to attacks in which the LOCK record itself is changed. This is because the entity providing these functions could create a new LOCK record containing a new URL and
public key, thus defeating the LOCK/INRD mechanism. An authorized change to the content of a LOCK record should be very rare. A location selected as a home for an INRD file should be stable, and thus the URL should rarely change. The public key used to verify the signature on an INRD file should also be constant for long intervals. The LOCK record contains a flag that indicates whether the INR holder has outsourced CA and publication point management. If this flag is FALSE, an RP will accept changes to the LOCK record (see Section 5) just as it would changes to any other object at a protected publication point. If the flag is TRUE, then any change to a LOCK record is regarded as suspicious by RPs. In such cases the RP delays accepting the new LOCK record and associated INRD file, as discussed in Section 5.

3.2. INRD File Format and Semantics

The INRD file is a DER-encoded ASN.1 file that contains data associated with a single INR holder (publication point owner). The file is encoded using ASN.1, since most of the values it holds will be compared to data from RPKI objects that also are ASN.1 encoded, and because it is a signed object.

INRD ::= SEQUENCE {
  tbsINRD    TBSINRD,
  algorithm  AlgorithmIdentifier,
  signature  OCTET STRING
}

TBSINRD ::= SEQUENCE {
  version       [0] INTEGER DEFAULT 0,
  lastChange    UTCTime,
  changeWindow  ENUMERATED
    {
      1week (7) DEFAULT
      2week (14)
      4week (28)
    },
  additions     [1] SEQUENCE SIZE (1..MAX) OF
    ProtectedObject OPTIONAL,
  deletions     [2] SEQUENCE SIZE (1..MAX) OF
    ProtectedObject OPTIONAL,
  keyRollover   [3] OCTET STRING OPTIONAL,
  algRollover   [4] OCTET STRING OPTIONAL
}

ProtectedObject ::= CHOICE {
  cmsObject    [0] EncapsulatedContentInfo,
  rtrCert      [1] RtrCertInfo,
cACert       [2] CACertInfo
}

RtrCertInfo ::= SEQUENCE {
  subjKeyId  OCTET STRING,
  aSNum      INTEGER
}

CACertInfo ::= SEQUENCE {
  subjKeyId          OCTET STRING,
  ipAddrBlocks   [0] IPAddrBlocks OPTIONAL,
  aSIdentifiers  [1] ASIdentifiers OPTIONAL
}

-- See [RFC3779] for the definitions of IPAddrBlocks and
-- ASIdentifiers.

The lastChange and changeWindow values are used to bound the set of
additions and deletions stored in an INRD file. The default is a one
week window, but two and four week values also may be expressed. The
window determines the oldest time at which changes to protected
objects at the publication point are represented in the additions and
deletions portions of the file.

The additions element is used by an INR holder to list all protected
objects that have been added to the publication point over the
interval defined by the change window. If no objects have been added
during this interval, the element is omitted. Similarly, the
deletions element is used by an INR holder to list all protected
objects that have been removed from the publication point over the
interval defined by the change window. If no objects have been
removed during this interval, the element is omitted.

A LOCK or ROA is listed in the additions and/or deletions fields by
putting its EncapsulatedContentInfo in the cmsObject field of a
ProtectedObject. A router certificate is listed by putting its SKI
and AS number in the rtrCert field. A CA certificate is listed by
putting its SKI and [RFC3779] resources in the cACert field. If the
outsourced flag in the LOCK record is FALSE, then no CA certificates
should be included in the additions or deletions elements. If any CA
certificates are included in these elements, they are ignored. RPs
SHOULD accept all valid CA certificates issued at this publication
point when the outsourced flag is FALSE.

The key rollover element is present only during the time when a key
rollover [RFC6489] is taking place. It signals to RPs that an
additional set of objects exist that would ordinarily be viewed as
competing with the objects protected by this INRD file. The SKI contained here is that of the CA for the "other" key. During key rollover each CA will have its own LOCK record, that points to its own INRD file. The old CA will list the new CA’s SKI here; the new CA will not include this field. Key rollover is a transient condition, so the need for both LOCK records and INRD files ought not be very long.

The algorithm rollover element is present during the time when an algorithm rollover [RFC6916] is taking place. It signals to RPs that an additional set of objects exist that would ordinarily be viewed as competing with the objects protected by this INRD file. The SKI contained here is that of the CA for the "other" algorithm. During algorithm rollover each CA will have its own LOCK record, that points to its own INRD file, and each of them will list the other CA’s SKI here. (Note that the SKI value is compared against the SKI in the CA certificate in question. An RP does not compute an SKI. This means that changes to the hash algorithm used to compute an SKI do not affect how an RP processes this field. An RP MUST be prepared to deal with an SKI length other than the 20 octet value in common use today.) Algorithm transition is a long process, so both sets of LOCK records and INRD files will persist for an extended period.

An RP fetches an INRD file using a URL from a LOCK record, as noted above. If the file cannot be located, the RP software logs an error and regards any changes to the publication point as suspicious. If the file is located, the RP verifies the signature on the file using the public key (and indicated algorithms) from the same LOCK record. If the signature fails, the RP software logs an error and regards any changes to the publication point as suspicious. If the signature is valid, the RP extracts the data elements from the INRD file.

If this is the first time that an INRD file is fetched for this publication point, the file is accepted, and its content is used to populate the RP’s expanded local cache. If the INRD file is replacing a previously acquired instance for this publication point, the content is used to confirm changes to protected objects at this publication point. If an RP detects changes to protected publication point objects that occurred after the lastChange time, these changes are treated as suspicious.

Authorizing changes to subordinate CA certificates in an INRD file is critical when an INR holder outsources CA and publication point management. Listing these CAs and their associated 3779 extension data enables an RP to detect creation of unauthorized CAs that could then create competing ROAs or router certificates. However, if an INR holder operates its own CA and manages its publication point, it is not necessary to protect against such attacks. To signal this
situation, the "outsourced" flag in the LOCK record is set to FALSE. Under this condition, an RP will not impose change control checks on subordinate CA certificates for the publication point.

Some classes of INR holders need not publish a LOCK record and INRD file. IANA, RIRs, and NIRs, are principally delegators of resources. Each of these RPKI entities SHOULD create one publication point for the resources used by the entity for its own networking needs, and a separate publication point under which all resource delegations take place. The first publication point MAY be protected by a LOCK record, so that ROAs and router certificates associated with those resources can be protected. However, the second publication point OUGHT not include a LOCK record. If this convention is followed, these classes of INR holders need not update an INRD file every time a new subordinate CA is created or modified, as a result of delegation. If an INR holder follows this convention, and includes a LOCK record in its superior publication point, that record, and the associated INRD file, conveys some degree of protection for the subordinate CA resources, even if the INR holders of these resources do not publish LOCK records.

4. Self-checking by RPs

It is easy for an INR holder, acting as an RP, to determine if any of its resource bindings have been undermined via the RPKI. It knows what resources it holds, and what assertions it has made relevant to those resources. Any conflicting RPKI objects represent a problem! It is more difficult for an RP to detect problems with another INR holder’s resources, because it lacks the knowledge that the other INR holder has. The mechanisms described in Section 5 are designed to enable RPs to detect these problems. This section describes the procedures each RP executes to detect adverse changes to its own data in the RPKI repository system. Note that the procedures in this section do not require use of the LOCK record or INRD file.

When and INR downloads RPKI data, as it normally does, it SHOULD perform the checks noted below, to detect problems. To enable such checking, each INR holder’s RP software MUST be configured with data about the ROAs, and other protected objects, of this INR holder. If any of these objects are missing or fail to validate, then the INR holder has detected a problem, and is notified.

The semantics of ROAs require an additional check; if other ROAs for the same or more specific prefixes are found anywhere in the RPKI repository system, this too indicates a problem, and the INR holder is notified.
The semantics of router certificates, require a separate, additional check. A router certificate binds a public key (and a router ID) to an ASN. Thus, if an INR holder discovers router certificates for its ASN, that it did not authorize, this indicates a problem.

As additional objects are protected via this mechanism, it will be necessary to perform additional checks to detect the latter sort of adverse changes, based on the semantics of the protected objects.

In any case, RP software SHOULD inform the INR holder of the apparent cause and source of the problem, e.g., a revoked or expired certificate or a manifest problem, and guide the INR holder to the responsible CAs (e.g., using Ghostbusters [RFC6493] records).

When an INR holder is alerted to a change adversely affecting its own resources, it is expected to contact the appropriate RPKI entities to rectify the error in a timely fashion. If the changes are determined to be intentional (and not authorized by the INR holder), the INR holder can inform the Internet operations community (via an out of band mechanism), which can then decide, individually, how to respond.

Remedying a problem detected by an INR holder is not likely to be instantaneous, even if the problem is just an error. To avoid adversely affecting routing, the mechanisms described in Section 5 enable RPs to detect a change that adversely affects INR holders, and to reject it, reverting to previously validated INR data. This gives the INR holder time to resolve the problem. Reverting to an earlier version of INR data is conceptually easy for RPs, because they already cache RPKI data. The mechanisms described below require augmenting the RPKI local cache maintained by each RP, to detect adverse changes, making use of information gleaned from LOCK records and INRD files. The next section describes how the LOCK and INRD data is used.

5. Detection & Remediation

The design described in this section assumes that an RP has acquired a snapshot of the RPKI repository, validated and extracted INR holding and binding data, and considers this data to be "good". The detection and remediation algorithm is initialized by acquiring a complete download of RPKI repository data, and by fetching INRD files for all publication points that contain a LOCK record. (Prior to this initialization step, it is not possible for an RP to detect and respond to adverse changes to the RPKI, using the technique described below.)

Each RP already maintains a cache of RPKI data [RFC6480], [RFC6481]; this document extends that cache. For every publication point that
contains a LOCK record, the content of that record, and the corresponding INRD file content, become part of the data maintained by each RP.

An RP acquires and validates all changed RPKI objects as usual. An RP does not update its cache with the changes, until additional checks, described below, are performed. Before accepting any changes the RP MUST process every pub point where there is (or was) a LOCK record. For each of these pub points, if there are changes to protected objects, these changes must be confirmed by the corresponding INRD file before they are accepted. If any of these checks fail, the changes are held in escrow, waiting for a timeout (or an updated INRD file?). After all protected pub point changes have been processed, then changes for unprotected pub point can be accepted. The checks will detect pending changes that would whack or compete with protected objects, and place them in escrow.

After validating all changed objects downloaded from the RPKI repository, an RP performs the following additional checks for every publication point that has (or had) a LOCK record:

- ROA and router certificate whacking
- INR sub-delegation changes
- ROA competition
- router certificate competition
- LOCK record changes

A ROA or a router certificate has been whacked (see Appendix A) if it was valid and is now missing or invalid, and if it is not indicated as deleted in the INRD file of its issuer. Any previously valid ROA that is no longer valid (or missing) is checked against the INRD file for the ROA issuer, to determine if the ROA or (router certificate) certificate has been legitimately revoked/removed. If the INRD file confirms the action, the old ROA (or router certificate) is removed from the local cache. If not, the old ROA (or router certificate) is retained, but marked as suspicious.

Changes to INR sub-delegation occur when the INR holder issues a new CA certificate, an existing child CA certificate expires, or any other change affects the status of a child CA certificate. These changes are accepted by an RP only if they are confirmed in the INR holder’s INRD file.
A newly issued ROA is in competition (see Appendix A) with an existing ROA if the new ROA specifies the same or a more specific prefix than the older ROA, the new ROA is not issued by one of the existing ROA’s issuer’s descendants, and the new ROA was not authorized by the INRD file of the existing ROA. A competing ROA is not accepted as valid by an RP.

A newly-issued router certificate competes with an existing router certificate, if the new certificate includes the same ASN and was not authorized by the INRD file covering the existing router certificate. A competing router certificate is not accepted as valid by an RP. (Such a certificate would be accepted if the INRD file of the issuer of the original certificate indicates that the old certificate has been deleted, and not replaced with a new router certificate associated with the same entity. In this case, the newly-issued certificate would not be in competition.)

As noted above, any change to a LOCK record is viewed as suspicious unless the outsourced flag is FALSE. If the record is for a publication point that is not outsourced, then a changed LOCK record is accepted as valid if the corresponding INRD file authorizes the new record. (If the INR holder has changed the public key for the INRD file, it is RECOMMENDED that the URL also change. This allows the INR holder to publish a new INRD file that authorizes the new LOCK record, minimizing the potential race condition between updating an INRD file and a LOCK record.)

If the LOCK record shows that the publication point is outsourced, an RP examines the changes made to the LOCK record. If the URL has changed, but the public key and the outsourc flag are unchanged, the new LOCK record may be accepted, if the new INRD file authorizes the change. If not, the new LOCK record is rejected. If the public key has been changed, a delay is imposed on accepting the new LOCK record, even if the INRD file authorizes the change. (should we establish a global delay, or should each INR holder publish its own delay preference in the INRD file?)

Remediation for all of the whacking and competition events consists of NOT making a change in the local cache when an unconfirmed change is encountered.

6. INRD Management Scenarios

Common wisdom notes that we cannot choose our parents, but we can choose our friends, and we should do so wisely. In the RPKI context, and INR holder cannot, generally choose its CA, but Suspenders allows the INR holder to choose its INRD file server. It should do so wisely.
An INRD file is published outside of the RPKI repository system, and is verified using a public key that is also independent of the RPKI. The motivation for these two measures is to insulate this part of the Suspenders system from possible manipulation by an entity to whom CA and publication point services have been outsourced. If an INR holder acts as its own CA, and manages its own publication point, it can publish its INRD file on the same machines as its publication point, but not in the publication point. In this case the independence features are not critical, but they also don’t cause harm for this class of INR holder.

Every INR holder needs to choose a location for the INRD file that is highly available. When an INR holder has outsourced CA and publication point management, independent publication of the INRD file is critical. The INR holder needs to choose a location for the INRD file that is highly available. It also is appropriate to consider placing the file outside of the geopolitical region in which the INR holder (and its RIR) operate. Here too the motivation is to insulate the INR holder from a malicious action by the CA service provider, or, perhaps, an RIR above it.

Organizations may arise to offer hosting for INRD files, as a service for INR holders. They could offer just file storage, or they might offer more extensive services. For example, an organization might monitor an INR holder’s publication point and create the INRD file data, and even sign it for the INR holder. (In this case the organization would provide the public key to the INR holder for inclusion in the LOCK record.) Various other arrangements between the INR holder and a organization that assists in managing INRD files are possible, and are a local matter between the INR holder and the organization.

A country might elect to mandate use of Suspenders, as a means to protect the INRs of its ISPs and other organizations that run BGP with in the country. The motivation is similar to that cited above, i.e., protecting INRs against errors or malicious actions by RPKI entities. In this case the country itself generally is not an INR holder per se, so the relationship is somewhat different from that discussed above. Nonetheless, the mechanisms described above apply.

For example, Elbonia might mandate that every INR holder within the country make use of Suspenders. Every Elbonian INR holder will be required to include a LOCK record in its publication point, no matter where that publication point is realized. The URL in each LOCK points to a file on a server managed by an Elbonian government organization. Each Elbonian ISP would be required to follow the procedures described in Section 5, when managing its local cache.
7.  IANA Considerations

This document registers the following in the "RPKI Signed Object" registry created by [RFC6488]:

Name: LOCK
OID: 1.2.840.113549.1.9.16.1.XX
Reference: [RFCxxxx] (this document)

This document also registers the following three-letter filename extension in the "RPKI Repository Name Schemes" registry created by [RFC6481]:

Filename extension: lck
RPKI Object: LOCK
Reference: [RFCxxxx] (this document)

8.  Security Considerations

This document specifies Suspenders, a set of security-focused mechanisms designed to protect INR holders against accidental and malicious changes to RPKI repository data, and to enable RPs to detect and respond to such changes. More text to be provided later.
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Appendix A. RPKI Object Whacking and Competition

There are two ways that an RPKI object can be adversely affected. We term these actions "whacking" and "competition."

Any object in the RPKI can become invalid or inaccessible (to RPs) via various actions by CAs and/or publication point maintainers along the certificate path from the object’s EE certificate to a trust anchor (TA). Any action that causes an object to become invalid or inaccessible is termed "whacking". Revocation of the EE certificate for an object whacks it. Revocation of any CA certificate along the certificate path for the object (without reissuance) has the same effect. Reissuance of any CA certificate along the certificate path, with changes in [RFC3779] extensions in any of these certificates to exclude the resources cited in a targeted object, also constitutes whacking. Changing a manifest along the certificate path might whack an object (depending on how RPs deal with manifest changes), and removing an object from the RPKI repository system also potentially
whacks it. Unless an action that causes an object to be whacked is authorized by the creator of an object, whacking is an attack against the INR holder that created the whacked object.

A different form of attack is termed object "competition". The details of object competition are determined by the semantics of the object. In the general case, one object competes with another object (of the same type), if the newer object creates a binding that adversely affects the binding expressed in the original object. So, for example, a newly issued ROA competes with an existing ROA if the new ROA contains the same or more specific prefixes than the older ROA. Competition does not always indicate an attack; the transfer of resources in a "make before break" model implies ROA competition. A newly issued router certificate competes with a previously issued one if the new certificate binds the same ASN to a public key issued by a different entity. (If key rollover or algorithm transition is in progress, such competition is explicitly authorized via the INRD file.)

Competition that is not authorized by the issuer of the original router certificate is viewed as an attack against that certificate.

Appendix B. Design Criteria (do we still need this section?)

Several criteria were employed in developing the mechanisms described in this document.

1. It is anticipated that object whacking and competition, and analogous forms of errors that adversely impact INR holders, will be infrequent. Thus the detection mechanisms employed by RPs to detect such anomalies ought to be efficient (in terms of data fetching, processing, and storage) for the normal case.

2. RPs may elect to ignore/reject adverse changes to objects if they perceive such changes as suspicious. If an RP elects to reject a change to an object it must have access to previously validated objects for the INR holder question.

3. Transfers of "live" address space will occur, although not frequently. INR holders engaged in such transfers must be able to signal to RPs that such transfers are authorized, so that the transfers are not rejected as suspicious.

4. Routes for a prefix may be legitimately originated by more than one AS (MOA). The design MUST enable an INR holder to inform RPs when this situation is authorized.
5. Many INR holders may choose to outsource CA and publication point management functions. INR holders who choose to outsource these functions should be offered equivalent protection against ROA invalidation and competition as INR holders who perform these functions for themselves.

6. Any new RPKI repository objects used with the mechanisms defined here MUST conform to the format specified in [RFC6488].

7. The decision to process any additional data associated with the mechanisms described in this document is local to each RP. RPs that choose to not implement these mechanisms will incur minimal additional data fetching, storage, and processing burdens.

8. The decision to employ the mechanisms described here to protect INR holdings and binding is a local one made by each INR holder. (INR holders who outsource CA and publication point management functions will require the providers of these services to support creation and publication of one new RPKI object. As a result, all such providers must support generation and maintenance of the new RPKI object so that their clients have the option to utilize these capabilities.)

9. Revocation and expiration of RPKI object MUST continue to work as they do currently, for all objects that have not been adversely affected.
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