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Abst ract

TRILL protocol provides layer 2 nulticast data forwarding using 1S 1S
link state routing. Distribution trees are conputed based on the |ink
state information through Shortest Path First cal culation. Wen a
link on the distribution tree fails, a canpus-w de recovergence of
this distribution tree will take place, which can be tinme consuning
and nmay cause considerable disruption to the ongoing nulticast

servi ce.

Thi s docunent proposes to build the backup distribution tree to
protect links on the prinmary distribution tree. Since the backup
distribution tree is built up ahead of the link failure, when a link
on the primary distribution tree fails, the pre-installed backup
forwarding table will be utilized to deliver nulticast packets

wi thout waiting for the canpus-w de recovergence, which ninimzes the
service disruption.

Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that other
groups may al so distribute working docunents as Internet-Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1.

I nt roducti on

Lots of nulticast traffic is generated by interrupt |atency sensitive
applications, e.g., video distribution, including IP-TV, video
conference and so on. Nornally, a network fault will be recovered

t hrough a network wi de reconvergence of the forwarding states, but
this process is too slowto neet the tight Service Level Agreenent
(SLA) requirements on the service disruption duration. Wat is worse,
updating multicast forwarding states may take significantly | onger
than uni cast convergence since nmulticast states are updated based on
control -pl ane signaling [ nVRT].

Protecti on nmechani sms are comonly used to reduce the service

di sruption caused by network faults. Wth backup forwarding states
installed in advance, a protection nmechanismis possible to restore
an interrupted nmulticast streamin tens of nmilliseconds which
guarantees the stringent SLA on service disruption. Severa

protection nechanisns for multicast traffic have been devel oped for

| P/ MPLS networ ks [nmMRT] [ MoFRR]. However, the way TRILL constructs
distribution trees (DT) is different fromthe way nulticast trees are
comput ed under 1P/ MPLS, therefore a multicast protection mechani sm
suitable for TRILL is required

Thi s docunent proposes "Resilient Distribution Trees" (RDT) in which
backup trees are installed in advance for the purpose of fast failure
repair. Three types of protection nmechani sns are proposed.

0 Gobal 1:1 protection is used to refer to the mechanismthat the
mul ti cast source RBridge nornally injects one nulticast stream
onto the primary DT. When interruption of this streamis detected,
the source RBridge switches to the backup DT to inject subsequent
mul ticast streans until the primary DT is recovered.

0 Gdobal 1+1 protection is used to refer to the nmechanismthat the
mul ti cast source RBridge always injects two copies of nulticast
streams onto the primary DT and backup DT respectively. In the
normal case, nulticast receivers pick the streamsent along the
primary DT and egress it to its local link. Wien a link failure
interrupts the primary stream the backup one will be picked unti
the primary DT is recovered.

0 Local protection refers to the nechanismthat the RBridge attached
to the failed link locally repairs the failure

RDT may greatly reduce the service disruption caused by |ink
failures. In the global 1:1 protection, the tinme cost by DT
recal culation and installation can be saved. The gl obal 1+1
protection and | ocal protection further save the tine spent on
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failure propagation. A failed Iink can be repaired in tens of
mlliseconds. Although it’s possible to make use of RDT to achieve
| oad bal ance of nmulticast traffic, this docunment |eaves that for
future study.

[6326bis] defines the Affinity TLV. An "Affinity Link" can be
explicitly assigned to a distribution tree or trees. This offers a
way to mani pul ate the cal culation of distribution trees. Wth

i ntentional assignment of Affinity Links, a backup distribution tree
can be set up to protect links on a prinary distribution tree.

1.1. Conventions used in this docunent

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Term nol ogy

IS 1S Internmediate Systemto Intermedi ate System

TRILL: TRansparent Interconnection of Lots of Links

DT: Distribution Tree

RPF: Reverse Path Forwardi ng

RDT: Resilient Distribution Tree

SLA: Service Level Agreenent

PLR: Point of Local Repair, in this document, it is the multicast
upstream RBri dge connecting the failed Iink. It’s valid only for
| ocal protection.

2. Usage of Affinity Sub-TLV

This docunment uses the Affinity Sub-TLV [6326bis] to assign a parent
to an RBridge in a tree as discussed bel ow.

2.1. Allocating Affinity Links

Affinity Sub-TLV explicitly assigns parents for RBridges on
distribution trees. They are advertised in the Affinity Sub-TLV and
recogni zed by each RBridge in the canpus. The originating RBridge
becones the parent and the nicknane contained in the Affinity Record
identifies the child. This explicitly provides an "Affinity Link" on
a distribution tree or trees. The "Tree-num of roots" of the Affinity
Record identify the distribution trees that adopt this Affinity Link
[ 6326bi s] .

Affinity Links may be configured or automatically determ ned using a

certain algorithm[CMI]. Suppose |ink RB2-RB3 is chosen as an
Affinity Link on the distribution tree rooted at RB1. RB2 should send
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out the Affinity Sub-TLV with an Affinity Record |ike {N cknane=RB3,
Num of Trees=1, Tree-num of roots=RB1}. In this docunent, RB3 does
not have to be a |l eaf node on a distribution tree, therefore an
Affinity Link can be used to identify any link on a distribution
tree. This kind of assignnment offers a flexibility to RBridges in
distribution tree calculation: they are allowed to choose child for
whi ch they are not on the shortest paths fromthe root. This
flexibility is leveraged to increase the reliability of distribution
trees in this docunent.

An Affinity Sub-TLV which tries to connect two RBridges that are not
adj acent MJST be ignored.

2.2. Distribution Tree Calculation with Affinity Links

When RBridges receive an Affinity Sub-TLV with Affinity Link which is
an inconmng link of RB2 (i.e., RB2 is the child on this Affinity
Link), RB2's inconming links other than the Affinity Link are renoved
fromthe full graph of the canpus to get a sub graph. RBridges
perform Shortest Path First calculation to conpute the distribution
tree based on the sub graph. In this way, the Affinity Link wll
surely appear on the distribution tree.
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Figure 2.1: DT Calculation with the Affinity Link RB4-RB5

Take Figure 2.1 as an exanple. Suppose RB1 is the root and |ink RB4-
RB5 is the Affinity Link. RB5 s other inconing |inks RB2-RB5 and RB6-
RB5 are renoved fromthe Full Gaph to get the Sub Graph. Since RB4-
RB5 is the unique link to reach RB5, the Shortest Path Tree
inevitably contains this link

3. Resilient Distribution Trees Cal cul ation
RBridges leverage |1S-1S to detect and advertise network faults. A
node or link failure will trigger a canpus-w de reconvergence of
distribution trees. The reconvergence generally includes the
fol |l owi ng procedures:

1. Failure detected through IS-1S control nessages (HELLO exchangi ng
or sonme other nethod such as BFD [rbBFD ;

2. 1S-1S state flooding so each RBridge | earns about the failure;

3. Each RBridge recalcul ates affected distribution trees
i ndependent | y;
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4. RPF filters are updated according to the new distribution trees.
The reconputed distribution trees are pruned per VLAN and
installed into the nmulticast forwarding tables.

The sl ow reconvergence can be as long as tens of seconds, which wll
cause disruption to ongoing nulticast traffic. In protection

mechani sms, alternative paths prepared ahead of potential node or
link failures are used to detour the failures upon the failure
detection, therefore service disruption can be mnin zed.

This docunent will focus only on link protection. The construction of
backup DT for the purpose of node protection is out the scope of this
docunment. In order to protect a node on the primary tree, a backup
tree can be setup without this node [mVRT]. Wen this node fails, the
backup tree can be safely used to forward multicast traffic to make a
detour. However, TRILL distribution trees are shared anong all VLANs
and Fine Grained Labels [FG.] and they have to cover all RBridge
nodes in the canpus [ RFC6325]. A DT that does not span all RBridges
in the canpus may not cover all receivers of many multicast groups.
(This is different fromthe nulticast trees construction signaled by
PIM [ RFC4601] or nlDP [ RFC6388].)

3.1. Designating Roots for Backup Trees
Qperators MAY nanual Iy configure the roots for the backup DTs
Neverthel ess, this docunent ains to provide a mechanismw th mini num
configuration. Two options are offered as foll ows.

3.1.1. Conjugate Trees
[ RFC6325] and [d earC] has defined how distribution tree roots are
sel ected. When a backup DT is conputed for a primary DI, its root is
set to be the root of this primary DI. In order to distinguish the
primary DT and the backup DT, the root RBridge MJST own nmultiple
ni cknanes.

3.1.2. Explicitly Advertising Tree Roots
RBri dge RB1 having the highest root priority nicknanme m ght
explicitly advertise a list of nicknanes to identify the roots of the
primary and backup tree roots (See [RFC6325] Section 4.5).

3.2. Backup DT Cal cul ati on

3.2.1. Backup DT Cal culation with Affinity Links
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2 1
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Root 1 ____ 2 Root
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T I U T N
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Primary DT Backup DT

Figure 3.1: An Exanple of a Primary DT and its Backup DT

TRILL allows RBridges to conpute multiple distribution trees. Wth
the intentional assignnment of Affinity Links in DT calculation, this
docunent proposes a nethod to construct Resilient Distribution Trees
(RDT). For exanple, in Figure 3.1, the backup DT is set up nmaxinmally
disjoint to the primary DT (The full topology is a conbination of
these two DTs, which is not shown in the figure.). Except for the
link between RB1 and RB2, all other links on the primary DT do not
overlap with links on the backup DT. It neans that every link on the
primary DT, except |link RB1-RB2, can be protected by the backup DT.

3.2.1.1. Algorithmfor Choosing Affinity Links

Operators MAY configure Affinity Links to intentionally protect a
specific link, such as the link connected to a gateway. But it is
desirabl e that every RBridge i ndependently conputes Affinity Links
for a backup DT across the whol e canpus. This enables a distributed
depl oynent and al so ninimzes configuration

Al gorithns for Maxi mally Redundant Trees [mVRT] may be used to figure
out Affinity Links on a backup DT which is nmaxinally disjointed to
the primary DT but it only provides a subset of all possible
solutions, i.e., the conjugate trees described in Section 3.1.1. In
TRILL, RDT does not restrict the root of the backup DT to be the same
as that of the primary DT. Two disjoint (or maxi mally disjointed)
trees may root fromdifferent nodes, which significantly augnments the
sol ution space.

Thi s docunment RECOMMENDS achi evi ng the i ndependent nethod t hrough a
slight change to the conventional DT cal cul ation process of TRILL.
Basically, after the primary DT is calculated, the RBridge will be
aware of which links will be used. Wen the backup DT is cal cul at ed,
each RBridge increases the netric of these |inks by a proper val ue
(for safety, it’s recomended to used the sunmmation of all origina
link metrics in the canpus but not nore than 2**23), which gives
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these links a lower priority being chosen by the backup DT by
perform ng Shortest Path First calculation. Al links on this backup
DT can be assigned as Affinity Links but this is unnecessary. In
order to reduce the anount of Affinity Sub-TLVs fl ooded across the
campus, only those not picked by conventional DT cal cul ati on process
ought to be recognized as Affinity Links.

3.2.1.2. Affinity Links Advertisenent

Simlar to [CMI], every parent RBridge of an Affinity Link takes
charge of announcing this link in an Affinity Sub-TLV. Wen this
RBri dge plays the role of parent RBridge for several Affinity Links,
it is natural to have them advertised together in the sane Affinity
Sub- TLV and each Affinity Link is structured as one Affinity Record.

Affinity Links are announced in the Affinity Sub-TLV that is

recogni zed by every RBridge. Since each RBridge conputes distribution
trees as the Affinity Sub-TLV requires, the backup DT will be built
up consistently.

3.2.2. Backup DT Cal cul ation without Affinity Links

This section provides an alternative nethod to set up the disjointed
backup DT.

After the primary DT is cal cul ated, each RBridge increases the cost
of those links which are already in the primary DT by a nultiplier
(For safety, 64x is RECOWENDED.). It would ensure that a link
appears in both trees if and only if there is no other way to reach
the node (i.e. the graph would becone di sconnected if it were pruned
of the links in the first tree.). In other words, the two trees wll
be maxi mal ly di sj oi nted.

The above algorithmis sinmlar as that defined in Section 3.2.1.1

Al'l RBridges MJST agree on the sane algorithm then the backup DT can
be cal cul ated by each RBridge consistently and configuration is
unnecessary.

4. Resilient Distribution Trees Installation

As specified in [ RFC6325] Section 4.5.2, an ingress RBridge MJST
announce the distribution trees it may choose to ingress nulticast
frames. Thus other RBridges in the canpus can linmit the anount of
states which are necessary for RPF check. Al so, [RFC6325] recomrends
that an ingress RBridge by default chooses the DI or DTIs whose root
or roots are least cost fromthe ingress RBridge. To sumup, RBridges
do pre-conpute all the trees that m ght be used so they can properly
forward nulti-destination packets, but only install RPF state for
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some conbi nations of ingress and tree.

Thi s docunment states that the backup DT MJUST be contained in an

i ngress RBridge’s DT announcenent |ist and included in this ingress
RBridge’'s LSP. In order to reduce the service disruption tineg,

RBri dges SHOULD install backup DTs in advance, which also includes
the RPF filters that need to be set up for RPF Check

Since the backup DT is intentionally built up maximally disjointed to
the primary DT, when a link fails and interrupts the ongoing
multicast traffic sent along the prinmary DI, it is probable that the
backup DT is not affected. Therefore, the backup DT installed in
advance can be used to deliver multicast packets inmediately.

4.1. Pruning the Backup Distribution Tree

The backup DT SHOULD be pruned per-VLAN. But the way a backup DT is
pruned is different fromthe way that the primary DT is pruned. Even
t hough a branch contains no downstreamreceivers, it is probable that
it should not be pruned for the purpose of protection. The rule for
backup DT pruning is that the backup DT should be pruned per-VLAN,
elimnating branches that have no potential downstream RBri dges which
appear on the pruned primary DT.

It is probably that the primary DT is not optimally pruned in
practice. In this case, the backup DI SHOULD be pruned presuning that
the primary DT is optimally pruned. Those redundant |inks that ought
to be pruned will not be protected.

1
\
Root 1 2 Root
/v T A
/ N T A
3 5 6 3 4 5 6
I | / \/
I || / a
7 9 10 7 9 10

Pruned Primary DT Pruned Backup DT
Figure 4.1: The Backup DT is Pruned Based on the Pruned Prinmary DT.

Suppose RB7, RB9 and RB10 constitute a nulticast group M. The
pruned primary DT and backup DT are shown in Figure 4.1. Referring
back to Figure 3.1, branches RB2-RB1 and RB4-RB1 on the primary DT
are pruned for the distribution of Mx traffic since there are no
potential receivers on these two branches. Al though branches RB1-RB2
and RB3-RB2 on the backup DT have no potential nulticast receivers,
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t hey appear on the pruned primary DT and nmay be used to repair |ink
failures of the primary DI. Therefore they are not pruned fromthe

backup DT. Branch RB8-RB3 can be safely pruned because it does not

appear on the pruned primary DT

4.2. RPF Filters Preparation

RB2 includes in its LSP the information to indicate which trees RB2
m ght choose to ingress multicast frames [ RFC6325]. \Wen RB2
specifies the trees it mght choose to ingress multicast traffic, it
SHOULD i ncl ude the backup DT. OGther RBridges will prepare the RPF
check states for both the primary DT and backup DT. Wen a nulticast
packet is sent along either the primary DT or the backup DT, it will
pass the RPF Check. This works when global 1:1 protection is used.
However, when gl obal 1+1 protection or |ocal protection is applied,
traffic duplication will happen if nulticast receivers accept both
copies of the nulticast packets fromtwo RPF filters. In order to
avoi d such duplication, egress RBridge multicast receivers MJST act
as nmerge points to activate a single RPF filter and discard the
duplicated packets fromthe other RPF filter. In normal case, the RPF
state is set up according to the primary DI. When a link fails, the
RPF filter based on the backup DT should be activated.

5. Protection Mechanisns with Resilient Distribution Trees

Protecti on nmechani snms can be devel oped to nmake use of the backup DT
installed in advance. But protection mechani snms al ready devel oped
using PIMor nlLDP for nulticast of |IP/ MPLS networks are not
applicable to TRILL due to the follow ng fundanmental differences in
their distribution tree calculation

o The link on a TRILL distribution tree is bidirectional while the
link on a distribution tree in | P/MPLS networks is unidirectional

o In TRILL, a nulticast source node does not have to be the root of
the distribution tree. It is just the opposite in | P/ MPLS
net wor ks.

o In IP/MPLS networks, distribution trees are constructed for each
mul ti cast source node as well as their backup distribution trees.
In TRILL, a snmall nunber of core distribution trees are shared
anong nul ticast groups. A backup DT does not have to share the
sane root as the primary DI.

Therefore a TRILL specific nulticast protection nechanismis needed.

G obal 1:1 protection, global 1+1 protection and |ocal protection are
devel oped in this section. In Figure 4.1, assune RB7 is the ingress
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RBri dge of the multicast streamwhile RB9 and RB10 are the nulticast
recei vers. Suppose link RB1-RB5 fails during the nmulticast
forwardi ng. The backup DT rooted at RB2 does not include |ink RB1-
RB5, therefore it can be used to protect this link. In global 1:1
protection, RB7 will switch the subsequent nulticast traffic to this
backup DT when it’s notified about the link failure. In the gl oba

1+1 protection, RB7 will inject two copies of the multicast stream
and let multicast receivers RB9 and RB10 nerge them In the |oca
protection, when link RB1-RB5 fails, RBL will locally replicate the

multicast traffic and send it on the backup DT.
5.1. dobal 1:1 Protection

In the global 1:1 protection, the ingress RBridge of the nulticast
traffic is responsible for switching the failure affected traffic
fromthe primary DT over to the backup DT. Since the backup DT has
been installed in advance, the gl obal protection need not wait for
the DT recal culation and installation. Wien the ingress RBridge is
notified about the failure, it inmediately nakes this switch over

This type of protection is sinple and duplication safe. However,
dependi ng on the topol ogy of the RBridge canpus, the tine spent on
the failure detection and propagation through the IS-1S control plane
may still cause considerable service disruption

BFD (Bi directional Forwarding Detection) protocol can be used to
reduce the failure detection time [rbBFD]. Link failures can be

rapi dly detected with one-hop BFD. Milti-destination BFD extends BFD
mechanismto include the fast failure detection of nulticast paths
[mMBFD]. It can be used to reduce both the failure detection and
propagation time in the global protection. In nulti-destination BFD,
i ngress RBridge need to send BFD control packets to poll each
receiver, and receivers return BFD control packets to the ingress as
response. If no response is received froma specific receiver for a
detection tinme, the ingress can judge that the connectivity to this
receiver is broken. In this way, nulti-destination BFD detects the
connectivity of a path rather than a link. The ingress RBridge wll
determine a nmininmumfail ed branch which contains this receiver. The
ingress RBridge will switch ongoing nulticast traffic based on this
judgnent. For exanple, on figure 4.1, if RB9 does not response while
RB10 still responds, RB7 will presune that |ink RB1-RB5 and RB5- RB9
are failed. Multicast traffic will be switched to a backup DT that
can protect these two links. Accurate link failure detection m ght
hel p ingress RBridges to nmake smarter decision but it’s out of the
scope of this document.

5.2. dobal 1+1 Protection
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In the global 1+1 protection, the nulticast source RBridge al ways
replicates the nulticast packets and sends themonto both the primary
and backup DT. This may sacrifice the capacity efficiency but given
there is much connection redundancy and i nexpensive bandwi dth in Data
Center Networks, such kind of protection can be popular [ MOFRR].

5.2.1. Failure Detection

Egress RBridges (nmerge points) SHOULD realize the Iink failure as
early as possible so that failure affected egress RBridges nmay update
their RPF filters quickly to mininmze the traffic disruption. Three
options are provided as foll ows.

1. Egress RBridges assune a m ni mum known packet rate for a given
data stream [ MOFRR]. A failure detection tiner Td are set as the
i nterval between two continuous packets. Td is reinitialized each
time a packet is received. If Td expires and packets are arriving
at the egress RBridge on the backup DT (within the tinme frane Td),
it updates the RPF filters and starts to receive packets forwarded
on the backup DT.

2. Wth nulti-destination BFD, when a link failure happens, affected
egress RBridges can detect a lack of connectivity fromthe ingress
[mBFD]. Therefore these egress RBridges are able to update their
RPF filters pronptly.

3. Egress RBridges can always rely on the IS-1S control plane to
learn the failure and determ ne whether their RPF filters shoul d
be updat ed.

5.2.2. Traffic Forking and Merging

For the sake of protection, transit RBridges SHOULD activate both
primary and backup RPF filters, therefore both copies of the
mul ti cast packets will pass through transit RBridges.

Mul ticast receivers (egress RBridges) MJST act as "merge points" to
egress only one copy of these nulticast packets. This is achieved by
the activation of only a single RPF filter. In normal case, egress
RBri dges activate the primary RPF filter. Wen a link on the pruned
primary DT fails, ingress RBridge cannot reach sone of the receivers.
When these unreachabl e receivers realize it, they SHOULD update their
RPF filters to receive packets sent on the backup DT.

5.3. Local Protection

In the local protection, the Point of Local Repair (PLR) happens at
t he upstream RBri dge connecting the failed link. It is this RBridge
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that makes the decision to replicate the nmulticast traffic to recover
this link failure. Local protection can further save the time spent
on failure notification through the flooding of LSPs across the
canmpus. In addition, the failure detection can be speeded up using
[rbBFD], therefore local protection can nmininmze the service

di sruption within 50 mlliseconds.

Since the ingress RBridge is not necessarily the root of the
distribution tree in TRILL, a nulticast downstream poi nt may not be
the descendants of the ingress point on the distribution tree.
Moreover, distribution trees in TRILL are bidirectional and do not
share the same root. There are fundanental differences between the
distribution tree calculation of TRILL and those used in PIM and
mL.DP, therefore |ocal protection nechanisns used for PIMand miDP,
such as [nVRT] and [ MoFRR], are not applicable here.

5.3.1. Start Using the Backup Distribution Tree

The egress nicknane TRILL header field of the replicated nulticast
TRILL data packets specifies the tree on which they are being
distributed. This field will be rewitten to the backup DI" s root

ni cknane by the PLR But the ingress of the nulticast frane MJST
remai n unchanged. This is a hal fway change of the DT for nulticast
packets. Afterwards, the PLR begins to forward nulticast traffic

al ong the backup DT. This is a change from [ RFC6325] which specifies
that the egress nicknanme in the TRILL header of a nulti-destination
TRILL data packet must not be changed by transit RBridges.

In the above exanple, if PLR RB1 decides to send replicated nulticast
packets according to the backup DT, it will send it to the next hop
RB2.

5.3.2. Duplication Suppression

When a PLR starts to send replicated nulticast packets on the backup
DT, some multicast packets are still being sent along the primary DT
Sone egress RBridges might receive duplicated nulticast packets. The
traffic forking and merging nmethod in the global 1+1 protection can
be adopted to suppress the duplication

5.3.3. An Exanple to Wal k Through

The exanpl e used in the above | ocal protection is put together to get
a whol e "wal k through" bel ow.

In the normal case, nulticast frames ingressed by RB7 with pruned

distribution on primary DT rooted at RB1 are being received by RB9
and RB10. When the link RB1-RB5 fails, the PLR RBl begins to
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replicate and forward subsequent nulticast packets using the pruned
backup DT rooted at RB2. When RB2 gets the nulticast packets fromthe
link RB1-RB2, it accepts themsince the RPF filter {DT=RB2,

i ngress=RB7, receiving |inks=RB1-RB2, RB3-RB2, RB4-RB2, RB5-RB2 and
RB6- RB2} is installed on RB2. RB2 forwards the replicated nulticast
packets to its neighbors except RBl1L. Wen the nulticast packets reach
RB6 where both RPF filters {DT=RB1, ingress=RB7, receiving |ink=RB1-
RB6} and {DT=RB2, ingress=RB7, receiving |inks=RB2-RB6 and RB9- RB6}
are active. RB6 will let both nulticast streanms through. Milticast
packets will finally reach RB9 where the RPF filter is updated from
{DT=RB1, ingress=RB7, receiving |ink=RB5-RB9} to {DT=RB2,

i ngress=RB7, receiving |ink=RB6-RB9}. RB9 will egress the multicast
packets on to the local |ink.

5.4. Switching Back to the Primary Distribution Tree

Assume an RBridge receives the LSP that indicates a link failure.
This RBridge starts to calculate the new primary DT based on the
topology with the failed Iink. Suppose the new primary DT is
installed at t1.

The propagati on of LSPs around the canpus takes tine. For safety, we
assune all RBridges in the canpus have converged to the new prinmary
DT at t1+Ts. By default, Ts (the "settling tinme") is set to 30s but
is configurable. At t1+Ts, the ingress RBridge switches the traffic
fromthe backup DT back to the new primary DT.

After another Ts (at t1+2*Ts), no nulticast packets are being
forwarded along the old prinmary DI. The backup DT shoul d be updat ed
according to the new primary DT. The process of this update under
different protection types are discussed as follows.

a) For the global 1:1 protection, the backup DT is sinply updated at
t 1+2*Ts.

b) For the global 1+1 protection, the ingress RBridge stops
replicating the nmulticast packets onto the old backup DT at t1+Ts.
The backup DT is updated at t1+2*Ts. It MJST wait for another Ts,
during which time period all RBridges converge to the new backup
DT. At t1+3*Ts, the ingress RBridge MAY start to replicate
mul ti cast packets onto the new backup DT

c) For the local protection, the PLR stops replicating and sendi ng
packets on the old backup DT at t1+4Ts. It is safe for RBridges to
start updating the backup DT at t1+2*Ts.

6. Security Considerations
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Thi s docunent raises no new security issues for TRILL.
For general TRILL Security Considerations, see [ RFC6325].
7. | ANA Consi derations

No new registry or registry entries are requested to be assigned by
| ANA. The Affinity Sub-TLV has already been defined in [6326bis].
Thi s docunment does not change its definition. RFC Editor: please
renove this section before publication.
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