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Abst r act
Thi s docunent describes nechanisns for using directory server(s) to
assist TRILL (Transparent |Interconnection of Lots of Links) edge
switches in reducing multi-destination traffic, particularly ARP/ND
and unknown uni cast fl oodi ng.

Status of This Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Distribution of this docunment is unlimted. Comments should be sent
to the TRILL working group nailing |ist.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at

http://ww. ietf.org/lid-abstracts.htm. The list of Internet-Draft
Shadow Directories can be accessed at

http://ww.ietf.org/shadow htm .
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1.

I nt roducti on

[ Di rectoryFramewor k] describes a high-level framework for using
directory servers to assist TRILL [ RFC6325] edge nodes to reduce

mul ti-destination ARP/ND and unknown uni cast flooding traffic and to
potentially inprove security against address spoofing within a TRILL
canpus. Because nulti-destination traffic becomes an increasing
burden as a network scal es, reduci ng ARP/ ND and unknown uni cast
flooding i nproves TRILL network scalability. This docunment describes
specific nechanisns for directory servers to assist TRILL edge nodes
These nechani sns are optional to inplenent.

The information held by the Directory(s) is address mappi ng and
reachability information. Mst comonly, what MAC address

[ RFC5342bi s] corresponds to an I P address within a Data Label (VLAN
or FG& (Fine Grained Label [RFCfgl])) and fromwhat egress TRILL
switch (RBridge) (and optionally what specific TRILL switch port)
that MAC address is reachable. But it could be what |P address
corresponds to a MAC address or possibly other address mappi ngs or
reachability. In the data center environment, it is conmon for
orchestration software to know and control where all the IP
addresses, MAC addresses, and VLANs/tenants are in a data center
Thus such orchestration software is appropriate for providing the
directory function or for supplying the Directory(s) with directory
i nformati on.

Directory services can be offered in a Push or Pull node. Push node,
in which a directory server pushes information to TRILL swi tches
indicating interest, is specified in Section 2. Pull node, in which a
TRILL switch queries a server for the information it wants, is
specified in Section 3. Mdes of operation, including hybrid

Push/ Pul |, are discussed in Section 4.

The mechani sns used to initially populate directory data in primary
servers is beyond the scope of this docunent. The Push Directory
service can be used by a primary server to provide Directory data to
secondary servers as described in Section 2.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].

The ternmi nol ogy and acronynms of [ RFC6325] are used herein along with
the foll owi ng additions:

CP: Conplete Push flag bit. See Sections 2 and 6.1 bel ow.
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CSNP Ti ne: Conpl ete Sequence Nunber PDU Tine. See [ESADI] and Section
6.1 bel ow.
Dat a Label: VLAN or FG..
FG.: Fine Gained Label [RFCfgl].
Host: Application running on a physical server or a virtual nachine.
A host nust have a MAC address and usually has at |east one IP

addr ess.

| P: Internet Protocol. In this docunent, |P includes both | Pv4 and
| Pv6.

PD: Push Directory flag bit. See Sections 2 and 6.1 bel ow.

primary server: A Directory server that obtains the information it is
serving up by a reliable mechani smoutside the scope of this
docunent but designed to assure the freshness of that
i nformati on. (See secondary server.)

RBridge: An alternative nane for a TRILL switch

secondary server: A Directory server that obtains the information it
is serving up fromone or nore prinary servers

tenant: Sonetinmes used as a synonym for FGL.

TRILL switch: A device that inplenments the TRI LL protocol
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2. Push Model Directory Assistance Mechanisns

In the Push Mbdel [DirectoryFranework], one or nore Push Directory
servers push down the address mapping information for the various
addresses associated with end station interface and the TRILL
switches fromwhich those interfaces are reachable [IA]. This service
is scoped by Data Label (VLAN or FG [RFCfgl]). A Push Directory

al so advertises whether or not it believes it has pushed conpl ete
mappi ng i nformation for a Data Label. It m ght be pushing mappi ng
information for only a subset of the ports in a Data Label. The Push
Model uses the [ESADI] protocol as its distribution nechanism

Wth the Push Model, if conplete address mapping information for a
Dat a Label being pushed is available, a TRILL switch (RBridge) which
has that conpl ete pushed information can sinply drop a native frame
if the destination unicast MAC address can't be found in the mapping
i nformati on avail able, instead of flooding it (see Section 2.1). This
will mnimze flooding of packets due to errors or inconsistencies
but is not practical if directories have inconplete information.

2.1 Requesting Push Service

In the Push Mbddel, it is necessary to have a way for an RBridge to
request information fromthe directory server(s). RBridges sinply
use the ESADI protocol nechanismto announce, in their core I1S1S
LSPs, the Data Labels for which they are participating in [ESADI] by
using the Interested VLANs and/or Interested Labels sub-TLVs

[ RFC6326bis]. This will cause themto be pushed the Directory
information for all such Data Labels that are being served by one or
nmore Push Directory servers.

2.2 Push Directory Servers

Push Directory servers advertise their availability to push the

mappi ng information for a particular Data Label to each other and to
ESADI participants for that Data Label by turning on a flag bit in
their ESADI Paraneter APPsub-TLV [ESADI] for that ESADH instance (see
Section 8.1). Each Push Directory server MJST participate in ESAD
for the Data Labels for which it will push mappi ngs and set the PD
(Push Directory) bit in their ESADI - Paranmeters APPsub-TLV for that
Dat a Label .

For robustness, it is useful to have nore than one copy of the data
bei ng pushed. Each RBridge that is a Push Directory server is
configured with a nunber in the range 1 to 8, which defaults to 2,
for each Data Label for which it can push directory information. If
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the Push Directories for a Data Label are configured the same in this
regard and enough such servers are available, this is the nunber of
copies of the directory that will be pushed.

Each Push Directory server also has an 8-bit priority to be Active
(see Section 8.1 of this docunment). This priority is treated as an
unsi gned integer where |arger magni tude nmeans higher priority and is
in its ESADI Paraneter APPsub-TLV. In cases of equal priority, the
6-byte IS-1S SystemID is used as a tie breaker and treated as an
unsi gned i nteger where | arger magni tude neans higher priority.

For each Data Label it can serve, each Push Directory server orders,
by priority, the Push Directory servers that it can see in the ESAD
link state database for that Data Label that are data reachable
[RFCcl ear] and determines its position in that order. If a Push
Directory server is configured to believe that N copies of the

mappi ngs for a Data Label should be pushed and finds that it is
number Kin the priority ordering (where nunber 1 is highest priority
and nunber Kis lowest), then if Kis less than or equal to N the
Push Directory server is Active. If Kis greater than Nit is
Passive. Active and Passive behavior are specified bel ow

2.3 Push Directory Server State Machine

The subsections bel ow describe the states, events, and correspondi ng
actions for Push Directory servers.

2.3.1 Push Directory States

A Push Directory Server is in one of six states, as listed below, for
each Data Label it can serve. In addition, it has an internal State-
Transition-Tinme variable for each such Data Label which it set at
each state transition and which enables it to deternmine howlong it
has been in its current state.

Down: A conpletely shut down virtual state defined for convenience in
specifying state diagrans. A Push Directory Server in this state
does not advertise any Push Directory data. It nmay be
participating in [ESADI] with the PD bit zero in its ESADI -
Paraneters or might be not participating in [ESADI] at all. (A
states other than the Down state are considered to be Up states.)

Passive: No Push Directory data is advertised. Any outstandi ng EASDI -
LSP fragnents containing directory data are updated to renove that
data and if the result is an enpty fragnent (contains nothing
except possibly an Authentication TLV), the fragnent is purged.
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The Push Directory participates in [ESADI] and its [ ESADI]
fragment zero includes an ESADI - Paranet ers APPsub-TLV with the PD
bit set to one and CP (Conplete Push) bit zero.

Active: If a Push Directory server is Active, it advertises its
directory data through [ESADI] in its ESADI -LSPs using the
Interface Addresses [IA] APPsub-TLV and updates that information
as it changes. The PD bit is set to one in the ESADI - Par anet ers
and the CP bit must be zero.

Conpl eting: Sanme behavior as the Active state but responds
differently to events.

Conpl ete: The same behavi or as Conpl eting except that the CP bit in
the ESADI - Paraneters APPsub-TLV is set to one and the server
responds differently to events.

Reduci ng: The sane behavi or as Conplete but responds differently to
events. The PD bit remains a one but the CP bit is cleared to zero
in the ESADI - Par aneters APPsub-TLV. Directory updates continue to
be adverti sed.

2.3.2 Push Directory Events and Conditions

Three auxiliary conditions referenced later in this section are
defined as follows for convenience:

The Activate Condition: The server determines that there are K data
reachabl e Push Directory servers, the server is configured that
there should be N copies pushed, and Kis less than or equal to N

The Pacify Condition: The server determ nes that there are K data
reachabl e Push Directory servers, the server is configured that
there should be N copies pushed, and Kis greater than N

The Tine Condition: The server has been in its current state for an
anount of time equal to or larger than its CSNP tinme (see Section
8.1).)

The events and conditions |isted bel ow cause state transitions in
Push Directory servers.

1. Push Directory server or TRILL switch was configured to be down
but the TRILL switch on which it resides is up and the server is
configured to be up.

2. The Push Directory server or the TRILL switch on which it is
resident is being shut down.
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3. The Activate Condition is met and the server is not configured to
believe it has conplete data.
4. The server deternines that the Pacify Condition is net.

5. The server is configured to believe it has conplete data and the
Activate Condition is net.

6. The server is configured to believe it does not have conplete
dat a.

7. The Tinme Condition is net.

2.3.3 State Transition D agram and Tabl e

The state transition diagramis as follows.
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Figure 1. Push Server State Di agram

This state diagramis equivalent to the followi ng transition table:

Event || Down | Passive | Active | Conpleting| Conplete| Reduci ng|
------ S T TS
1 || Passive| Passive | Active | Conpleting| Conplete| Reduci ng|
2 || Down | Down | Passi ve | Passi ve | Reduci ng| Reduci ng|
3 || Down |Active | Active |Active | Reduci ng| Reduci ng|
4 || Down |Passive | Passi ve | Passi ve | Reduci ng| Reduci ng|
5 || Down | Conpl eti ng| Conpl et e| Conpl eti ng| Conpl et e|] Conpl et e|
6 || Down |Passive | Active |Active | Reduci ng| Reduci ng|
7 || Down | Passive | Active | Conplete | Conplete|Active |
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2.4 Additional Push Details

Push Directory mappi ngs can be distinguished for any other data

di stributed through ESADI because mappings are distributed only with
the Interface Addresses APPsub-TLV [I A] and are flagged as bei ng Push
Directory data.

RBri dges, whether or not they are a Push Directory server, NAY
continue to advertise any locally | earned MAC attachnment information
in [ESADI] using the Reachabl e MAC Addresses TLV [ RFC6165] . However,
if a Data Label is being served by conplete Push Directory servers,
advertising such locally | earned MAC attachment shoul d general ly not
be done as it would not add anything and woul d just waste bandw dth
and ESADI link state space. An exception would be when an RBridge

| earns | ocal MAC connectivity and that information appears to be

m ssing fromthe directory mapping.

Because a Push Directory server may need to advertise interest in
Data Labels even if it does not want to receive end station data in
those Data Labels, the No Data flag bit is provided as discussed in
Section 6. 3.

If an RBridge notices that a Push Directory server is no |onger data
reachabl e [ RFCcl ear], it MJST ignore any Push Directory data from
that server because it is no |onger being updated and may be stale.

The nature of dynamic distributed asynchronous systens is such that
it is inpractical for an RBridge receiving Push Directory information
to ever be absolutely certain that it has conplete information.
However, it can obtain a reasonabl e assurance of conplete infornmation
by requiring two conditions to be net:
1. The PD and CP bits are on in the ESAD zero fragment fromthe
server for the relevant Data Label
2. Aclient RBridge m ght be just conming up and receive an EASD
LSP neeting the requirenent in point 1 above but have not yet
received all of the ESADI LSP fragment fromthe Push Directory
server. Thus, it should not believe that information to be
complete unless it has al so had data connectivity to the server
for the larger of the client’s and the server’s CSNP ti nes.

There nmay be transient conflicts between nmapping infornmation from
different Push Directory servers or conflicts between |ocally |earned
information and information received froma Push Directory server. In
case of such conflicts, information with a hi gher confidence value is
preferred over information with a | ower confidence. In case of equa
confidence, Push Directory information is preferred to locally

| earned information and if information from Push Directory servers
conflicts, the information fromthe higher priority Push Directory
server is preferred
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2.5 Primary to Secondary Server Push Service

A secondary Push or Pull Directory server is one that obtains its
data froma primary directory server. Qher techni ques MAY be used
but, by default, this data transfer occurs through the prinmary server
acting as a Push Directory server for the Data Labels involved while
the secondary Push Directory server takes the pushed data it receives
fromthe highest priority Push Directory server and re-originates it.
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3. Pull Model Directory Assistance Mechanisns

In the Pull Mdel, a TRILL switch (RBridge) pulls directory
information froman appropriate Directory Server when needed.

Pull Directory servers for a particular Data Label X are |ocated by
looking in the core TRILL IS-1S Iink state database for RBridges that
advertise thensel ves by having the Pull Directory flag on in their
Interested VLANs or Interested Labels sub-TLV [ RFC6326bis] for X |If
multiple RBridges indicate that they are Pull Directory Servers for a
particul ar Data Label, pull requests can be sent to any one or nore
of themthat are data reachable but it is RECOVWENDED that pul
requests be preferentially sent to the server or servers that are

| ower cost fromthe requesting RBridge

Pull Directory requests are sent by enclosing themin an RBridge
Channel [ Channel] nessage using the Pull Directory channel protoco
nunber (see Section 8.2). Responses are returned in an RBridge
Channel message using the sane channel protocol numnber.

The requests to Pull Directory Servers are typically derived from
nornmal ARP [ RFC826], ND [ RFC4861], RARP [ RFC903] nessages or data
franmes with unknown uni cast destination MAC addresses intercepted by
the RBridge as described in Section 4.

Pull Directory responses include an anmount of time for which the
response shoul d be considered valid. This includes negative responses
that indicate no data is avail able. Thus both positive responses with
data and negative responses can be cached and used for inmediate
response to ARP, ND, RARP, or unknown destination MAC franes, unti
they expire. |If information previously pulled is about to expire, an
RBridge MAY try to refresh it by issued a new pull request but, to
avoi d unnecessary requests, SHOULD NOT do so if it has not been
recently used.

3.1 Pull Directory Request Format

A Pull Directory request is sent as the Channel Protocol specific
content of an inter-RBridge Channel nessage [Channel] TRILL Data
packet. The Data Label in the packet is the Data Label in which the
query is being made. The priority of the channel nmessage is a mapping
of the priority of the frame being ingressed that caused the request
with the default mapping dependi ng, per Data Label, on the strategy
(see Section 6). The Channel Protocol specific data is formatted as
fol |l ows:
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+ R+ X+
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<

Version of the Pull Directory protocol as an unsigned integer.
Version zero is specified in this document.

T: Type. 0 => Response, 1=> Query, 2=> Unsolicited Update, 3=>
Reserved. An unsolicited update is formatted as a response
except there is no correspondi ng query. Messages received with
type = 3 are discarded. Queries received by an RBridge that is
not a Pull Directory are discarded. Responses that do not match
an outstandi ng Query are di scarded.

RESV: Reserved bits. MJST be sent as zero and ignored on receipt.

Count: Nunber of queries present.

Sequence Nunber: A 32-bit quantity set by the sendi ng RBridge,
returned in any responses, and used to match up responses wth
queries. It is opaque except that the value zero is reserved
for Unsolicited Update response nessages. A Request received
wi th Sequence Nunber zero is discarded.

QUERY: Each Query record within a Pull Directory request nessage
is formatted as foll ows:
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0 1 2 3 4 5 6 7 8 910 11 12 13 14 15
T S T S S S e T g

| S| ZE | RESV | TYPE |
e

If TYPE = 1
e L ey Sy RIS
| AFN

E I S i T S e e S Tt s T (TSI S S S -
| Query address ..
B R i e S e e il EIEI

If TYPE = 2, 3, 4, or 5
R T e e ek i i e e S e o
| Query frame ...
B i I I S e S it I R

SI ZE: Size of the query data in bytes as an unsigned byte
starting with and including the SIZE field itself. Thus the
m nimum | egal value is 2. A value of SIZE |l ess than 2
i ndi cates a nal formed nessage. The "QUERY" with the illega
SI ZE val ue and all subsequent QUERYs MJST be ignored and the
entire query nessage MAY be ignored.

RESV: A bl ock of reserved bits. MJST be sent as zero and
i gnored on receipt.

TYPE: There are two types of queries currently defined, (1) a
query that provides an explicit address and asks for other
addresses for the interface specified by the query address
and (2) a query that includes a frane. The fields of each
are specified below. Values of TYPE are as follows

TYPE  Description
reserved
query address
ARP query frane
ND query frane
RARP query frame
Unknown uni cast MAC query frane
6- 14 assi gnabl e by | ETF Revi ew
15 reserved

abrhwNRFLO

AFN: Address Family Nunber of the query address.

Query Address: The query is asking for any other addresses,
and the RBridge fromwhich they are reachabl e, that
correspond to the sane interface, within the data | abe
of the query. Typically that would be either (1) a MAC
address with the querying RBridge primarily interested in
the RBridge by which that MAC address is reachable, or
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(2) an I P address with the querying RBridge interested in
the correspondi ng MAC address and the RBridge by which
that MAC address is reachable. But it could be some other
address type.

Query Frane: Wiere a Pull Directory query is the result of
an ARP, ND, RARP, or unknown uni cast MAC destination
address, the ingress RBridge MAY send the frame to a Pul
Directory Server if the frame is small enough to fit into
a query message

A query count of zero is explicitly allowed, for the purpose of
pinging a Pull Directory server to see if it is responding to
requests. On recei pt of such an enpty query nessage, a response
message that al so has a count of zero MJUST be sent unless inhibited
by rate linmting.

If no response is received to a Pull Directory request within a
timeout configurable in milliseconds that defaults to 2,000, the
request should be re-transmtted with the same Sequence Nunber up to
a configurable nunber of tines that defaults to three. If there are
multiple queries in a request, responses can be received to various
subsets of these queries by the tinmeout. In that case, the renaining
unanswer ed queries should be re-sent in a new query with a new
sequence nunber. |If an RBridge is not capable of handling parti al
responses to requests with rmultiple queries, it MJST NOT sent a
request with nore than one query in it.

3.2 Pull Directory Response For mat

Pull Directory responses are sent as the Channel Protocol specific
content of inter-RBridge Channel nessage TRILL Data packets.
Responses are sent with the sane Data Label and priority as the
request to which they correspond except that the response priority is
limted to be not nore than a configured value. This priority limt
is configurable at a per RBridge |evel and defaults to priority 6
The Channel protocol specific data format is as follows:
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0 1 2 3
01234567890123456789012345678901
+- +- B I S i ks sl ol e S S S S S S S S i
| FI| PIN| RESV| Count | ERR | SubERR |
- +- R S T sl s s S e T S S S T S S T S i
Sequence Nunber [
R S S et et i o i i i R T T T S S S S S S e e e 2
RESPONSE 1
B i I T i I S

1

T

< +
+ -+
+— +

1
+
1
+

+

+

RESPONSE 2
T

AT T T+
+

B i S S S i e S S
RESPONSE K
B S S S S S

V, T: Version and Type as specified in Section 3.1

F: The Flood bit. If zero, the reply is to be unicast to the
provi ded Ni cknane. |If T=2, F=1 is used to flood nessages for
certain unsolicited update cache consi stency nai nt enance
messages froman end station Pull Directory server as discussed
in Section 3.5. If Tis not 2, Fis ignored.

P, N Flags used in connection with certain flooded unsolicited
cache consi stency mai ntenance nessages. lgnored if T is not 2
If the P bit is a one, the solicited response nessage rel ates
to cached positive response information. If the N bit is a one,
the unsolicited nessage relates to cached negative information.
See Section 3.5.

RESV: Reserved bits. MJST be sent as zero and ignored on receipt.

Count: Count is the nunmber of responses present in the particular
response nessage.

ERR, subERR. A two part error code. See Section 3.4.

Sequence Nunmber: A 32-bit quantity set by the sendi ng RBridge,
returned in any responses, and used to match up responses with
queries. It is opaque except that the value zero is reserved
for Unsolicited Update response nessages.

RESPONSE: Each response record within a Pull Directory response
message is formatted as foll ows:
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0 1 2 3 4 5 6 7 8 910 11 12 13 14 15
B T T I S S e R L T
| S| ZE |  RESV |  Index |
R T e O e T e S i R S
| Lifetinme |
B L E Lk I SR SR S S S SR SR S S
[ Response Data ..

R R R SR S E o I I S R R R

SI ZE: Size of the response data in bytes starting with and
including the SIZE field itself. Thus the nininumval ue of
SIZEis 6. If SIZEis less than 6, that RESPONSE and al |
subsequent RESPONSEs MJST be i gnored.

RESV: Four reserved bits that MJST be sent as zero and ignored
on receipt.

I ndex: The relative index of the query in the request nessage
to which this response corresponds. The index wll always be
one for request nmessages containing a single query. The
index will always be zero for unsolicited update "response”
nessages.

Lifetime: The length of time for which the response should be
considered valid in seconds. If zero, the response can only
be used for the particular query fromwhich it resulted. The
maxi mumtime that can be expressed is just over 18.2 hours.

[ Perhaps this should be in units of, say, 200 nmilliseconds?]

Response Data: There are two types of response data.

If the ERR field is non-zero, the response data is a copy of
the query data, that is, either an AFN foll owed by an
address or a query frane.

If the ERR field is zero, the response data is the contents
of an Interface Addresses APPsub-TLV (see Section 5)
wi t hout the usual TRILL GENI NFO TLV type and | ength and
wi t hout the usual | A APPsub-TLV type and | ength before
it. The maxi num size of such contents is 251 bytes in the
case when SIZE is 255.

Mul tipl e response records can appear in a response nessage with the
same index if the answer to a query consists of nultiple Interface
Addr ess APPsub-TLV contents. This would be necessary if, for exanple,
a MAC address within a Data Label appears to be reachable by nultiple
RBri dges. However, all RESPONSE records to any particul ar QUERY
record MUST occur in the same response nessage. If a Pull Directory
hol ds nore nmappings for a queried address than will fit into one
response nessage, it selects which to include by sone nethod outside
the scope of this docunent.
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See Section 3.4 for a discussion of how errors are handl ed.

3.3 Pull Directory Hosted on an End Station

Optionally, a Pull Directory actually hosted on an end station MAY be
supported. In that case, when the RBridge advertising itself as a
Pull Directory server receives a query, it nodifies the inter-RBridge
Channel nessage received into a native RBridge Channel nessage and
forwards it to that end station. Later, when it receives one or nore
responses fromthat end station by native RBridge Channel nessages,

it nodifies theminto inter-RBridge Channel nmessages and forwards
themto the source RBridge of the query.

The native Pull Directory RBridge Channel nessages use the sane
Channel protocol nunber as do the inter-RBridge Pull Directory

RBri dge Channel nessages. The native nmessages MJST be sent with an
Quter.VLAN tag which gives the priority of each nessage which is the
priority of the original inter-RBridge request packet. The CQuter.VLAN
I D used is the Designated VLAN on the |ink

The native RBridge Channel nessage protocol dependent data for a Pul
Directory query is formatted as foll ows:

0 1 2 3
01234567890123456789012345678901
B R e i o S e S S S S S e s s SR R e S S i il aETE (R S SR
| vV | T RESV | Count | Ni ckname |
B o i T e e S e S i T S R S e S e e sl S B T S

| Data Label ... (4 or 8 bytes)

B i sl o e S e e S S T sl st it S SRR R R S SR o S S it S SR
| Sequence Numnber

B R e i o S e S S S S S e s s SR R e S S i il aETE (R S SR
[ ERY 1

R h o o N N S R R e R R el I S

| ERY 2

B el sl T I S SR e S T T s S S

L-+ LR R i R I R e i i

[ ERY K

R h o o N N S R R e R R el I S

Data Label: The Data Label of the original inter-RBridge Pul
Directory Channel protocol messages that was mapped to this
native channel nessage. The format is the sane as it appears
right after the I nner. MacSA of the original Channel nessage.

Ni ckname: The ni ckname of the RBridge sending the original inter-
RBridge Pull Directory query.
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Al'l other fields, including the fields within the QUERY records
are as specified in Section 3.1.

The native RBridge Channel nessage protocol specific content for a
Pull Directory response is formatted as foll ows:

0 1 2 3
01234567890123456789012345678901
B B i T o S S S S R S SN S S

e e -
|PIN| RESV| Count | ERR | SubERR |
T S T T S s i SuppampS
ckn

+

+<+

R
| TIF
+- - -

1
+
1

. |
Ni cknane |
T S e I e S S S it i S I SR SR S o
Data Label ... (4 or 8 bytes)
B T i S S I el s S P S S S S S S N e S
Sequence Nunber
T e S S S S SR U SR S SR S
RESPONSE 1
B S s I S S
RESPONSE 2
B ik s S T S S I

+
1

i i s o e
RESPONSE K
B S i i i N S S S

FT T AT T T T T 4

N cknanme: |f F=0, the nicknane of the ultimte destination
RBridge. If F=1, ignored.

Data Label: The Data Label to which the response applies. The
format is the sane as it appears right after the Inner. MacSA in
TRILL Data nessages.

Al'l other fields, including the fields within the RESPONSE
records, are as specified in Section 3. 2.

3.4 Pull Directory Request Errors
An error response nessage is indicated by a non-zero ERR fi el d.

If there is an error that applies to an entire request nessage or its
header, as indicated by the range of the value of the ERR field, then
the query records in the request are just echoed back in the response
records but expanded with a zero Lifetinme and the insertion of the

I ndex field.

If errors occur at the query level, they MIST be reported in a
response nessage separate fromthe results of any successful queries.
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If multiple queries in a request have different errors, they MJST be
reported in separate response nessages. If nultiple queries in a
request have the sane error, this error response MAY be reported in

one response nessage.

In an error response nessage, the query or queries being responded to
appear, expanded by the Lifetine for which the server thinks the
error mght persist and with their Index inserted, as the RESPONSE

record

ERR val ues 1 through 127 are avail able for encodi ng request nessage
| evel errors. ERR values 128 through 254 are avail able for encodi ng
query level errors. the SubErr field is available for providing nore
detail on errors. The neaning of a SubErr field val ue depends on the
val ue of the ERR field.

ERR Meani ng
0 (no error)
1 Unknown or reserved field val ue
2 Request data too short

3-127 (Avail abl e for allocation by | ETF Revi ew)

128 Unknown AFN

129 Address not found

130-254 (Available for allocation by | ETF REvi ew)
255 Reser ved

The followi ng sub-errors are specified under error code 1:

SubERR Field with Error

0 Unspeci fi ed
1 Unknown V field val ue
2 Reserved T field val ue
3 Zero sequence nunber in request
4- 254 (Avail abl e for allocation by | ETF Review)
255 Reser ved

More TBD

3.5 Cache Consi stency

Pull Directories MJST take action to minimze the anount of tinme that
an RBridge will continue to use stale information fromthe Pul

Directory.
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A Pull Directory server MJST naintain one of the follow ng, in order
of increasing specificity. Retaining nore specific records, such as
that given in item 3 bel ow, mninzes spontaneous response nessages
sent to update pull client RBridge caches. Retaining | ess specific
records, such as that given in item1, will generally increase the
vol ume and over head due to spontaneous response nessages but stil
mai nt ai n consi st ency.

1. An overall record per Data Label of when the |last positive
response data will expire at a requester and when the | ast
negative response wll expire.

2. For each unit of data (1A APPsub-TLV Address Set [IA]) held by
the server and each address about which a negative response was
sent, when the | ast expected response with that data or
negative response will expire at a requester

3. For each unit of data held by the server and each address about
whi ch a negative response was sent, a list of RBridges that
were sent that data as the response or sent a negative response
for the address, with the expected tine to expiration at each
of them

A Pull Directory server may have a limt as to how many RBridges it
can maintain expiry information for by nethod 3 above or how many
data units or addresses it can maintain expiry information for by
method 2. If such limts are exceeded, it MJST transition to a | ower
nunbered strategy but, in all cases, MJST support, at a m ni num

net hod 1

When data at a Pull Directory changes or is deleted or data is added
and there may be unexpired stale information at a requesting RBridge,
the Pull Directory MIST send an unsolicited nmessage as di scussed

bel ow.

If method 1, the nobst crude nethod, is being foll owed, then when any
Pull Directory information in a Data Label is changed or del eted and
there are outstandi ng cached positive data response(s), an all -
addresses flush positive nmessage is flooded (nulticast) within that
Data Label. And if data is added and there are outstandi ng cached
negative responses, an all-addresses flush negative nessage is
flooded. "All-addresses" is indicated by the Count in an unsolicited
response being zero. On receiving an all-addresses flooded fl ush
positive nmessage froma Pull Directory server it has used, indicated
by the U F, and P bits being one, an RBridge discards all cached
data responses it has for that Data Label. Simlarly, on receiving an
al | addresses flush negative nessage, indicated by the U F, and N
bits being one, it discards all cached negative responses for that
Data Label. A conbined flush positive and negative can be fl ooded by
having all of the U F, P, and N bits set to one resulting in the
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di scard of all positive and negative cached information for the Data
Label

If method 2 is being followed, then an RBridge fl oods address
specific unsolicited update positive responses when data which is
cached by a querying RBridge is changed or deleted and fl oods an
address specific unsolicited update negative response when such
information is added to. Such nmessages are similar to the method 1
fl ooded unsolicited flush nmessages. The U and F bits will be one and
the message will be nulticast. However that Count field will be non-
zero and either the P or N bit, but not both, will be one. On

recei ving such as address specific nessage, if it is positive the
addresses in the response records in the unsolicited response are
conmpared to the addresses about which the recipient RBridge is
hol di ng cached positive or negative information and, if they match
the cached information is updated or the negative information
replaced with the new positive infornation. On receiving an address
specific unsolicited update negative response, the addresses in the
response records in the unsolicited response are conpared to the
addr esses about which the recipient RBridge is holding cached
positive or negative information and, if they match, the any cached
positive information is discarded.

If method 3 is being foll owed, the sane sort of unsolicited update
messages are sent as with method 2 except they are not normally

fl ooded but unicast only to the specific RBridges the server believes
may be hol ding the cached positive or negative information that may
need updating. However, the Pull Directory server MAY flood the
unsolicited update, for exanple if it determines that a sufficiently
large fraction of its requesters need to be updated.

3.6 Additional Pull Details

If an RBridge notices that a Pull Directory server is no |longer data
reachable [RFCclear], it MJST discard all pull responses it is
retaining fromthat server as the RBridge can no | onger receive cache
consi stency nmessages fromthe server

Because a Pull Directory server may need to advertise interest in
Data Labels even though it does not want to received end station data
in those Data Labels, the No Data flag bit is provided as specified
in Section 8. 3.
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4. BEvents That May Cause Directory Use

An RBridge can consult Directory information whenever it wants, by
(1) searching through information that has been retained after being
pushed to it or pulled by it or (2) by requesting information froma
Pull Directory. However, the followi ng are expected to be the nost
comon circunstances leading to directory information use. Al of
these are cases of ingressing (or originating) a native frane.

Support for each of the uses below is separately optional

4.1 Forged Native Frane Ingress

End stations can forge the source MAC and/or I P address in a native
frane that an edge TRILL switch receives for ingress in sone
particular Data Label. If there is conplete Directory information as
to what end stations should be reachable by an egress TRILL switch or
a port on such a TRILL switch, frames with forged source addresses
SHOULD be discarded. |[|f such franes are discarded, then none of the
speci al processing in the remaining subsection of this Section 2
occur and MAC address | earning (see [RFC6325] Section 4.8) SHOULD NOT
occur. ("SHOULD NOT" is chosen because it is harnless in cases where
it has no effect. For exanple, if conplete directory information is
avai l abl e and such directory information is treated as having a

hi gher confidence that MAC addresses | earned fromthe data pl ane.)

4.2 Unknown Destinati on MAC

Ingressing a native frane with an unknown uni cast destinati on MAC
The mapping fromthe destination MAC and Data Label to the egress
TRILL switch fromwhich it is reachable is needed to ingress the
frame as unicast. If the egress RBridge is unknown, the frame nust
be either dropped or ingressed as a nulti-destination frane which
is flooded to all edge RBridges for its Data Label resulting in
increased link utilization conmpared with unicast routing.
Dependi ng on the configuration of the TRILL switch ingressing the
native frane (see Section 6), directory information can be used
for the { destination MAC, Data Label } to egress TRILL switch
ni ckname mappi ng and destinati on MACs for which such direction
information is not avail abl e MAY be di scarded.
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4.3 Address Resol ution Protocol (ARP)
I ngressi ng an ARP [ RFC826] :

ARP is a flexible protocol. It is commonly used on a link to query
for the MAC address corresponding to an | Pv4 address, test if an

| Pv4 address is in use, or to announce a change in any of |Pv4
address, MAC address, and/or point of attachment.

The logically inportant elenents in an ARP are (1) the
specification of a "protocol" and a "hardware" address type, (2)
an operation code that can be Request or Reply, and (3) fields for
the protocol and hardware address of the sender and the target
(destination) node.

Exami ning the three types of ARP use:

1. General ARP Request / Response
This is a request for the destination "hardware" address
corresponding to the destination "protocol" address; however, if
the source and destination protocol addresses are equal, it should
be handled as in type 2 below. A general ARP is handled by doing a
directory | ookup on the destination "protocol" address provided in
hops of finding a mapping to the desired "hardware" address. |f
such information is obtain froma directory, a response can be
synt hesi zed.

2. Gratuitous ARP
A request used by a host to announce a new | Pv4 address, new MAC
address, and/or new point of network attachnent. ldentifiable
because the sender and destination "protocol" address fields have
the sane val ue. Thus, under normal circunstances, there really
isn't any separate destination host to generate a response. If
conpl ete Push Directory information is being used with the Notify
flag set in the | A APPsub-TLVs being pushed [IA] by all the
RBridge in the Data Label, then gratuitous ARPs SHOULD be
di scarded rather the ingressed. Qherw se, they are either
i ngressed and fl ooded or discarded depending on | ocal policy.

3. Address Probe ARP Query
An address probe ARP is used to determine if an IPv4 address is in

use [ RFC5227]. It can be identified by the source "protocol"
(IPv4) address field being zero. The destination "protocol"”
address field is the | Pv4 address being tested. |If some host

believes it has that destination |IPv4 address, it would respond to
the ARP query, which indicates that the address is in use.
Address probe ARPs can be handl ed the sane as General ARP queri es.
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4.4 | Pv6 Nei ghbor Discovery (ND)

Ingressing an | Pv6 ND [ RFC4861] :
TBD

Secure Nei ghbor Discovery messages [ RFC3971] will, in general

have to be sent to the neighbor intended so that neighbor can sign
the answer; however, directory information can be used to unicast
a Secure Nei ghbor Discovery packet rather than nulticasting it.

4.5 Reverse Address Resol ution Protocol (RARP)

I ngressing a RARP [ RFC903] :
RARP uses the sane packet format as ARP but different Ethertype
and opcode values. Its use is simlar to the General ARP
Request/ Response as descri bed above. The difference is that it is
intended to query for the destination "protocol" address
corresponding to the destination "hardware" address provided. It
is handl ed by doing a directory | ookup on the destination
"har dwar e" address provided in hops of finding a mapping to the
desired "protocol" address. For exanple, |ooking up a MAC address
to find the corresponding | P address.
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5. Layer 3 Address Learning

TRILL switches MAY learn I P addresses in a manner simlar to that in
whi ch they | earn MAC addresses. On ingress of a native IP frame, they
can learn the { | P address, MAC address, Data Label, input port } set
and on the egress of a native IP frame, they can learn the { IP
address, MAC address, Data Label, renote RBridge } information plus
the ni ckname of the RBridge that ingressed the frane.

This locally learned information is retained and tinmes out in a
simlar manner to MAC address | earning specified in [ RFC6325]. By
default, it has the sane Confidence as locally |earned MAC
reachability information.

Such | earned Layer 3 address informati on MAY be dissenminated with
[ESADI] using the I A APPsub-TLV [IA]. It can also be used as, in
effect, local directory information to assist in locally responding
to ARP/ ND packets as discussed in Section 4.
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6. Directory Use Strategies and Push-Pull Hybrids

For some edge nodes which have a great nunber of Data Label s enabl ed,
managi ng the MAC and Data Label <-> EdgeRBri dge mappi ng for hosts
under all those Data Labels can be a challenge. This is especially
true for Data Center gateway nodes, which need to comrunicate with a
majority of Data Labels if not all.

For those RBridge Edge nodes, a hybrid nodel should be considered.
That is the Push Mbdel is used for sone Data Labels, and the Pul
Model is used for other Data Labels. It is the network operator’s
deci sion by configuration as to which Data Labels’ mapping entries
are pushed down fromdirectories and which Data Label s’ mapping
entries are pulled.

For exanple, assune a data center when hosts in specific Data Labels,
say VLANs 1 through 100, communicate regularly with external peers,
the mapping entries for those 100 VLANs shoul d be pushed down to the
data center gateway routers. For hosts in other Data Label s which
only communi cate with external peers occasionally for managenent
interface, the mapping entries for those VLANs should be pulled down
fromdirectory when the need cones up

The mechani sns descri bed above for Push and Pull Directory services
make it easy to use Push for sone Data Labels and Pull for others. In
fact, different RBridges can even be configured so that sone use Push
Directory services and sone use Pull Directory services for the same
Data Label if both Push and Pull Directory services are available for
that Data Label. And there can be Data Labels for which directory
services are not used at all.

For Data Labels in which a hybrid push/pull approach is being taken
it would make sense to use push for address information of hosts that
frequently comunicate with nmany other hosts in the Data Label, such
as a file or DNS server. Pull could then be used for hosts that
communi cate with few other hosts, perhaps such as hosts being used as
conput e engi nes.

6.1 Strategy Configuration

Each RBridge that has the ability to use directory assistance has,
for each Data Label X in which it is mght ingress native franes, one
of four major nodes:

0. No directory use. The RBridge does not subscribe to Push
Directory data or nake Pull Directory requests for Data Label X
and directory data is not consulted on ingressed frames in Data
Label X that m ght have used directory data. This includes ARP,
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ND, RARP, and unknown MAC destinati on addresses, which are
f | ooded.

1. Use Push only. The RBridge subscribes to Push Directory data
for Data Label X

2. Use Pull only. When the RBridge ingresses a frame in Data Labe
X that can use Directory information, if it has cached
information for the address it uses it. If it does not have
ei ther cached positive or negative information for the address,
it sends a Pull Directory query.

3. Use Push and Pull. The RBridge subscribes to Push Directory
data for Data Label X Wen it ingresses a franme in Data Label
X that can use Directory information and it does not find that
information in its link state database of Push Directory
information, it nmakes a Pull Directory query.

The above major Directory use node is per Data Label. In addition
there is a per Data Label per priority mnor node as |isted bel ow
that indicates what should be done if Directory Data is not avail able
for the ingressed frane. In all cases, if you are hol di ng Push
Directory or Pull Directory information to handle the frane given the
maj or nmode, the directory information is sinply used and, in that

i nstance, the minor nodes does not nmatter.

A. Flood i mediate. Flood the frame inmediately (even if you are
al so sending a Pull Directory) request.

B. Flood. Flood the frane i nmedi ately unl ess you are going to do a
Pull Directory request, in which case you wait for the response
or for the request to time out after retries and flood the
frane if the request tinmes out.

C. Discard if conplete or Flood immrediate. If you have conpl ete
Push Directory information and the address is not in that
i nformation, discard the frane. |If you do not have conpl ete
Push Directory information, the sane as A above.

D. Discard if conplete or Flood. If you have conpl ete Push
Directory information and the address is not in that
i nformation, discard the frane. If you do not have conpl ete
Push Directory information, the sane as B above.

In addition, the query nessage priority for Pull Directory requests
sent can be configured on a per Data Label, per ingressed frane
priority basis. The default mappings are as follows where Ingress
Priority is the priority of the native frame that provoked the Pul
Directory query:
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I ngress I f Flood I f Flood
Priority I medi at e Del ayed

7 5 6

6 5 6

5 4 5

4 3 4

3 2 3

2 0 2

0 1 0

1 1 1

Priority 7 is normally only used for urgent nessages critical to
adj acency and so is avoided by default for directory traffic.
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7. Security Considerations

Push Directory data is distributed through ESADI -LSPs [ ESADI ] which
can be authenticated with the same nmechanisns as |S-1S LSPs. See

[ RFC5304] [ RFC5310] and the Security Considerations section of
[ESADI].

Pull Directory queries and responses are transmitted as RBridge-to-
RBri dge or native RBridge Channel nessages. Such nessages can be
secured as specified in [Channel Tunnel].

For general TRILL security considerations, see [ RFC6325].
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8. | ANA Consi derations

This section give | ANA allocation and registry considerations.

8.1 ESADI - Par anet er Data
I ANA is request to allocate two ESADI - Paraneter TRILL APPsub-TLV fl ag
bits for "Push Directory" (PD) and "Conplete Push" (CP) and to create
a sub-registry in the TRILL Paraneters Registry as foll ows:
Sub- Regi stry: ESADI - Par anmet er APPsub-TLV Flag Bits

Regi stration Procedures: Expert Review

Ref erences: [ESADI], This docunent

Bit Mienonic Description Ref er ence
0 UN Supports Uni cast ESADI [ ESADI ]
1 PD Push Directory Server Thi s docunent
2 cP Conpl et e Push Thi s docunent
3-7 - avail abl e for allocation

The CP bit is ignhored if the PD bit is zero.

In addition, the ESADI - Paraneter APPsub-TLV is optionally extended,
as provided in its original specification in [ESADI], by one byte as
show bel ow:

B S s S S

| Type | (1 byte)
S R

| Length | (1 byte)
Bl i T R e

| Rl Priority [ (1 byte)
+- - - - - - - -+

| CSNP Time | (1 byte)
S R

| Flags | (1 byte)
o e oo +

| PushDirPriority]| (optional, 1 byte)
B +

| Reserved for expansion (vari abl e)

R
The meanings of all the fields are as specified in [ESAD ] except

that the added PushDirPriority is the priority of the advertising
ESADI instance to be a Push Directory as described in Section 2.3. If
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the PushDirPriority field is not present (Length = 3) it is treated
as if it were Ox40. 0x40 is al so the value used and pl aced here by an
RBridge priority to be a Push Directory has not been confi gured.

8.2 RBridge Channel Protocol Number

| ANA is requested to allocate a new RBridge Channel protocol nunber
for "Pull Directory Services" fromthe range allocabl e by Standards
Action and update the table of such protocol nunber in the TRILL
Paraneters Registry referencing this docunent.

8.3 The Pull Directory and No Data Bits

I ANA is requested to allocate two currently reserved bits in the
Interested VLANs field of the Interested VLANs sub-TLV (suggested
bits 18 and 19) and the Interested Labels field of the Interested
Label s sub-TLV (suggested bits 6 and 7) [RFC6326bis] to indicate Pul
Directory server (PD) and No Data (ND) respectively. These bits are
to be added to the subregistry created by [ESADI] with this docunent
as reference.

In the TRILL base protocol [RFC6325] as extended for FG [rfcFQA],
the mere presence of an Interested VLANs or Interested Labels sub-
TLVs in the LSP of an RBridge indicates connection to end stations in
the VLANs or FG.s listed and thus a desire to receive nulti-
destination traffic in those Data Labels. But, with Push and Pul
Directories, advertising that you are a directory server requires
usi ng these sub-TLVs for the Data Label you are serving. If such a
directory server does not wish to received nulti-destination TRILL
Dat a packets for the Data Labels it lists in one of these sub-TLVs,
it sets the "No Data" (ND) bit to one. This nmeans that data on a
distribution tree may be pruned so as not to reach the "No Data"
RBridge as long as there are no RBridges interested in the Data who
are beyond the "No Data" RBridge. This bit is backwards conpatible
as RBridges ignorant of it will sinply not prune when they could,
which is safe although it may cause increased link utilization

An exanpl e of as RBridge serving as a directory that would not want
multi-destination traffic in sone Data Labels m ght be an RBridge
that does not officer end station service for any of the Data Labels
for which it is serving as a directory and is either (1) a Pul
Directory or (2) a Push Directory for which all of the ESAD traffic
can be handl ed by uni cast [ESAD].
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