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Abst r act

The multi-recipient nature of Multicast prevents the use of any pont-
to-poi nt connection-oriented transport, therefore restricts al
Multicast data to be sent over the User Datagram Protocol (UDP). UDP
provi des a mni mal nessage- passi ng transport that has no inherent
congestion control nechanisns. Because congestion control is
critical to the stable operation of the Internet, applications and
upper -1l ayer protocols that choose to use Milticast UDP as an |nternet
service rmust enpl oy nechanisns to prevent congestion collapse and to
establish sone degree of fairness with concurrent traffic. This
docunent provides guidelines on the use of UDP for the designers of
mul ti cast applications and higher-Ievel protocols.

Status of This Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on Decenber 14, 2013.

Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
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This docunent is subject to BCP 78 and the | ETF Trust’s Lega

Provisions Relating to | ETF Docunents
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1. Introduction

OO UTUDRBRABRNMWWWNDN

The User Datagram Protocol (UDP) [RFC0768] provides a mninal,
unreliable, best-effort, nessage-passing transport to applications
and upper-1layer protocols (both sinply called "applications" in the

remai nder of this docunment). [RFC5405]

gui del i nes for unicast application

chooses to only nmake reconmendations in requirements,

s only, but

is scoped to provide

all of the genera
requi renents, references, and use cases apply to nulticast
[ RFC1112] [ RFC4607] UDP application designers as well. This

references where they differ from [ RFC5405] or are unique for
applications sending nulticast UDP data (sinply called "nulticast" in

the remai nder of this document).
1.1. Requirenents Language

The key words "MJST", "MJST NOT",

" REQUI RED" ,

"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY",
docunment are to be interpreted as described in [ RFC2119]
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"SHALL", "SHALL NOT",

and " OPTI ONAL"
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2. Milticast UDP Usage Cuidelines
2.1. Congestion Control GCuidelines

[ RFC2309] discusses the dangers of congestion-unresponsive fl ows and
states that "all UDP-based stream ng applications should incorporate
ef fective congestion avoi dance nmechani snms". Many | arge-scal e

mul ticast deployments are within a single adninistrative domain, and
are provisioned over a bandw dth-reserved path or paths where
congestion control is less relevant. But there are a grow ng nunber
of depl oynent cases where nmulticast is transiting nultiple donains,
is tunnel ed across the unicast Internet, or transits the |nternet

t hrough a uni cast overlay network. This docunent is only concerned
with the latter case of nulticast data transiting the |arger
Internet, either as native IP nmulticast or encapsulated in a unicast
tunnel and does not apply to administratively scoped depl oynents.

When the nmulticast traffic exits the administrative donain of a
single network or the bi-laterally agreed path between networks, or
is tunnel ed across the unicast Internet either to another nulticast
network or to an end device, the application SHOULD provide a TCP-
conpati bl e aggregate fl ow over the end-to-end path to each | eaf.

There are currently two nodels of nulticast delivery: the Any-Source
Mul ticast (ASM nodel as defined in [ RFC1112] and the Source-Specific
Multicast (SSM nodel as defined in [ RFC4607]. ASM group nenbers
will receive all data sent to the group by any source, while SSM
constrains the distribution tree to only one single source. Many
congestion-controlled transport protocols are often not applicable to
mul ticast distribution services, or sinply won’t scale well to very
large multicast trees since they require bi-directional comunication
and adapt the data-rate to accommpdate the network conditions to a
single receiver. Milticast distribution trees can often fan out to
massi ve nunbers of receivers limting the scalability of an in-band
return channel to control the data-rate, and the one-to-nmany nature
of multicast distribution trees prevent adapting the data-rate to

i ndi vi dual receiver requirenents. For this reason, TCP-conpatible
aggregate flow for Internet multicast data, either native or
tunneled, is the responsibility of the application

2.1.1. Bulk Transfer Applications

Applications that performbul k transm ssion of data over a nulticast
distribution tree, i.e., applications that exchange nore than a small
nunber of UDP dat agrams per nmaxi nmumreceiver RTT, SHOULD i npl enent
Asynchronous Layered Coding (ALC) [RFC5775], TCP-Friendly Milticast
Congestion Control (TFMCC) [RFC4654], Wave and Equation Based Rate
Control (WEBRC) [RFC3738], NACK-Oiented Reliable Milticast (NORM
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transport protocol [RFC5740], File Delivery over Unidirectiona
Transport (FLUTE) [RFC6726], Real Tinme Protocol/Control Protocol (RTP
/ RTCP), [ RFC3550] or another congestion control schene follow ng the
gui delines of [RFC2887]and utilizing the framework of [RFC3048].

Bul k transfer applications that choose not to inplenent [RFC4654],

[ RFC5775], [RFC3738], [RFC5740], [RFC6726], or [RFC3550] SHOULD

i mpl ement a congestion control schene that results in bandw dth use
that conpetes fairly with TCP within an order of magnitude.

Section 2 of [RFC3551] suggests that applications SHOULD nonitor the
packet loss rate to ensure that it is within acceptabl e paraneters.
Packet loss is considered acceptable if a TCP flow across the sane
network path under the same network conditions would achi eve an
aver age throughput, neasured on a reasonable tinmescale, that is not
|l ess than that of the UDP flow. The conparison to TCP cannot be
specified exactly, but is intended as an "order-of -nagni tude"
conparison in tinmescale and throughput.

Finally, some bulk transfer applications may choose not to inplenent
any congestion control mechanismand instead rely on transmitting
across reserved path capacity. This might be an acceptabl e choice
for a subset of restricted networking environnents, but is by no
means a safe practice for operation in the Internet. Wen the

mul ticast traffic of such applications | eaks out on unprovisioned
Internet paths, it can significantly degrade the perfornmance of other
traffic sharing the path and even result in congestion coll apse.
Applications that support an uncontrolled or unadaptive transm ssion
behavi or SHOULD NOT do so by default and SHOULD i nstead require users
to explicitly enable this node of operation

2.1.2. Low Data-Volunme Applications

Al'l of the recommendations in section 3.1.2 of [RFC5405] are
applicable to nulticast as well.

2.1.3. UDP Tunnel s

Al'l of the recommendations in section 3.1.3 of [RFC5405] are
applicable to nulticast carried inside of unicast UDP tunnels. There
are, however depl oynent cases and sol utions where the outer header of
a UDP tunnel contains a multicast destination address, such as

[ RFC6513], but these are primarily deployed in bandw dth reserved
environnments within a single adninistrative domain, or between two
domai ns where a bi-laterally agreed upon path and bandwidth is in

pl ace and so congestion control is not an issue.

2.1.4. Message Size CGuidelines

Shepherd Expi res Decenber 14, 2013 [ Page 4]



Internet-Draft Abbreviated Title June 2013

I P fragmentation lowers the efficiency and reliability of Internet
communi cation. The loss of a single fragment results in the | oss of
an entire fragnented packet, because even if all other fragnents are
received correctly, the original packet cannot be reassenbl ed and
delivered. This fundanental issue with fragnentation exists for both
| Pv4 and | Pv6, unicast and multicast packets. In addition, sone
network address translators (NATs) and firewalls drop |IP fragments.
The network address translation performed by a NAT only operates on
compl ete I P packets, and sone firewall policies also require

i nspection of conplete IP packets. Even with these being the case,
some NATs and firewalls sinply do not inplenent the necessary
reassenbly functionality, and instead choose to drop all fragments.
Finally, [RFC4963] docunents other issues specific to |Pv4
fragment ati on.

Due to these issues, a nulticast application SHOULD NOT send UDP
datagrans that result in |IP packets that exceed the effective MU as
described in section 3 of [RFC6807]. Consequently, an application
SHOULD either use the effective MIU infornmation provided by the
Popul ati on Count Extensions to Protocol |ndependent Milticast

[ RFC6807] or inplement path MIU di scovery itself

[ RFC1191] [ RFC1981] [ RFC4821] to determ ne whether the path to each
destination will support its desired nessage size without
fragment ati on.

If the multicast application is incapable of, or choose not to
i npl ement a worst-cast path MIU sol ution, the application SHOULD
assune the maxi mum MTU of any link will be affected by multiple
| evel s of encapsul ati on and SHOULD NOT send any packet |arger than
1280 bytes.

3. Acknowl edgenent s

This tenplate was derived froman initial version witten by Pekka
Savol a and contributed by himto the xm 2rfc project.

Thi s docunent is part of a plan to nmake xm 2rfc indi spensabl e
[ DOM NATI QON] .

4. | ANA Consi derations

This meno includes no request to | ANA
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6.

6.

6.

Al drafts are required to have an | ANA consi derations section (see
the update of RFC 2434 [I-D.narten-iana-considerations-rfc2434bi s]

for a guide). |If the draft does not require | ANA to do anything, the
section contains an explicit statenent that this is the case (as
above). If there are no requirenents for | ANA the section will be

removed during conversion into an RFC by the RFC Editor.
Security Considerations

Al'l drafts are required to have a security considerations section.
See RFC 3552 [ RFC3552] for a guide.
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