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Abst ract

SCTP supports multi-hom ng. However, when the fail over operation
specified in RFC4960 is foll owed, there can be significant delay and
performance degradation in the data transfer path failover. To
overcone this problemthis docunent specifies a quick fail over

al gorithm (SCTP-PF) based on the introduction of a Potentially Fail ed
(PF) state in SCTP Path Managenent.

The docunent al so specifies a dormant state operation of SCTP. This
dormant state operation is required to be followed by an SCTP-PF

i npl ementation, but it nay equally well be applied by a standard
RFC4960 SCTP i npl enent ati on.

Additionally, the document introduces an alternative sw tchback
operation node called Primary Path Switchover that will be beneficial
in certain situations. This node of operation applies to both a
standard RFC4960 SCTP i nplenentation as well as to a SCTP-PF

i mpl enent ati on.

The procedures defined in the docunent require only mnimal

nmodi fications to the RFC4960 specification. The procedures are

sender-side only and do not inpact the SCTP receiver.
Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
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wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 20, 2016
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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1. Introduction

The Stream Control Transm ssion Protocol (SCTP) specified in

[ RFC4960] supports nulti-homi ng at the transport layer. SCIP' s

mul ti-hom ng features include failure detection and fail over
procedures to provide network interface redundancy and i nproved end-
to-end fault tolerance. In SCTP's current failure detection
procedure, the sender nust experience Path. Max. Retrans (PVMR) nunber
of consecutive failed timer-based retransm ssions on a destination
address before detecting a path failure. Until detecting the path
failure, the sender continues to transmt data on the failed path.
The prolonged tine in which [ RFC4960] SCTP continues to use a failed
pat h severely degrades the performance of the protocol. To address
this problem this docunment specifies a quick failover algorithm
(SCTP-PF) based on the introduction of a new Potentially Failed (PF)
path state in SCTP path managenent. The performance deficiencies of
the [ RFC4960] fail over operation, and the inprovenents obtainabl e
fromthe introduction of a Potentially Failed state in SCTP, were
proposed and docunented in [ NATARAJANO9] for Concurrent Miltipath
Transfer SCTP [| YENGAROG] .

Whi | e SCTP-PF can accel erate failover process and inprove
performance, the risks that an SCTP endpoint enters the dornmant state
where all destination addresses are inactive can be increased.

[ RFC4960] | eaves the protocol operation during dormant state to

i mpl ement ati ons and encourages to avoid entering the state as nuch as
possi bl e by careful tuning of the Path. Max. Retrans (PMR) and

Associ ati on. Max. Retrans (AMR) paraneters. W specify a dormant state
operation for SCTP-PF whi ch makes SCTP-PF provide the sane di sruption
tol erance as [ RFC4960] despite that the dormant state may be entered
nmore quickly. The dormant state operation may equally well be
applied by an [ RFC4960] inplenentation and will here serve to provide
added fault tolerance for situations where the tuning of the

Pat h. Max. Retrans (PMR) and Associ ati on. Max. Retrans (AMR) paraneters
fail to provide adequate prevention of the entering of the dormant

st at e.

The operation after the recovery of a failed path also inpacts the
performance of the protocol. Wth the procedures specified in
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3.

3.

[ RFC4960] SCTP will, after a failover fromthe primary path, swtch
back to use the primary path for data transfer as soon as this path
becones avail abl e again. From a performance perspective such a
forced swi tchback of the data transm ssion path can be suboptiml as
the CWND towards the original prinmary destination address has to be
rebuilt once data transfer resunes, [CAROC02]. As an optiona
alternative to the swi tchback operation of [RFC4960], this docunent
specifies an alternative Primary Path Sw tchover procedure which
avoi d such forced sw tchbacks of the data transfer path. The Prinmary
Pat h Swi t chover operation was originally proposed in [ CAROD2].

While SCTP-PF primarily is notivated by a desire to inprove the

mul ti-homed operation, the feature applies also to SCTP singl e- honed
operation. Here the algorithmserves to provide increased failure
detection on idle associations, whereas the failover or sw tchback
aspects of the algorithmw |l not be activated. This is discussed in
nmore detail in Appendix C

A brief description of the notivation for the introduction of the
Potentially Failed state including a discussion of alternative
approaches to mtigate the deficiencies of the [ RFC4960] fail over
operation are given in the Appendices. Discussion of path bouncing
effects that might be caused by frequent switchovers, are also
provi ded there.

Conventi ons and Ter mi nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

SCTP with Potentially Failed Destination State (SCTP-PF)
1. Overview

To mninize the performance inpact during failover, the sender should
avoid transnmitting data to a failed destination address as early as
possible. In the [ RFC4960] SCTP path managenent schene, the sender
stops transmitting data to a destination address only after the
destination address is marked inactive. This process takes a
significant anount of tinme as it requires the error counter of the
destination address to exceed the Path. Max. Retrans (PMR) threshol d.
The i ssue cannot sinply be nmitigated by | owering of the PMR threshold
because this may result in spurious failure detection and unnecessary
prevention of the usage of a preferred primary path. Al so due to the
coupl ed tuning of the Path. Max. Retrans (PMR) and the

Associ ati on. Max. Retrans (AMR) paraneter values in [ RFC4960], |owering
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of the PMR threshold may result in |lowering of the AMR threshold,
whi ch would result in decrease of the fault tol erance of SCTP.

The solution provided in this docunent is to extend the SCTP path
managenent schene of [RFC4960] by the addition of the Potentially
Failed (PF) state as an internediate state in between the active and
i nactive state of a destination address in the [RFC4960] path
managenent schene, and let the failover of data transfer away froma
destination address be driven by the entering of the PF state instead
of by the entering of the inactive state. Thereby SCTP may perform
qui ck failover w thout negatively inpacting the overall fault

tol erance of [RFC4960] SCTP. At the sane tinme, RTO based HEARTBEAT
probing is initiated towards a destination address once it enters PF
state. Thereby SCTP may quickly ascertain whet her network
connectivity towards the destination address is broken or whether the

failover was spurious. In the case where the failover was spurious
data transfer may quickly resune towards the original destination
address.

The new failure detection algorithmassunes that |oss detected by a
timeout inplies either severe congestion or network connectivity
failure. It recommends that by default a destination address is
classified as PF at the occurrence of the first tineout.

3.2. Specification of the SCTP-PF Procedures
The SCTP-PF operation is specified as follows:

1. The sender nmintains a new tunable SCTP Protocol Paraneter
called PotentiallyFail ed. Max. Retrans (PFMR). The PFMR defi nes
the new internediate PF threshold on the destination address
error counter. Wen this threshold is exceeded the destination
address is classified as PF. The RECOMVENDED val ue of PFMR i s
0. If PFMR is set to be greater than or equal to
Pat h. Max. Retrans (PMR), the resulting PF threshold will be so
hi gh that the destination address will reach the inactive state
before it can be classified as PF.

2. The error counter of an active destination address is
incremented or cleared as specified in [ RFC4960]. This neans
that the error counter of the destination address in active
state will be increnmented each time the T3-rtx timer expires, or
each time a HEARTBEAT chunk is sent when idle and not
acknow edged within an RTO When the value in the destination
address error counter exceeds PFMR the endpoint MJST mark the
destination address as in the PF state.
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3. A SCTP- PF sender SHOULD NOT send data to destination addresses
in PF state when alternati ve destinati on addresses in active
state are available. Specifically this neans that:

i When there is outbound data to send and the destination
address presently used for data transmission is in PF state,
t he sender SHOULD choose a destination address in active
state, if one exists, and use this destination address for
data transm ssion.

ii As specified in [ RFC4960] section 6.4.1, when the sender
retransmts data that has tined out, it should attenpt to
pi ck a new destination address for data retransmission. In
this case, the sender SHOULD choose an alternate destination
transport address in active state if one exists.

iii  Wen there is outbound data to send and the SCTP user
explicitly requests to send data to a destination address in
PF state, the sender SHOULD send the data to an alternate
destination address in active state if one exists.

When choosing anong nultiple destination addresses in active
state an SCTP sender will follow the guiding principles of
section 6.4.1 of [ RFC4960] of choosing nost divergent source-
destination pairs conpared with, for i.: the destination address
in PF state that it perfornms a failover from and for ii.: the
destination address towards which the data tined out. Rules for
pi cki ng the nost divergent source-destination pair are an

i mpl enment ati on deci sion and are not specified within this
docunent .

In all cases, the sender MJUST NOT change the state of chosen
desti nati on address, whether this state be active or PF, and it
MJUST NOT clear the error counter of the destination address as a
result of choosing the destination address for data

t ransmi ssi on.

4. When the destination addresses are all in PF state or sone in PF
state and sone in inactive state, the sender MIUST choose one
destination address in PF state and SHOULD transmt or
retransmt data to this destination address using the follow ng
rul es:

A.  The sender SHOULD choose the destination in PF state with
the | owest error count (fewest consecutive tineouts) for
data transm ssion and transmt or retransmt data to this
desti nati on.
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B. Wien there are multiple destination addresses in PF state
with same error count, the sender should let the choice
anong the multiple destination addresses in PF state with
equal error count be based on the [RFC4960], section 6.4.1
princi pl es of choosing nost divergent source-destination
pai rs when executing (potentially consecutive)
retransm ssion. Rules for picking the nost divergent
source-destination pair are an inplenmentation decision and
are not specified within this docunent.

The sender MUST NOT change the state and the error counter of
any destination addresses as the result of the selection.

5. The HB.interval of the Path Heartbeat function of [ RFC4960] MJUST
be ignored for destination addresses in PF state. Instead
HEARTBEAT chunks are sent to destination addresses in PF state
once per RTO. HEARTBEAT chunks SHOULD be sent to destination
addresses in PF state, but the sending of HEARTBEATS MUST honor
whet her the Path Heartbeat function (Section 8.3 of [RFC4960])
is enabled for the destination address or not. 1l.e., if the
Pat h Heartbeat function is disabled for the destination address
i n question, HEARTBEATS MJUST NOT be sent. Note that when
Heartbeat function is disabled, it nmay take |onger to transition
a destination address in PF state back to active state.

6. HEARTBEATs are sent when a destinati on address reaches the PF
state. Wihen a HEARTBEAT chunk is not acknow edged within the
RTO, the sender increnents the error counter and exponentially
backs of f the RTO value. |f the error counter is |less than PMR
the sender transmits another packet containing the HEARTBEAT
chunk imredi ately after tinmeout expiration on the previous
HEARTBEAT. \When data is being transmtted to a destination
address in the PF state, the transm ssion of a HEARTBEAT chunk
MAY be onitted in case where the receipt of a SACK of the data
or a T3-rtx tiner expiration on the data can provi de equival ent
i nfformation, such as the case where the data chunk has been
transmitted to a single destination address only. Likew se, the
ti meout of a HEARTBEAT chunk MAY be ignored if data is
out standi ng towards the destination address.

7. When the sender receives a HEARTBEAT ACK from a HEARTBEAT sent
to a destination address in PF state, the sender SHOULD cl ear
the error counter of the destination address and transition the
destination address back to active state. However, there may be
a situation where HEARTBEAT chunks can go through whil e DATA
chunks cannot. Hence, in a situation where a HEARTBEAT ACK
arrives while there is data outstanding towards the destination
address to which the HEARTBEAT was sent, then an inplenentation
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10.

MAY choose to not have the HEARTBEAT ACK reset the error
counter, but have the error counter reset await the fate of the
out standi ng data transmi ssion. This situation can happen when
data is sent to a destination address in PF state. Wen the
sender resunes data transm ssion on a destination address after
a transition of the destination address from PF to active state,
it MUST do this follow ng the prescriptions of Section 7.2 of

[ RFC4960] .

Addi tional (PMR - PFMR) consecutive tinmeouts on a destination
address in PF state confirmthe path failure, upon which the
destination address transitions to the inactive state. As
described in [ RFC4960], the sender (i) SHOULD notify the ULP
about this state transition, and (ii) transmt HEARTBEAT chunks
to the inactive destination address at a | ower HB.interva
frequency as described in Section 8.3 of [RFC4960] (when the
Pat h Heartbeat function is enabled for the destination address).

Acknowl edgnents for chunks that have been transmitted to

mul tiple destinations (i.e., a chunk which has been
retransmtted to a different destination address than the
destination address to which the chunk was first transmtted)
SHOULD NOT cl ear the error count for an inactive destination
address and SHOULD NOT nove a destination address in PF state
back to active state, since a sender cannot di sambi guate whet her
the ACK was for the original transm ssion or the

retransm ssion(s). A SCTP sender MAY clear the error counter
and nove a destination address back to active state by

i nformati on other than acknow edgnents, when it can uniquely
determ ne which destination, anong nultiple destination
addresses, the chunk reached. This docunent nakes no reference
to what such information could consist of, nor how such

i nformati on coul d be obtai ned.

Acknowl edgrents for data chunks that has been transnitted to one
destination address only MJST clear the error counter for the
destination address and MJST transition a destination address in
PF state back to active state. This situation can happen when
new data is sent to a destination address in the PF state. It
can al so happen in situations where the destination address is
in the PF state due to the occurrence of a spurious T3-rtx tinmer
and acknow edgnents start to arrive for data sent prior to
occurrence of the spurious T3-rtx and data has not yet been
retransmtted towards other destinations. This docunent does
not specify special handling for detection of or reaction to
spurious T3-rtx tinmeouts, e.g., for special operation vis-a-vis
the congestion control handling or data retransm ssion operation
towards a destination address which undergoes a transition from

Ni shida, et al. Expi res August 20, 2016 [ Page 8]



Internet-Draft SCTP- PF February 2016

4.

active to PF to active state due to a spurious T3-rtx tineout.
But it is noted that this is an area which woul d benefit from
additional attention, experimentation and specification for
singl e-honed SCTP as well as for nulti-homed SCTP protocol
operati on.

11. When all destination addresses are in inactive state, and SCTP
protocol operation thus is said to be in dornmant state, the
prescriptions given in Section 4 shall be foll owed.

12. The SCTP stack SHOULD expose the PF state of its destination
addresses to the ULP as well as provide the nmeans to notify the
ULP of state transitions of its destination addresses from
active to PF, and vice-versa. However it is recomrended that an
SCTP stack inplementing SCTP-PF al so allows for that the ULP is
kept ignorant of the PF state of its destinations and the
associated state transitions, thus allowing for retain of the
simpler state transition nodel of RFC4960 in the ULP. For this
reason it is recomended that an SCTP stack inpl enenti ng SCTP- PF
al so provides the ULP with the nmeans to suppress exposure of the
PF state and the associated state transitions.

Dormant State Qperation

In a situation with conplete disruption of the comunication in

bet ween the SCTP Endpoi nts, the aggressive HEARTBEAT transni ssions of
SCTP- PF on destination addresses in PF state may nake the association
enter dornmant state faster than a standard [ RFC4960] SCTP

i npl ementation given the same setting of Path. Max. Retrans (PMR) and
Associ ati on. Max. Retrans (AMR). For exanple, an SCTP association with
two destination addresses typically would reach dormant state in half
the tinme of an [ RFC4960] SCTP inplenmentation in such situations.

This is because a SCTP PF sender wi |l send HEARTBEATS and data
retransmssions in parallel with RTOintervals when there are

mul tiple destinations addresses in PF state. This argunment presunes
that RTO << HB.interval of [RFC4960]. Wth the design goal that
SCTP- PF shall provide the sane | evel of disruption tolerance as an

[ RFC4960] SCTP inpl enentation with the sane Path. Max. Retrans (PMR)
and Associ ation. Max. Retrans (AVR) setting, we prescribe for that an
SCTP- PF i npl ement ati on SHOULD operate as described below in

Section 4.1 during dornmant state.

An SCTP- PF inpl ementati on MAY choose a different dormant state
operation than the one described below in Section 4.1 provided that
the sol ution chosen does not decrease the fault tol erance of the
SCTP- PF operation
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The bel ow prescription for SCTP-PF dormant state handling MJUST NOT be
coupled to the value of the PFMR, but solely to the activation of
SCTP-PF logic in an SCTP i npl enent ati on.

It is noted that the bel ow dormant state operation is considered to
provi de added disruption tolerance also for an [ RFC4960] SCTP

i mpl ementation, and that it can be sensible for an [ RFC4960] SCTP

i mpl ementation to follow this node of operation. For an [ RFC4960]
SCTP i npl enent ati on the continuation of data transm ssion during
dormant state nakes the fault tol erance of SCTP be nore robust
towards situations where sone, or all, alternative paths of an SCTP
associ ati on approach, or reach, inactive state before the primary
path used for data transni ssion observes trouble.

4.1. SCTP Dormant State Procedure

a. Wen the destination addresses are all in inactive state and data
is available for transfer, the sender MJUST choose one destination
and transmt data to this destination address.

b. The sender MJST NOT change the state of the chosen destination
address (it remains in inactive state) and it MJST NOT clear the
error counter of the destination address as a result of choosing
the destination address for data transni ssion

c. The sender SHOULD choose the destination in inactive state with
the | owest error count (fewest consecutive tineouts) for data
transm ssion. Wen there are nultiple destinations with sanme
error count in inactive state, the sender SHOULD attenpt to pick
the nost divergent source - destination pair fromthe |ast source
- destination pair where failure was observed. Rules for picking
the nmost di vergent source-destination pair are an inplenentation
deci sion and are not specified within this docunment. To support
differentiation of inactive destination addresses based on their
error count SCTP will need to allow for increment of the
destination address error counters up to sone reasonable linit
above PMR+1, thus changing the prescriptions of [ RFC4960],
section 8.3, in this respect. The exact linmt to apply is not
specified in this docunent but it is considered reasonable to
require for the limt to be an order of nmgnitude higher than the
PMR val ue. A sender MAY choose to depl oy other strategies that
the strategy defined here. The strategy to prioritize the |ast
active destination address, i.e., the destination address with
the fewest error counts is optimal when sone paths are
permanently inactive, but suboptinmal when a path instability is
transient.
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5.

Primary Path Sw tchover

The objective of the Primary Path Swi tchover operation is to all ow
the SCTP sender to continue data transm ssion on a new working path
even when the old primary destination address becones active again.
This is achi eved by having SCTP perform a sw tchover of the primary
path to the new working path if the error counter of the primary path
exceeds a certain threshold. This node of operation can be applied
not only to SCTP-PF inplenentations, but also to [ RFC4960]

i mpl enent ati ons.

The Primary Path Switchover operation requires only sender side
changes. The details are:

1. The sender maintains a new tunable parameter, called
Primary. Swi t chover. Max. Retrans (PSVWR). For SCTP-PF
i npl ementations, the PSVMR MJUST be set greater or equal to the
PFMR val ue. For [RFC4960] inplenmentations the PSMR MIST be set
greater or equal to the PMR value. |nplenmentations MIST reject
any ot her val ues of PSMR

2. \When the path error counter on a set prinmary path exceeds PSMR
the SCTP i npl enentati on MUST autononously sel ect and set a new
primary path.

3. The primary path selected by the SCTP inpl enmentati on MJST be the
pat h which at the given time would be chosen for data transfer
A previously failed primary path can be used as data transfer
path as per nornal path selection when the present data transfer
path fails.

4. For SCTP-PF, the recomrended val ue of PSMR is PFMR when Primary
Path Swi tchover operation node is used. This neans that no
forced switchback to a previously failed primary path is
performed. An SCTP-PF inpl enentation of Prinmary Path Sw t chover
MUST support the setting of PSMR = PFMR. A SCTP- PF
i mpl ementation of Primary Path Sw tchover MAY support setting of
PSMR > PFMR

5. For [RFC4960] SCTP, the recomended val ue of PSMR is PMR when
Primary Path Switchover is used. This neans that no forced
switchback to a previously failed primary path is performed. A
[ RFC4960] SCTP inpl ementation of Primary Path Switchover MJST
support the setting of PSVR = PMR  An [ RFC4960] SCTP
i mpl ementation of Primary Path Sw tchover MAY support | arger
settings of PSMR > PMR
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6. It MIST be possible to disable the Primary Path Sw tchover
operation and obtain the standard swi tchback operation of
[ RFC4960] .

The manner of swi tchover operation that is nobst optimal in a given
scenari o depends on the relative quality of a set primary path versus
the quality of alternative paths available as well as on the extent
to which it is desired for the node of operation to enforce traffic
di stribution over a nunber of network paths. 1.e., load distribution
of traffic fromnmultiple SCTP associ ati ons nay be sought to be
enforced by distribution of the set prinmary paths with [ RFC4960]

swi t chback operation. However as [RFC4960] switchback behavior is
suboptimal in certain situations, especially in scenarios where a
nunber of equally good paths are avail able, an SCTP inpl enentation
MAY support al so, as alternative behavior, the Primary Path

Swi t chover node of operation and MAY enable it based on applications
requests.

For an SCTP inplenentation that inplenments the Primary Path
Swi t chover operation, this specification RECOWENDS that the standard
RFC4960 swi tchback operation is retained as the default operation

6. Suggested SCTP Protocol Paraneter Val ues

Thi s docunent does not alter the [RFC4960] val ue reconmendation for
the SCTP Protocol Parameters defined in [ RFC4960].

The follow ng protocol paraneter is RECOVMMENDED:
Potenti al | yFai |l ed. Max. Retrans (PFMR) - O

7. Socket APl Considerations
This section describes how the socket APl defined in [ RFC6458] is
extended to provide a way for the application to control and observe
t he SCTP- PF behavior as well as the Primary Path Switchover function
Pl ease note that this section is informational only.
A socket APl inplenentation based on [ RFC6458] is, by neans of the
exi sting SCTP_PEER ADDR CHANGE event, extended to provide the event
notification when a peer address enters or |eaves the potentially
failed state as well as the socket APl inplenentation is extended to
expose the potentially failed state of a peer address in the existing
SCTP_GET_PEER_ADDR_|I NFO struct ure.

Furthernore, two new read/wite socket options for the | eve
| PPROTO SCTP and the nane SCTP_PEER ADDR THLDS and

Ni shida, et al. Expi res August 20, 2016 [ Page 12]



Internet-Draft SCTP- PF February 2016

SCTP_EXPCSE_POTENTI ALLY_FAI LED STATE are defined as described bel ow.
The first socket option is used to control the values of the PFMR and
PSMR paraneters described in Section 3 and in Section 5. The second
one controls the exposition of the potentially failed path state.

Support for the SCTP_PEER ADDR_THLDS and
SCTP_EXPCSE_POTENTI ALLY_FAI LED_STATE socket options need al so to be
added to the function sctp_opt_info().

7.1. Support for the Potentially Failed Path State

As defined in [ RFC6458], the SCTP_PEER ADDR CHANGE event is provided
if the status of a peer address changes. 1In addition to the state
changes described in [ RFC6458], this event is also provided, if a
peer address enters or |leaves the potentially failed state. The
notification as defined in [ RFC6458] uses the follow ng structure:

struct sctp_paddr_change {
uintl6_t spc_type
uint16_t spc_fl ags;
uint32_t spc_Il ength;
struct sockaddr storage spc_aaddr
uint32_t spc_state;
uint32_t spc_error
sctp_assoc_t spc_assoc_id;

}

[ RFC6458] defines the constants SCTP_ADDR_AVAI LABLE
SCTP_ADDR_UNREACHABLE, SCTP_ADDR REMOVED, SCTP_ADDR_ADDED, and
SCTP_ADDR MADE PRIMto be provided in the spc_state field. This
docunent defines in addition to that the new constant
SCTP_ADDR_POTENTI ALLY_FAI LED, which is reported if the affected
address becones potentially failed.

The SCTP_GET_PEER ADDR | NFO socket option defined in [ RFC6458] can be
used to query the state of a peer address. It uses the follow ng
structure:

struct sctp_paddrinfo {
sctp_assoc_t spinfo_assoc_id;
struct sockaddr _storage spi nfo_address;
int32_t spinfo_state;
ui nt 32_t spinfo_cwnd;
uint32_t spinfo_srtt;
uint32_t spinfo_rto;
uint32 t spinfo_ntu
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[ RFC6458] defines the constants SCTP_UNCONFI RVED, SCTP_ACTI VE, and
SCTP_I NACTI VE to be provided in the spinfo_state field. This
docunent defines in addition to that the new constant

SCTP_POTENTI ALLY_FAI LED, which is reported if the peer address is
potentially failed.

7.2. Peer Address Threshol ds (SCTP_PEER ADDR THLDS) Socket Option

Applications can control the SCTP-PF behavior by getting or setting
the nunber of consecutive tineouts before a peer address is
considered potentially failed or unreachable. The sane socket option
is used by applications to set and get the nunber of tineouts before
the primary path is changed autonmatically by the Primary Path

Swi tchover function. This socket option uses the |evel |PPROTO SCTP
and the nane SCTP_PEER ADDR THLDS

The following structure is used to access and nodify the threshol ds:

struct sctp_paddrthlds {
sctp_assoc_t spt_assoc_id;
struct sockaddr_storage spt_address;
uint16_t spt_pat hmaxrxt;
uintl16_t spt_pathpfthld;
uintl1l6_t spt_pathcpthld;
i

spt_assoc_id: This paraneter is ignored for one-to-one style
sockets. For one-to-many style sockets the application may fil
in an association identifier or SCTP_FUTURE ASSOC. It is an error
to use SCTP_{ CURRENT| ALL} ASSOC in spt_assoc_i d.

spt _address: This specifies which peer address is of interest. |
wild card address is provided, this socket option applies to a
current and future peer addresses.

f a
|

spt_pat hmaxrxt: Each peer address of interest is considered
unreachable, if its path error counter exceeds spt_pathmaxrxt.

spt_pathpfthld: Each peer address of interest is considered
Potentially Failed, if its path error counter exceeds
spt_pat hpfthld.

spt_pathcpthld: Each peer address of interest is not considered the
primary renote address anynmore, if its path error counter exceeds
spt_pathcpthld. Using a value of Oxffff disables the selection of
a new primary peer address. |f an inplenentation does not support
the automatically selection of a new prinmary address, it should
indicate an error with errno set to EINVAL if a value different
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fromOxffff is used in spt_pathcpthld. For SCTP-PF, the setting

of spt_pathcpthld < spt_pathpfthld should be rejected with errno

set to EINVAL. For [RFC4960] SCTP, the setting of spt_pathcpthld
< spt _pathmaxrxt should be rejected with errno set to EINVAL. A

SCTP- PF i npl enmentati on nay support only setting of spt_pathcpthld
= spt_pathpfthld and spt_pathcpthld = Oxffff and a [ RFC4960] SCTP
i mpl ement ati on nmay support only setting of spt_pathcpthld =

spt _pat hmaxrxt and spt_pathcpthld = Oxffff. In these cases SCTP

shall reject setting of other values with errno set to ElI NVAL.

7.3. Exposing the Potentially Failed Path State
( SCTP_EXPOSE_POTENTI ALLY_FAI LED STATE) Socket Option

Applications can control the exposure of the potentially failed path
state in the SCTP_PEER ADDR CHANGE event and the
SCTP_GET_PEER ADDR | NFO as described in Section 7.1. The default

val ue is inplenentation specific.

Thi s socket option uses the |evel |IPPROTO SCTP and the nane
SCTP_EXPOSE_POTENTI ALLY_FAI LED STATE.

The following structure is used to control the exposition of the
potentially failed path state:

struct sctp_assoc_val ue {
sctp_assoc_t assoc_i d;
uint32_t assoc_val ue;

};

assoc_id: This paraneter is ignored for one-to-one style sockets.
For one-to-many style sockets the application may fill in an
association identifier or SCTP_FUTURE ASSOC. It is an error to
use SCTP_{ CURRENT| ALL} ASSOC i n assoc_i d.

assoc_value: The potentially failed path state is exposed if and
only if this paranmeter is non-zero

8. Security Considerations

Security considerations for the use of SCTP and its APls are
di scussed in [ RFC4960] and [ RFC6458].

The |l ogic introduced by this docunment does not inpact existing SCTP
messages on the wire. Also, this docunent does not introduce any new
SCTP nmessages on the wire that require new security considerations.

SCTP- PF makes SCTP not only nore robust during primary path failure/
congestion but also nore vul nerable to network connectivity/
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10.

11.

congestion attacks on the primary path. SCTP-PF nmakes it easier for
an attacker to trick SCTP to change data transfer path, since the
duration of tine that an attacker needs to negatively influence the
network connectivity is nuch shorter than [ RFC4960]. However, SCTP-
PF does not constitute a significant change in the duration of tine
and effort an attacker needs to keep SCTP away fromthe primary path.
Wth the standard swi tchback operation [ RFC4960] SCTP resunes data
transfer on its primary path as soon as the next HEARTBEAT succeeds.

On the other hand, usage of the Primary Path Swi tchover nechani sm
does change the threat analysis. This is because on-path attackers
can force a permanent change of the data transfer path by bl ocking
the primary path until the switchover of the primary path is
triggered by the Primary Path Switchover algorithm This especially
will be the case when the Primary Path Swi tchover is used together
with SCTP-PF with the particular setting of PSMR = PFMR = 0, as
Primary Path Swi tchover here happens already at the first RTO tineout
experienced. Users of the Prinmary Path Sw tchover mechani sm shoul d
be aware of this fact.

The event notification of path state transfer fromactive to
potentially failed state and vice versa gives attackers an increased
possibility to generate nore | ocal events. However, it is assuned
that event notifications are rate-linmted in the inplenentation to
address this threat.

M B Consi der ati ons

SCTP- PF i ntroduces new SCTP al gorithns for failover and sw t chback
with associated new state parameters. It is recommended that the
SCTP-M B defined in [ RFC3873] is updated to support the managenent of
the SCTP-PF inplementation. This can be done by extending the

sct pAssocRemAddr Active field of the SCTPAssocRemAddr Tabl e to incl ude
informati on of the PF state of the destination address and by adding
new fields to the SCTPAssocRenmAddr Tabl e supporting

Potenti al | yFai | ed. Max. Retrans (PFMR) and
Primary. Swi t chover. Max. Retrans (PSMR) paraneters.

| ANA Consi der ations

Thi s docunent does not create any new registries or nodify the rules
for any existing registries nmanaged by | ANA
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12.

13.

13.

13.

Proposed Change of Status (to be Del eted before Publication)

Initially this work | ooked to entail sone changes of the Congestion
Control (CC) operation of SCTP and for this reason the work was
proposed as Experinental. These intended changes of the CC operation
have since been judged to be irrelevant and are no |onger part of the
specification. As the specification entails no other potential
harnful features, consensus exists in the Wsto bring the work
forward as PS.

Initially concerns have been expressed about the possibility for the
mechani smto introduce path bouncing with potential harnful network

i npacts. These concerns are believed to be unfounded. This issue is
addressed i n Appendi x B.

It is noted that the feature specified by this docunent is

i mpl emented by nultiple SCTP SWinpl enentati ons and furthernore that
various variants of the solution have been deployed in tel ephony
signaling environments for several years with good results.
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Appendi x A. Discussions of Alternative Approaches

This section lists alternative approaches for the issues described in
this docunment. Al though these approaches do not require to update
RFC4960, we do not recommend them fromthe reasons described bel ow

A. 1. Reduce Path. Max. Retrans (PMR)

Smal | er val ues for Path. Max. Retrans shorten the fail over duration and
in fact this is recomended in sone research results [JUNGVAI ER0O2]

[ GRI NNEMO04] [ FALLONO8]. However to significantly reduce the
failover tine it is required to go down (as with PFMR) to

Pat h. Max. Retrans=0 and with this setting SCTP switches to another
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destination address already on a single timeout which may result in
spurious failover. Spurious failover is a problemin [RFC4960] SCTP
as the transm ssion of HEARTBEATS on the left primary path, unlike in
SCTP-PF, is governed by "HB.interval’' also during the fail over
process. 'HB.interval’ is usually set in the order of seconds
(recommended value is 30 seconds) and when the prinmary path becones

i nactive, the next HEARTBEAT nmay be transnitted only many seconds

later. Indeed as recommended, only 30 secs later. Meanwhile, the
primary path may since |ong have recovered, if it needed recovery at
all (indeed the failover could be truly spurious). In such

situations, post failover, an endpoint is forced to wait in the order
of many seconds before the endpoint can resune transni ssion on the
primary path and furthernmore once it returns on the primary path the
CWND needs to be rebuild anew - a process which the throughput

al ready have had to suffer fromon the alternate path. Using a

smal ler value for "HB.interval’ mght help this situation, but it
woul d result in a general waste of bandwi dth as such nore frequent
HEARTBEATI NG woul d take pl ace al so when there are no observed
troubles. The bandw dth overhead may be di ni ni shed by having the ULP
use a snaller "HB.interval’ only on the path which at any given tinme
is set to be the primary path, but this adds complication in the ULP

In addition, smaller Path.Max. Retrans values also affect the

" Associ ation. Max. Retrans’ value. Wen the SCTP association’s error
count exceeds Associ ation. Max. Retrans threshol d, the SCTP sender
consi ders the peer endpoint unreachable and term nates the
association. Section 8.2 in [ RFC4960] reconmends that

Associ ati on. Max. Retrans val ue should not be larger than the sumation
of the Path. Max. Retrans of each of the destination addresses. Else
the SCTP sender considers its peer reachable even when al
destinations are INACTIVE and to avoid this dormant state operation
[ RFC4960] SCTP i nmpl enent ati on SHOULD reduce Associ ati on. Max. Retrans
accordi ngly whenever it reduces Path. Max. Retrans. However, snaller
Associ ati on. Max. Retrans val ue decreases the fault tol erance of SCTP
as it increases the chances of association ternination during mnor
congestion events.

A. 2. Adjust RTO related paraneters

As several research results indicate, we can also shorten the
duration of failover process by adjusting RTO rel ated paraneters

[ JUNGVAI ERO2] [ FALLONO8]. During failover process, RTO keeps being
doubl ed. However, if we can choose smaller value for RTO nmax, we can
stop the exponential growth of RTO at sone point. Also, choosing
smal l er values for RTO initial or RTOmn can contribute to keep the
RTO val ue snal |
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Simlar to reduci ng Path. Max. Retrans, the advantage of this approach
is that it requires no nodification to the current specification

al though it needs to ignore several recomendations described in the
Section 15 of [RFC4960]. However, this approach requires to have
enough know edge about the network characteristics between end
points. Oherwise, it can introduce adverse side-effects such as
spurious timeouts.

The significant issue with this approach, however, is that even if
the RTOmax is lowered to an optinmal |ow value, then as long as the
Pat h. Max. Retrans is kept at the [ RFC4960] recomended val ue, the
reduction of the RTO max doesn’t reduce the failover tine
sufficiently enough to prevent severe performance degradati on during
fail over.

Appendi x B. Discussions for Path Bouncing Effect

The met hods described in the docunent can accelerate the fail over
process. Hence, they might introduce the path bouncing effect where
the sender keeps changing the data transnission path frequently.
This sounds harnful to the data transfer, however several research
results indicate that there is no serious problemwith SCTP in terns
of path bouncing effect [ CARCO4] [ CAROO5].

There are two main reasons for this. First, SCIP is basically
designed for multipath conmunication, which nmeans SCTP mai ntains al
path rel ated paraneters (CAD, ssthresh, RTT, error count, etc) per
each destination address. These paraneters cannot be affected by
pat h bouncing. |In addition, when SCTP migrates the data transfer to
anot her path, it starts with the mininmal or the initial CAND. Hence,
there is little chance for packet reordering or duplicating.

Second, even if all comrunication paths between the end-nodes share
the sane bottl eneck, the SCTP-PF results in a behavior already
al | oned by [ RFC4960].

Appendi x C.  SCTP-PF for SCTP Singl e-homed Operation

For a singl e-honed SCTP association the only tangible effect of the
activation of SCTP-PF operation is enhanced failure detection in
terns of potential notification of the PF state of the sole
destination address as well as, for idle associations, nore rapid
entering, and notification, of inactive state of the destination
address and nore rapid end-point failure detection. It is believed
that neither of these effects are harnful, provided adequate dormant
state operation is inplenented, and furthernore that they may be
particularly useful for applications that deploys nultiple SCTP
associations for |oad bal anci ng purposes. The early notification of
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