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1 Introduction

DS-Lite [RFC6333] directs IANA to reserve 192.0.0.0/29 for the B4 element. This memo generalizes that IANA reservation to include other cases where a non-routed IPv4 interface must be numbered in an IPv6 transition solutions. IANA shall list 192.0.0.0/29 to be reserved for IPv6 Transitional Technology IPv4 Prefix. The result is that 192.0.0.0/29 may be used in any system that requires IPv4 addresses for backward compatibility with IPv4 communications, but does not emit IPv4 packets "on the wire".

2 The Case of 464XLAT

464XLAT [RFC6877] describes an architecture for providing IPv4 communication over an IPv6-only access network. One of the methods described in [RFC6877] is for the client side translator (CLAT) to be embedded in the host, such as a smartphone. In this scenario, the host must have an IPv4 address configured to present to the network stack and for applications to bind sockets.

3 Choosing 192.0.0.0/29

To avoid conflicts with any other network that may communicate with the CLAT, a locally unique address must be assigned.

IANA has defined a well-known range, 192.0.0.0/29, in [RFC6333], which is dedicated for DS-lite. As defined in [RFC6333], this subnet is only present between the B4 and the AFTR and never emits packets from this prefix "on the wire". 464XLAT has the same need for a non-routed IPv4 prefix. It is most prudent and effective to generalize 192.0.0.0/29 for the use of supporting IPv4 interfaces in IPv6 transition technologies rather than reserving a prefix for every possible solution.

4 Security Considerations

No new security considerations beyond what is described [RFC6333] and [RFC6877].

5 IANA Considerations

IANA is directed to generalize the reservation of 192.0.0.0/29 from DS-lite to "IPv6 Transitional Technology IPv4 Prefix".

6 References
6.1 Normative References
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1. Introduction

IPv6 has been deployed globally to overcome the IPv4 depletion. Operators likely start or plan to upgrade the networks that allow IPv6 subscribers to access. As the dramatical uses of Internet services with a mobile access, IPv6 is an essential part to be considered in the mobile network evolution. 3rd Generation Partnership Project (3GPP) published the IPv6 migration guidance [TR23.975], which describes different technical evolution paths. In general, operators may deploy dual-stack or IPv6 single-stack depending on network’s conditions. It has been observed that those deployments are rolled out in multiple provisioning domains. In the early IPv6 stage, a mobile subscriber roaming around the different areas may experience service degradations or interruptions due to the inconsistent configurations and incomplete functions in the networks nodes. This memo intends to document the observed failed cases and analyze the causes. It’s expected that operators could notice the issues and prevent potential risks.
2. Roaming Architecture Descriptions

The roaming process could be triggered in the following scenarios:

- **International Roaming**: A mobile subscriber may enter a visited network, where different PLMN identity is used. The subscribers could either in an automatic mode or a manual mode to attach a PLMN cell.

- **Intra-PLMN Mobility**: A subscriber moves to a visited network as that of the Home Public Land Mobile Network (HPLMN). However, the subscriber profiles may not be stored in the area. Once the subscriber attaches to the network, the subscriber profile should be extracted from the home network for the network registration.

When a mobile device is turned on or is transferred via a handover to a visited network, the mobile device will scan all radio channels and find available Public Land Mobile Networks (PLMNs) to attach. Serving GPRS Support Node (SGSN) or Mobility Management Entity (MME) in the visited networks must contact the home Home Location Register (HLR) or Home Subscriber Server (HSS) and obtain the subscriber profile. Once the authentication and registration process is completed, the PDP activation and traffic flows may be operated differently according to the subscriber data configuration. Two modes have been shown at the figure to illustrate, that are "Home routed traffic" and "Local breakout".

![Figure 1: Home Routed Traffic](image)
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In the home routed mode, subscribers will activate the PDP/PDN context and get address from the home network. All traffic would be routed back to the home networks. That is the default case for an international roaming except for the IP Multimedia Subsystem (IMS) scenario.

In the local breakout mode, the subscriber address will be assigned from the visited network. The traffic flow would directly offloaded locally at a network node close to that device’s point of attachment in the visited networks. Therefore, more efficient route would be achieved. The following will describe the cases where there is local breakout mode adopted.

- Operators may add the APN-OI-Replacement flag defined in 3GPP [TS29.272] into user’s subscription-data. The visited network indicates a local domain name to replace the user requested Access Point Name (APN). As the consequence, the traffic would be steered to the visited network. Those functions are normally deployed for the Intra-PLMN mobility cases.

- Operators could also configure VPLMN-Dynamic-Address-Allowed flag[TS29.272] in the user profile to enable local breakout mode in Visited Public Land Mobile Networks (VPLMNs).

- 3GPP specified Selected IP Traffic Offload (SIPTO) function[TS23.401] since Release 10 in order to get efficient route paths. It enables an operator to offload certain types of traffic at a network node close to that device’s point of attachment to the access network.

- GSMA has defined RAVEL[IR.65] as IMS international roaming architecture. Local breakout mode has been adopted for the roaming architecture.

3. Roaming Scenario Overview

3GPP specified three types of Packet Data Protocol (PDP)/Packet Data Networks (PDN) to describe each connection, i.e. PDP/PDN Type IPv4, PDP/PDN Type IPv6 and PDP/PDN Type IPv4v6. User devices can be set to request a particular PDP/PDN Type. Those PDP/PDN types should also be restored in Home Subscriber Server (HSS) as a part of subscriber profile, as defined in [TS29.272]. When a subscriber
roams to a visited network, the new visited network notices that it is not registered with its own system, and attempts to identify its home network. Afterwards, the visited network will contact the home network and request the subscriber profile from HSS. In this process, service may be provided in a home routed or local breakout mode. The IP address can be allocated from home network or visited network accordingly. There may be a mismatch between the subscriber request and network capability. The following table lists the potential failure cases.

<table>
<thead>
<tr>
<th>UE Request</th>
<th>Visited Network Capability</th>
<th>Home routed</th>
<th>Local Breakout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual stack</td>
<td>IPv4-only</td>
<td>Failure case 1</td>
<td>Failure case 1</td>
</tr>
<tr>
<td>Dual stack</td>
<td>IPv4-only/IPv6-only</td>
<td>Failure case 1</td>
<td>Failure case 2</td>
</tr>
<tr>
<td>Dual stack</td>
<td>IPv6-only</td>
<td>Failure case 1</td>
<td>Failure case 3</td>
</tr>
<tr>
<td>IPv6-only</td>
<td>IPv4-only</td>
<td>OK</td>
<td>Failure case 4</td>
</tr>
<tr>
<td>IPv6-only with 464xlat</td>
<td>Dual stack</td>
<td>OK</td>
<td>Failure case 5</td>
</tr>
<tr>
<td>IPv6-only with 464xlat</td>
<td>IPv6-only</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>IPv4-only</td>
<td>Dual stack</td>
<td>OK</td>
<td>OK</td>
</tr>
</tbody>
</table>

Table 1: Roaming Scenario Descriptions

4. Failure Cases Descriptions

4.1. Failure Case 1: Incompatible with Extended PDP/PDN Type

A mobile device in a dual-stack network likely requests PDP/PDN type IPv4v6 to allocate address. Such PDP/PDN type should be understandable in the network nodes, including Serving GPRS Support Node (SGSN), Gateway GPRS Support Node (GGSN), Mobility Management Entity (MME), Serving Gateway (SGW), PDN Gateway (PGW), Home Location Registrar (HLR) and Home Subscriber Server (HSS). When a subscriber roam to the IPv4 network, the visited SGSN or MME has to communicate with HLR/HSS in the home land to retrieve the subscriber profile. The issue we observe is that multiple SGSN/MME will be unable to correctly process a subscriber profile received in the Insert Subscriber Data procedure if it contains an Ext-PDP-Type defined in...
3GPP [TS29.002]. Therefore, it will likely refuse the subscriber registration.

Operators may have to remove the PDP/PDN type IPv4v6 from HLR/HSS in home networks, that will restrict UEs only initiates IPv4 PDP or IPv6 PDP activation. In order to avoid this situation, operators should make a comprehensive roaming agreement to support IPv6 and ensure that aligns with GSMA document, e.g [IR.33], [IR.88] and [IR.21]. Since the agreement requires visited operators to upgrade all SGSN nodes, some short- or medium-term solutions have been implemented to fix the issue. There are some specific configurations in HLS/HSS of home network. Multiple PDP/PDN subscription information will be added in the subscriber profiles, for example it may include both PDP/PDN type IPv4 and PDP/PDN type IPv4v6 for a user profile. Once the HLR/HSS receives an Update Location message from visited SGSN/MME, only the subscription data with PDP/PDN type IPv4 will be sent to SGSN/MME in the Insert Subscriber Data procedure. It guarantee the user profile could compatible with visited SGSN/MME capability.

4.2. Failure Case 2: Splitting Dual-stack Bearer

Dual-stack capability can also be provided in a early mobile network(i.e. Pre-Release 8 network) using separate PDP/PDN activations. That means only a single IPv4 and IPv6 PDP/PDN can be initiated to allocate IPv4 and IPv6 address separately. Once a UE with PDP/PDN type IPv4v6 request roams to those networks, same issue described in failure case 1 will be occurred if the UE initiate a network attachment process.

If networks could allow UE to make a success attachment, a roaming subscriber with IPv4v6 PDP/PDN type should change the request to two separated PDP/PDN request with single IP version in order to achieve equivalent results. This restriction may be occurred in the below two cases.

- The GGSN/PGW preferences dictate the use of IPv4 addressing only or IPv6 prefix only for a specific APN.
- The SGSN/MME does not set the Dual Address Bearer Flag due to the operator using single addressing per bearer to support interworking with nodes of earlier releases.

Above process would likely double PDP/PDN allocation costs. Some operators may only allow one PDP/PDN is alive for each subscriber. For example, IPv6 PDP/PDN would be rejected if the subscriber has an active IPv4 PDP/PDN. Therefore, the subscriber will lost IPv6 connection in the visited network. Even the two parallel PDP/PDN activations are allowed, it will require additional correlation of

those two sessions of single IP version on the charging system. If there are Policy and Charging Rules Function (PCRF)/Policy and Charging Enforcement Function (PCEF) deployed, the system would treat IPv4 and IPv6 session as independent and perform different Quality of Service (QoS) policies. The subscriber may have unstable experiences due to different behaviors on each IP version connection.

4.3. Failure Case 3: Shortage of IPv6 support

Some operators may adopt IPv6-only configuration for the IMS service, e.g. Voice over LTE (VoLTE) or Rich Communication Suite (RCS). Since IMS roaming architecture will offload all traffic in the visited network, a dual-stack subscriber can only be assigned with IPv6 address. There is no IPv4 address returned. It requires all the IMS based applications should be IPv6 enable. A translation-based method, for example Bump-in-the-host (BIH) [RFC6535] and 464xlat [RFC6877], may help to address the issue if there is IPv6 compatibility problems. Operators may could automatically enable the function in a IPv6-only network and disable in a dual-stack or IPv4 network.

4.4. Failure Case 4: Fallback Incapability

3GPP specified the PDP/PDN type IPv6 as early as PDP/PDN type IPv4. Therefore, the IPv6 single PDP/PDN type has been well supported and interpretable in the 3GPP network nodes. When a subscriber requests PDP/PDN type IPv6, the network should only return the expected IPv6 address. Otherwise, the request should be dropped and the error code should be sent to the user. Roaming to IPv4-only networks with IPv6 PDP/PDN request would fail to get addresses. A proper fallback is desirable however the behavior is implementation specific. There are some UE have the ability to provide a different configuration for home network and visited network respectively. It guarantees UE will always initiate PDP/PDN type IPv4 in the roaming area. Android system solves the issue by setting the roaming Access Point Name (APN). The mobile terminal is allowed to ignore the original requested protocol and always adhere to IPv4 when roaming. Those fallback mechanisms are deserved to be implemented timely.

4.5. Failure Case 5: 464xlat Support

464xlat [RFC6877] is proposed to address IPv4 compatibility issue in a IPv6 single-stack environment. The function on a mobile terminal likely gets along with PDP/PDN IPv6 type request to cooperate with a remote NAT64 [RFC6146] gateway. 464xlat may use the mechanism defined in [I-D.ietf-behave-nat64-discovery-heuristic] to automatically discover NAT64 prefixes. Those behaviors depend on the network deployment. If the DNS64 or NAT64 is not deployed in the visited

networks, 464xlat may be failed to perform. Considering the various network’s situations, operators may adopt 464xlat in the home networks and use IPv4-only in the roaming networks with different roaming profile configurations.

As an alternative solution, an AAA Server could be deployed to connect with GGSN/PGW. Once the GGSN/PGW receive the session creation requests, it will initiate an Access-Request to an AAA server via Radius protocol. The Access-Request contains subscriber and visited network information, e.g. PDP/PDN Type, International Mobile Equipment Id (IMEI), Software Version(SV) and visited SGSN/MME location code, etc. The AAA server could take IMEI and SV components to verify if device has 464XLAT support. Combining with the visited network information, the AAA server will ultimately decide to enable 464xlat in an IPv6-only roaming or fallback to IPv4.

5. Discussions

The dual-stack deployment is recommended in most cases. However, it may take some times in a mobile environment. 3GPP didn’t specify PDP/PDN type IPv4v6 in the early release. Such PDP/PDN type is supported in new-built Long Term Evolution(LTE)/System Architecture Evolution(SAE) network, but didn’t support well in the third generation network. The situations may cause the roaming issues dropping the attachment from dual-stack subscribers in the case of LTE to 3G and IPv6-enabled 3G to IPv4 3G. Operators may have to adopt temporary solution unless all the interworking nodes(i.e. SSGN and SGW) in the visited network have been upgraded to support Ext-PDP-Type feature.

As an alternative solution for dual-stack, operators may change a unified PDP/PDN request into two separated single IP version requests. However, this approach is problematic in the Charging records and QoS policy enforcement. In addition, it doubles the PDP resource uses. It may be unappealing for the deployment.

Conversely, some operators may choose PDP/PDN Type IPv6 to start the communications in home networks and use different profile in the roaming area. Since PDP/PDN Type IPv6 has been introduced in 3GPP early release, it didn’t require upgrading on the interworking nodes to make compatibility. The proper IPv4 fallback mechanism should be supported either on the mobile terminal or network equipment.
A roaming to IPv6-only network occurs when operators deploy roaming function for IMS service. A dual-stack capable device could implement translation-based function to support the IPv4 applications. Those inserted translation function can be turned off properly when the terminals roam back to dual-stack or IPv4 networks. Operators can also deploy AAA servers to make final decision.

6. IANA Considerations

This document makes no request of IANA.

7. Security Considerations

The draft didn’t introduce additional security concerns to the networks.
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Abstract

This document describes how an IPv6 residential Customer Premise Equipment (CPE) can have a balanced security policy that allows for mostly end-to-end connectivity while keeping the major threats outside of the home. It is documenting an existing IPv6 deployment by Swisscom and allows all packets inbound/outbound EXCEPT for some layer-4 ports where attacks and vulnerabilities (such as weak passwords) are well-known. The policy is a proposed set of rules that can be used as a default setting. The set of blocked inbound and outbound ports is expected to be updated as threats come and go.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on June 8, 2014.
1. Introduction

Internet access in residential IPv4 deployments generally consists of a single IPv4 address provided by the service provider for each home. The residential CPE then translates the single address into multiple private IPv4 addresses allowing more than one device in the home, but at the cost of losing end-to-end reachability. IPv6 allows all devices to have a globally unique IP address, restoring end-to-end reachability directly between any device. Such reachability is very powerful for ubiquitous global connectivity, and is often heralded as one of the significant advantages to IPv6 over IPv4. Despite this, concern about exposure to inbound packets from the IPv6 Internet (which would otherwise be dropped by the address translation function if they had been sent from the IPv4 Internet) remain.

This difference in residential default internet protection between IPv4 and IPv6 is a major concern to a sizable number of ISPs and the security policy described in this document addresses this concern without damaging IPv6 end-to-end connectivity.
The security model provided in this document is meant to be used as a pre-registered setting and potentially default one for IPv6 security in CPEs. The model departs from the "simple security" model described in [RFC6092]. It allows most traffic, including incoming unsolicited packets and connections, to traverse the CPE unless the CPE identifies the traffic as potentially harmful based on a set of rules. This policy has been deployed as a default setting in Switzerland by Swisscom for residential CPEs.

This document can be applicable to off-the-shelves CPE as well as to managed Service Provider CPE or for mobile Service Providers (where it can be centrally implemented).

2. Threats

For a typical residential network connected to the Internet over a broadband or mobile connection, the threats can be classified into:

- denial of service by packet flooding: overwhelming either the access bandwidth or the bandwidth of a slower link in the residential network (like a slow home automation network) or the CPU power of a slow IPv6 host (like networked thermostat or any other sensor type nodes);

- denial of service by Neighbor Discovery cache exhaustion [RFC6583]: the outside attacker floods the inside prefix(es) with packets with a random destination address forcing the CPE to exhaust its memory and its CPU in useless Neighbor Solicitations;

- denial of service by service requests: like sending print jobs from the Internet to an ink jet printer until the ink cartridge is empty or like filing some file server with junk data;

- unauthorized use of services: like accessing a webcam or a file server which are open to anonymous access within the residential network but should not be accessed from outside of the home network or accessing to remote desktop or SSH with weak password protection;

- exploiting a vulnerability in the host in order to get access to data or to execute some arbitrary code in the attacked host;

- trojanized host (belonging to a Botnet) can communicate via a covert channel to its master and launch attacks to Internet targets.

3. Overview
The basic goal is to provide a pre-defined security policy which aims to block known harmful traffic and allow the rest, restoring as much of end-to-end communication as possible. This pre-defined policy should be centrally updated, as threats are changing over time. It could also be a member of a list of pre-defined security policies available to an end-customer, for example together with a "simple security" from [RFC6092] and a "strict security" policy denying access to all unexpected input packets.

3.1. Rules for Balanced Security Policy

These are an example set of generic rules to be applied. Each would normally be configurable, either by the user directly or on behalf of the user by a subscription service. This document does not address the statefulness of the filtering rules as its main objective is to present an approach where some protocols (identified by layer-4 ports) are assumed weak or malevolent and therefore are blocked while all other protocols are assumed benevolent and are permitted.

If we name all nodes on the residential side of the CPE as ‘inside’ and all nodes on the Internet as ‘outside’, and any packet sent from outside to inside as being ‘inbound’ and ‘outbound’ in the other direction, then the behavior of the CPE is described by a small set of rules:

1. Rule RejectBogon: apply ingress filtering in both directions per [RFC3704] and [RFC2827] for example with unicast reverse path forwarding (uRPF) checks (anti-spoofing) for all inbound and outbound traffic (implicitly blocking link-local and ULA in the same shot), as described in Section 2.1 Basic Sanitation and Section 3.1 Stateless Filters of [RFC6092];

2. Rule AllowManagement: if the CPE is managed by the SP, then allow the management protocols (SSH, SNMP, syslog, TR-069, IPfix, ...) from/to the SP Network Operation Center;

3. Rule ProtectWeakServices: drop all inbound and outbound packets whose layer-4 destination is part of a limited set (see Section 3.2), the intent is to protect against the most common unauthorized access and avoid propagation of worms; an advanced residential user should be able to modify this pre-defined list;
4. Rule Openness: allow all unsolicited inbound packets with rate limiting the initial packet of a new connection (such as TCP SYN, SCTP INIT or DCCP-request, not applicable to UDP) to provide very basic protection against SYN port and address scanning attacks. All transport protocols and all non-deprecated extension headers are accepted. This is a major deviation from REC-11, REC-17 and REC-33 of [RFC6092].

5. All requirements of [RFC6092] except REC-11, REC-18 and REC-33 must be supported.

3.2. Rules Example for Layer-4 Protection: Swisscom Implementation

As of 2013, Swisscom has implemented the rule ProtectWeakService as described below. This is meant as an example and must not be followed blindly: each implementer has specific needs and requirements. Furthermore, the example below will not be updated as time passes, whereas threats will evolve.

<table>
<thead>
<tr>
<th>Transport</th>
<th>Port</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>tcp</td>
<td>22</td>
<td>Secure Shell (SSH)</td>
</tr>
<tr>
<td>tcp</td>
<td>23</td>
<td>Telnet</td>
</tr>
<tr>
<td>tcp</td>
<td>80</td>
<td>HTTP</td>
</tr>
<tr>
<td>tcp</td>
<td>3389</td>
<td>Microsoft Remote Desktop Protocol</td>
</tr>
<tr>
<td>tcp</td>
<td>5900</td>
<td>VNC remote desktop protocol</td>
</tr>
</tbody>
</table>

Table 1: Drop Inbound

<table>
<thead>
<tr>
<th>Transport</th>
<th>Port</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>tcp-udp</td>
<td>88</td>
<td>Kerberos</td>
</tr>
<tr>
<td>tcp</td>
<td>111</td>
<td>SUN Remote Procedure Call</td>
</tr>
<tr>
<td>tcp</td>
<td>135</td>
<td>MS Remote Procedure Call</td>
</tr>
<tr>
<td>tcp</td>
<td>139</td>
<td>NetBIOS Session Service</td>
</tr>
<tr>
<td>tcp</td>
<td>445</td>
<td>Microsoft SMB Domain Server</td>
</tr>
<tr>
<td>tcp</td>
<td>513</td>
<td>Remote Login</td>
</tr>
<tr>
<td>tcp</td>
<td>514</td>
<td>Remote Shell</td>
</tr>
<tr>
<td>tcp</td>
<td>548</td>
<td>Apple Filing Protocol over TCP</td>
</tr>
<tr>
<td>tcp</td>
<td>631</td>
<td>Internet Printing Protocol</td>
</tr>
<tr>
<td>udp</td>
<td>1900</td>
<td>Simple Service Discovery Protocol</td>
</tr>
<tr>
<td>tcp</td>
<td>2869</td>
<td>Simple Service Discovery Protocol</td>
</tr>
<tr>
<td>udp</td>
<td>3702</td>
<td>Web Services Dynamic Discovery</td>
</tr>
<tr>
<td>udp</td>
<td>5353</td>
<td>Multicast DNS</td>
</tr>
<tr>
<td>udp</td>
<td>5355</td>
<td>Link-Lcl Mcast Name Resolution</td>
</tr>
</tbody>
</table>
Choosing services to protect is not an easy task, and as of 2013 there is no public service proposing a list of ports to use in such a policy. The Swisscom approach was to think in terms of services, by defining a list of services that are LAN-Only (ex: Multicast DNS) whose communication is denied by the policy both inbound and outbound, and a list of services that are known to be weak or vulnerable like management protocols that could be activated unbeknownst to the user.

The process used to set-up and later update the filters is out of scope of this document. The update of the specific rules could be done together with a firmware upgrade or by a policy update (for example using Broadband Forum TR-069).

Among other sources, [DSHIELD] was used by Swisscom to set-up their filters. Another source of information could be the appendix A of [TR124]. The L4-filter as described does not block GRE tunnels ([RFC2473]) so this is a deviation from [RFC6092].

Note: the authors believe that with a dozen of rules only, a naive and unaware residential subscriber would be reasonably protected. Of course, technically-aware subscribers should be able to open other applications (identified by their layer-4 ports or IP protocol numbers) through their CPE using some kind of user interface or even to select a completely different security policy such as the open or ‘closed’ policies defined by [RFC6092]. This is the case in the Swisscom deployment.

It is worth mentioning that PCP ([RFC6887]), UPnP ([IGD]) and similar protocols can also be used to dynamically override the default rules.

4. IANA Considerations

There are no extra IANA consideration for this document.

5. Security Considerations

The security policy protects from the following type of attacks:

- Unauthorized access because vulnerable ports are blocked

Depending on the extensivity of the filters, certain vulnerabilities could be protected or not. It does not preclude the need for end-devices to have proper host-protection as most of those devices
(smartphones, laptops, etc.) would anyway be exposed to completely unfiltered internet at some point of time. The policy addresses the major concerns related to the loss of stateful filtering imposed by IPV4 NAPT when enabling public globally reachable IPv6 in the home.

To the authors’ knowledge, there has not been any incident related to this deployment in Swisscom network, and no customer complaints have been registered.

This set of rules cannot help with the following attacks:

- Flooding of the CPE access link;
- Malware which is fetched by inside hosts on a hostile web site (which is in 2013 the majority of infection sources).
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1. Introduction

IPv6 deployment in Third Generation Partnership Project (3GPP) mobile networks is the only viable solution to the exhaustion of IPv4 addresses in those networks. Several mobile operators have already deployed IPv6 [RFC2460] or are in the pre-deployment phase. One of the major hurdles as perceived by some mobile operators is the lack of availability of working IPv6 implementation in mobile devices (e.g., Section 3.3 of [OECD]).

[RFC7066] lists a set of features to be supported by cellular hosts to connect to 3GPP mobile networks. In the light of recent IPv6
production deployments, additional features to facilitate IPv6-only deployments while accessing IPv4-only services should be considered. This document fills this void. Concretely, this document lists means to ensure IPv4 service over an IPv6-only connectivity given the adoption rate of this model by mobile operators. Those operators require that no service degradation is experienced by customers serviced with an IPv6-only model compared to the level of service of customers with legacy IPv4-only devices.

This document defines an IPv6 profile for mobile devices listing specifications produced by various Standards Developing Organizations (including 3GPP, IETF, and GSMA). The objectives of this effort are:

1. List in one single document a comprehensive list of IPv6 features for a mobile device, including both IPv6-only and dual-stack mobile deployment contexts. These features cover various packet core architectures such as GPRS (General Packet Radio Service) or EPC (Evolved Packet Core).

2. Help Operators with the detailed device requirement list preparation (to be exchanged with device suppliers). This is also a contribution to harmonize Operators’ requirements towards device vendors.

3. Vendors to be aware of a set of features to allow for IPv6 connectivity and IPv4 service continuity (over an IPv6-only transport).

The recommendations do not include 3GPP release details. For more information on the 3GPP releases detail, the reader may refer to Section 6.2 of [RFC6459]. More details can be found at [R3GPP].

Some of the features listed in this profile document could require to activate dedicated functions at the network side. It is out of scope of this document to list these network-side functions.

A detailed overview of IPv6 support in 3GPP architectures is provided in [RFC6459]. IPv6-only considerations in mobile networks are further discussed in [RFC6342].

This document is organized as follows:

- Section 2 lists generic recommendations including functionalities to provide IPv4 service over an IPv6-only connectivity.

- Section 3 enumerates a set of recommendations for cellular devices with Local Area Network (LAN) capabilities (e.g., CE routers...
(Customer Edge routers) with cellular access link, dongles with tethering features).

- Section 4 identifies a set of advanced recommendations to fulfill requirements of critical services such as VoLTE (Voice over Long Term Evolution (LTE)).

1.1. Terminology

This document makes use of the terms defined in [RFC6459]. In addition, the following terms are used:

- 3GPP cellular host (or cellular host for short): denotes a 3GPP device which can be connected to 3GPP mobile networks.

- 3GPP cellular device (or cellular device for short): refers to a cellular host which supports the capability to share its 3GPP mobile connectivity.

- IPv4 service continuity: denotes the features used to provide access to IPv4-only services to customers serviced with an IPv6-only connectivity. A typical example of IPv4 service continuity technique is NAT64 (Network Address and Protocol Translation from IPv6 Clients to IPv4 Servers, [RFC6146]).

PREFIX64 denotes an IPv6 prefix used to build IPv4-converted IPv6 addresses [RFC6052].

1.2. Scope

A 3GPP mobile network can be used to connect various user equipments such as a mobile telephone or a CE router. Because of this diversity of terminals, it is necessary to define a set of IPv6 functionalities valid for any node directly connecting to a 3GPP mobile network. This document describes these functionalities.

Machine-to-machine (M2M) devices profile is out of scope.

This document is structured to provide the generic IPv6 recommendations which are valid for all nodes, whatever their function (e.g., host or CE router) or service (e.g., Session Initiation Protocol (SIP, [RFC3261])) capability. The document also contains sections covering specific functionalities for devices providing some LAN functions (e.g., mobile CE router or broadband dongles).

The recommendations listed below are valid for both 3GPP GPRS and 3GPP EPS (Evolved Packet System). For EPS, PDN-Connection term is
used instead of PDP-Context. Other non-3GPP accesses [TS.23402] are out of scope of this document.

This profile is a superset of that of the IPv6 profile for 3GPP Cellular Hosts [RFC7066], which is in turn a superset of IPv6 Node Requirements [RFC6434]. It targets cellular nodes, including GPRS and EPC (Evolved Packet Core), that require features to ensure IPv4 service delivery over an IPv6-only transport in addition to the base IPv6 service. Moreover, this profile also covers cellular CE routers that are used in various mobile broadband deployments. Recommendations inspired from real deployment experiences (e.g., roaming) are included in this profile. Also, this profile sketches recommendations for the sake of deterministic behaviors of cellular devices when the same configuration information is received over several channels.

For conflicting recommendations in [RFC7066] and [RFC6434] (e.g., Neighbor Discovery Protocol), this profile adheres to [RFC7066]. Indeed, the support of Neighbor Discovery Protocol is mandatory in 3GPP cellular environment as it is the only way to convey IPv6 prefix towards the 3GPP cellular device. In particular, MTU (Maximum Transmission Unit) communication via Router Advertisement must be supported since many 3GPP networks do not have a standard MTU setting.

This profile uses a stronger language for the support of Prefix Delegation compared to [RFC7066]. The main motivation is that cellular networks are more and more perceived as an alternative to fixed networks for home IP-based services delivery; especially with the advent of smartphones and 3GPP data dongles. There is a need for an efficient mechanism to assign larger prefixes to cellular hosts so that each LAN segment can get its own /64 prefix and multi-link subnet issues to be avoided. The support of this functionality in both cellular and fixed networks is key for fixed-mobile convergence.

The use of address family dependent Application Programming Interfaces (APIs) or hard-coded IPv4 address literals may lead to broken applications when IPv6 connectivity is in use. As such, means to minimize broken applications when the cellular host is attached to an IPv6-only network should be encouraged. Particularly, (1) name resolution libraries (e.g., [RFC3596]) must support both IPv4 and IPv6; (2) applications must be independent of the underlying IP address family; (3) and applications relying upon Uniform Resource Identifiers (URIs) must follow [RFC3986] and its updates. Note, some IETF specifications (e.g., SIP [RFC3261]) contains broken IPv6 Augmented Backus-Naur Form (ABNF) and rules to compare URIs with embedded IPv6 addresses; fixes (e.g., [RFC5954]) must be used instead.
The recommendations included in each section are listed in a priority order.

This document is not a standard, and conformance with it is not required in order to claim conformance with IETF standards for IPv6. Compliance with this profile does not require the support of all enclosed items. Obviously, the support of the full set of features may not be required in some deployment contexts. However, the authors believe that not supporting relevant features included in this profile (e.g., Customer Side Translator (CLAT, [RFC6877])) may lead to a degraded level of service.

2. Connectivity Recommendations

This section identifies the main connectivity recommendations to be followed by a cellular host to attach to a network using IPv6 in addition to what is defined in [RFC6434] and [RFC7066]. Both dual-stack and IPv6-only deployment models are considered. IPv4 service continuity features are listed in this section because these are critical for Operators with an IPv6-only deployment model. These recommendations apply also for cellular devices (see Section 3).

C_REC#1: In order to allow each operator to select their own strategy regarding IPv6 introduction, the cellular host must support both IPv6 and IPv4v6 PDP-Contexts [TS.23060]. IPv4, IPv6 or IPv4v6 PDP-Context request acceptance depends on the cellular network configuration.

C_REC#2: The cellular host must comply with the behavior defined in [TS.23060] [TS.23401] [TS.24008] for requesting a PDP-Context type.

In particular, the cellular host must request by default an IPv6 PDP-Context if the cellular host is IPv6-only and request an IPv4v6 PDP-Context if the cellular host is dual-stack or when the cellular host is not aware of connectivity types requested by devices connected to it (e.g., cellular host with LAN capabilities as discussed in Section 3):

* If the requested IPv4v6 PDP-Context is not supported by the network, but IPv4 and IPv6 PDP types are allowed, then the cellular host will be configured with an IPv4 address or an IPv6 prefix by the network. It must initiate another PDP-Context activation of the other address family in addition to the one already activated for a given APN (Access Point Name). The purpose of
initiating a second PDP-Context is to achieve dual-stack connectivity by means of two PDP-Contexts.

* If the subscription data or network configuration allows only one IP address family (IPv4 or IPv6), the cellular host must not request a second PDP-Context to the same APN for the other IP address family.

The network informs the cellular host about allowed PDP types by means of Session Management (SM) cause codes. In particular, the following cause codes can be returned:

* cause #50 "PDP type IPv4 only allowed". This cause code is used by the network to indicate that only PDP type IPv4 is allowed for the requested PDN connectivity.

* cause #51 "PDP type IPv6 only allowed". This cause code is used by the network to indicate that only PDP type IPv6 is allowed for the requested PDN connectivity.

* cause #52 "single address bearers only allowed". This cause code is used by the network to indicate that the requested PDN connectivity is accepted with the restriction that only single IP version bearers are allowed.

The text above focuses on the specification (excerpt from [TS.23060] [TS.23401] [TS.24008]) which explains the behavior for requesting IPv6-related PDP-Context(s).

C_REC#3: The cellular host must support the PCO (Protocol Configuration Options) [TS.24008] to retrieve the IPv6 address(es) of the Recursive DNS server(s).

The 3GPP network communicates parameters by means of the protocol configuration options information element when activating, modifying or deactivating a PDP-Context. PCO is a convenient method to inform the cellular host about various services, including DNS server information. It does not require additional protocol to be supported by the cellular host and it is already deployed in IPv4 cellular networks to convey such DNS information.

C_REC#4: The cellular host must support IPv6 aware Traffic Flow Templates (TFT) [TS.24008].
Traffic Flow Templates are employing a packet filter to couple an IP traffic with a PDP-Context. Thus a dedicated PDP-Context and radio resources can be provided by the cellular network for certain IP traffic.

C_REC#5: If the cellular host receives the DNS information in several channels for the same interface, the following preference order must be followed:

1. PCO
2. RA
3. DHCPv6

The purpose of this recommendation is to guarantee for a deterministic behavior to be followed by all cellular hosts when the DNS information is received in various channels.

C_REC#6: Because of potential operational deficiencies to be experienced in some roaming situations, the cellular host must be able to be configured with a home PDP-Context type(s) and a roaming PDP-Context type(s). The purpose of the roaming profile is to limit the PDP type(s) requested by the cellular host when out of the home network. Note that distinct PDP type(s) and APN(s) can be configured for home and roaming cases.

A detailed analysis of roaming failure cases is included in [RFC7445].

The configuration can be either local to the device or be managed dynamically using, for example, Open Mobile Alliance (OMA) management. The support of dynamic means is encouraged.

C_REC#7: In order to ensure IPv4 service continuity in an IPv6-only deployment context, the cellular host should support a method to learn PREFIX64(s).

In the context of NAT64, IPv6-enabled applications relying on address referrals will fail because an IPv6-only client will not be able to make use of an IPv4 address received in a referral. This feature allows to solve the referral problem (because an IPv6-enabled application can construct IPv4-embedded IPv6 addresses [RFC6052]) and, also, to distinguish between IPv4-converted IPv6 addresses and native IPv6 addresses.
In other words, this feature contributes to offload both CLAT module and NAT64 devices. Refer to Section 3 of [RFC7051] for an inventory of the issues related to the discovery of PREFIX64(s).

In PCP-based environments, cellular hosts should follow [RFC7225] to learn the IPv6 Prefix used by an upstream PCP-controlled NAT64 device. If PCP is not enabled, the cellular host should implement the method specified in [RFC7050] to retrieve the PREFIX64.

C_REC#8: In order to ensure IPv4 service continuity in an IPv6-only deployment context, the cellular host should implement the Customer Side Translator (CLAT, [RFC6877]) function in compliance with [RFC6052][RFC6145][RFC6146].

CLAT function in the cellular host allows for IPv4-only application and IPv4-referals to work on an IPv6-only connectivity. The more applications are address family independent, the less CLAT function is solicited. CLAT function requires a NAT64 capability [RFC6146] in the network.

The cellular host should only invoke the CLAT in the absence of the IPv4 connectivity on the cellular side, i.e., when the network does not assign an IPv4 address on the cellular interface. Note, NAT64 assumes an IPv6-only mode [RFC6146].

The IPv4 Service Continuity Prefix used by CLAT is defined in [RFC7335].

CLAT and/or NAT64 do not interfere with native IPv6 communications.

CLAT may not be required in some contexts, e.g., if other solutions such as Bump-in-the-Host (BIH, [RFC6535]) are supported.

The cellular device can act as a CE router connecting various IP hosts on a LAN segment; it is also the case with the use of WLAN (Wireless LAN) tethering or WLAN hotspot from the cellular device. Some of these IP hosts can be dual-stack, others are IPv6-only or IPv4-only. IPv6-only connectivity on the cellular device does not allow IPv4-only sessions to be established for hosts connected on the LAN segment of the cellular device. IPv4 session establishment
initiated from hosts located on LAN segment side and destined for IPv4 nodes must be maintained. A solution is to integrate the CLAT function to the LAN segment in the cellular device.

C_REC#9: The cellular host may be able to be configured to limit PDP type(s) for a given APN. The default mode is to allow all supported PDP types. Note, C_REC#2 discusses the default behavior for requesting PDP-Context type(s).

This feature is useful to drive the behavior of the UE to be aligned with: (1) service-specific constraints such as the use of IPv6-only for VoLTE (Voice over LTE), (2) network conditions with regards to the support of specific PDP types (e.g., IPv4v6 PDP-Context is not supported), (3) IPv4 sunset objectives, (4) subscription data, etc.

Note, a cellular host changing its connection between an IPv6-specific APN and an IPv4-specific APN will interrupt related network connections. This may be considered as a brokenness situation by some applications.

The configuration can be either local to the device or be managed dynamically using, for example, Open Mobile Alliance (OMA) management. The support of dynamic means is encouraged.

3. Recommendations for Cellular Devices with LAN Capabilities

This section focuses on cellular devices (e.g., CE router, smartphones or dongles with tethering features) which provide IP connectivity to other devices connected to them. In such case, all connected devices are sharing the same 2G, 3G or LTE connection. In addition to the generic recommendations listed in Section 2, these cellular devices have to meet the recommendations listed below.

L_REC#1: For deployments requiring to share the same /64 prefix, the cellular device should support [RFC7278] to enable sharing a /64 prefix between the 3GPP interface towards the GGSN/PGW (WAN interface) and the LAN interfaces.

Prefix Delegation (refer to L_REC#2) is the target solution for distributing prefixes in the LAN side but, because the device may attach to earlier 3GPP release networks, a mean to share a /64 prefix is also recommended [RFC7278].
[RFC7278] must be invoked only if Prefix Delegation is not in use.

L_REC#2: The cellular device must support Prefix Delegation capabilities [RFC3633] and must support Prefix Exclude Option for DHCPv6-based Prefix Delegation as defined in [RFC6603]. Particularly, it must behave as a Requesting Router.

Cellular networks are more and more perceived as an alternative to fixed broadband networks for home IP-based services delivery; especially with the advent of smartphones and 3GPP data dongles. There is a need for an efficient mechanism to assign larger prefixes (other than /64s) to cellular hosts so that each LAN segment can get its own /64 prefix and multi-link subnet issues to be avoided.

In case a prefix is delegated to a cellular host using DHCPv6, the cellular device will be configured with two prefixes:

(1) one for 3GPP link allocated using stateless address autoconfiguration (SLAAC) mechanism and

(2) another one delegated for LANs acquired during Prefix Delegation operation.

Note that the 3GPP network architecture requires both the WAN (Wide Area Network) and the delegated prefix to be aggregatable, so the subscriber can be identified using a single prefix.

Without the Prefix Exclude Option, the delegating router (GGSN/PGW) will have to ensure [RFC3633] compliancy (e.g., halving the delegated prefix and assigning the WAN prefix out of the 1st half and the prefix to be delegated to the terminal from the 2nd half).

Because Prefix Delegation capabilities may not be available in some attached networks, L_REC#1 is strongly recommended to accommodate early deployments.

L_REC#3: The cellular CE router must be compliant with the requirements specified in [RFC7084].

There are several deployments, particularly in emerging countries, that relies on mobile networks to provide...
broadband services (e.g., customers are provided with mobile CE routers).

Note, this profile does not require IPv4 service continuity techniques listed in Section 4.4 of [RFC7084] because those are specific to fixed networks. IPv4 service continuity techniques specific to the mobile networks are included in this profile.

This recommendation does not apply to handsets with tethering capabilities; it is specific to cellular CE routers in order to ensure the same IPv6 functional parity for both fixed and cellular CE routers. Note, modern CE routers are designed with advanced functions such as link aggregation that consists in optimizing the network usage by aggregating the connectivity resources offered via various interfaces (e.g., Digital Subscriber Line (DSL), LTE, WLAN, etc.) or offloading the traffic via a subset of interfaces. Ensuring IPv6 features parity among these interface types is important for the sake of specification efficiency, service design simplification and validation effort optimization.

L_REC#4: If a RA MTU is advertised from the 3GPP network, the cellular device should send RAs to the downstream attached LAN devices with the same MTU as seen on the mobile interface.

Receiving and relaying RA MTU values facilitates a more harmonious functioning of the mobile core network where end nodes transmit packets that do not exceed the MTU size of the mobile network’s GTP (GPRS Tunnelling Protocol) tunnels.

[TS.23060] indicates providing a link MTU value of 1358 octets to the 3GPP cellular device will prevent the IP layer fragmentation within the transport network between the cellular device and the GGSN/PGW. More details about link MTU considerations can be found in Annex C of [TS.23060].

4. Advanced Recommendations

This section identifies a set of advanced recommendations to fulfill requirements of critical services such as VoLTE. These recommendations apply for mobile hosts, including mobile devices.
A_REC#1: The cellular host must support ROHC RTP Profile (0x0001) and ROHC UDP Profile (0x0002) for IPv6 ([RFC5795]). Other ROHC profiles may be supported.

Bandwidth in cellular networks must be optimized as much as possible. ROHC provides a solution to reduce bandwidth consumption and to reduce the impact of having bigger packet headers in IPv6 compared to IPv4.

"RTP/UDP/IP" ROHC profile (0x0001) to compress RTP packets and "UDP/IP" ROHC profile (0x0002) to compress RTCP packets are required for Voice over LTE (VoLTE) by IR.92.4.0 section 4.1 [IR92]. Note, [IR92] indicates that the host must be able to apply the compression to packets that are carried over the voice media dedicated radio bearer.

A_REC#2: The cellular host should support PCP [RFC6887].

The support of PCP is seen as a driver to save battery consumption exacerbated by keepalive messages. PCP also gives the possibility of enabling incoming connections to the cellular device. Indeed, because several stateful devices may be deployed in wireless networks (e.g., NAT64 and/or IPv6 Firewalls), PCP can be used by the cellular host to control network-based NAT64 and IPv6 Firewall functions which will reduce per-application signaling and save battery consumption.

According to [Power], the consumption of a cellular device with a keep-alive interval equal to 20 seconds (that is the default value in [RFC3948] for example) is 29 mA (2G)/34 mA (3G). This consumption is reduced to 16 mA (2G)/24 mA (3G) when the interval is increased to 40 seconds, to 9.1 mA (2G)/16 mA (3G) if the interval is equal to 150 seconds, and to 7.3 mA (2G)/14 mA (3G) if the interval is equal to 180 seconds. When no keep-alive is issued, the consumption would be 5.2 mA (2G)/6.1 mA (3G). The impact of keepalive messages would be more severe if multiple applications are issuing those messages (e.g., SIP, IPsec, etc.).

PCP allows to avoid embedding ALGs (Application Level Gateways) at the network side (e.g., NAT64) to manage protocols which convey IP addresses and/or port numbers (see Section 2.2 of [RFC6889]). Avoiding soliciting ALGs allows for more easiness to make evolve a service independently of the underlying transport network.
A_REC#3: In order for host-based validation of DNS Security Extensions (DNSSEC) to continue to function in an IPv6-only connectivity with NAT64 deployment context, the cellular host should embed a DNS64 function ([RFC6147]).

This is called "DNS64 in stub-resolver mode" in [RFC6147].

As discussed in Section 5.5 of [RFC6147], a security-aware and validating host has to perform the DNS64 function locally.

Because synthetic AAAA records cannot be successfully validated in a host, learning the PREFIX64 used to construct IPv4-converted IPv6 addresses allows the use of DNSSEC ([RFC4033] [RFC4034], [RFC4035]). Means to configure or discover a PREFIX64 are required on the cellular device as discussed in C_REC#7.

[RFC7051] discusses why a security-aware and validating host has to perform the DNS64 function locally and why it has to be able to learn the proper PREFIX64(s).

A_REC#4: When the cellular host is dual-stack connected (i.e., configured with an IPv4 address and IPv6 prefix), it should support means to prefer native IPv6 connection over connection established through translation devices (e.g., NAT44 and NAT64).

When both IPv4 and IPv6 DNS servers are configured, a dual-stack host must contact first its IPv6 DNS server. This preference allows to offload IPv4-only DNS servers.

Cellular hosts should follow the procedure specified in [RFC6724] for source address selection.

5. Security Considerations

The security considerations identified in [RFC7066] and [RFC6459] are to be taken into account.

In the case of cellular CE routers, compliance with L_REC#3 entails compliance with [RFC7084], which in turn recommends compliance with Recommended Simple Security Capabilities in Customer Premises Equipment (CPE) for Providing Residential IPv6 Internet Service ([RFC6092]). Therefore, the security considerations in Section 6 of [RFC6092] are relevant. In particular, it bears repeating here that the true impact of stateful filtering may be a reduction in security,
and that IETF make no statement, expressed or implied, as to whether using the capabilities described in any of these documents ultimately improves security for any individual users or for the Internet community as a whole.

The cellular host must be able to generate IPv6 addresses which preserve privacy. The activation of privacy extension (e.g., using [RFC7217]) makes it more difficult to track a host over time when compared to using a permanent Interface Identifier. Tracking a host is still possible based on the first 64 bits of the IPv6 address. Means to prevent against such tracking issues may be enabled in the network side. Note, privacy extensions are required by regulatory bodies in some countries.

Host-based validation of DNSSEC is discussed in A_REC#3 (see Section 4).

6. IANA Considerations

This document does not require any action from IANA.
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Abstract

This document summarizes NAT64 function deployment scenarios and operational experience. Both NAT64 Carrier Grade NAT (NAT64-CGN) and NAT64 server Front End (NAT64-FE) are considered in this document.
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1. Introduction

IPv6 is the only sustainable solution for numbering nodes on Internet due to the IPv4 depletion. Network operators have to deploy IPv6-only networks in order to meet the needs of the expanding internet without available IPv4 addresses.

Single-stack IPv6 network deployment can simplify networks provisioning, some justification was provided in 464xlat [RFC6877]. IPv6-only connectivity confers some benefits to mobile operators as an example. In the mobile context, IPv6-only usage enables the use of a single IPv6 Packet Data Protocol(PDP) context or Evolved Packet System (EPS) bearer on Long Term Evolution (LTE) networks. This
eliminates significant network costs caused by employing two PDP contexts in some cases, and the need for IPv4 addresses to be assigned to customers. In broadband networks overall, it can allow for the scaling of edge-network growth to be decoupled from IPv4 numbering limitations.

In transition scenarios, some existing networks are likely to be IPv4-only for quite a long time. IPv6 networks and hosts IPv6-only hosts will need to coexist with IPv4 numbered resources. Widespread dual-stack deployments have not materialized at the anticipated rate over the last 10 years, one possible conclusion being that legacy networks will not make the jump quickly. The Internet will include nodes that are dual-stack, nodes that remain IPv4-only, and nodes that can be deployed as IPv6-only nodes. A translation mechanism based on a NAT64[RFC6146] [RFC6145] function is likely to be a key element of Internet connectivity for IPv6-IPv4 interoperability.

[RFC6036] reports at least 30% of operators plan to run some kind of translator (presumably NAT64/DNS64). Advice on NAT64 deployment and operations are therefore of some importance. [RFC6586] documents the implications for IPv6 only networks. This document intends to be specific to NAT64 network planning.

2. Terminology

Regarding IPv4/IPv6 translation, [RFC6144] has described a framework for enabling networks to make interworking possible between IPv4 and IPv6 networks. This document has further categorized different NAT64 functions, locations and use-cases. The principle distinction of location is whether the NAT64 is located in a Carrier Grade NAT or server Front End. The terms of NAT-CGN/FE are understood to be a topological distinction indicating different features employed in a NAT64 deployment.

NAT64 Carrier Grade NAT (NAT64-CGN): A NAT64-CGN is placed in an ISP network. IPv6 enabled subscribers leverage the NAT64-CGN to access existing IPv4 internet services. The ISP as an administrative entity takes full control of the IPv6 side, but has limited or no control on the IPv4 internet side. NAT64-CGN deployments may have to consider the IPv4 Internet environment and services, and make appropriate configuration choices accordingly.

NAT64 server Front End (NAT64-FE): A NAT64-FE is generally a device with NAT64 functionality in a content provider or data center network. It could be for example a traffic load balancer or a firewall. The operator of the NAT64-FE has full control over the IPv4 network within the data center, but only limited influence or control over the external Internet IPv6 network.
3. NAT64 Networking Experience

3.1. NAT64-CGN Consideration

3.1.1. NAT64-CGN Usages

Fixed network operators and mobile operators may locate NAT64 translators in access networks or in mobile core networks. It can be built into various devices, including routers, gateways or firewalls in order to connect IPv6 users to the IPv4 Internet. With regard to the numbers of users and the shortage of public IPv4 addresses, stateful NAT64 [RFC6146] is more suited to maximize sharing of public IPv4 addresses. The usage of stateless NAT64 can provide better transparency features [I-D.ietf-softwire-stateless-4v6-motivation], but has to be coordinated with A+P [RFC6346] processes as specified in [I-D.ietf-softwire-map-t] in order to address an IPv4 address shortage.

3.1.2. DNS64 Deployment

DNS64 [RFC6147] is recommended for use in combination with stateful NAT64, and will likely be an essential part of an IPv6 single-stack network that couples to the IPv4 Internet. 464xlat [RFC6877] can enable access of IPv4 only applications or applications that call IPv4 literal addresses. Using DNS64 will help 464xlat to automatically discover NAT64 prefix through [RFC7050]. Berkeley Internet Name Daemon (BIND) software supports the function. It’s important to note that DNS64 generates the synthetic AAAA reply when services only provide A records. Operators should not expect to access IPv4 parts of a dual-stack server using NAT64/DNS64. The traffic is forwarded on IPv6 paths if dual-stack servers are targeted. IPv6 traffic may be routed around rather than going through NAT64. Only the traffic going to IPv4-only service would traverse the NAT64 translator. In some sense, it encourages IPv6 usage and limits NAT translation compared to employing NAT44, where all traffic flows have to be translated. In some cases, NAT64-CGNs may serve double roles, i.e. as a translator and IPv6 forwarder. In mobile networks, NAT64 may be deployed as the default gateway serving all the IPv6 traffic. The traffic heading to a dual-stack server is only forwarded on the NAT64. Therefore, both IPv6 and IPv4 are suggested to be configured on the Internet faced interfaces of NAT64. We tested on Top100 websites (referring to [Alexa] statistics). 43% of websites are connected and forwarded on the NAT64 since those websites have both AAAA and A records. With expansion of IPv6 support, the translation process on NAT64 will likely become less-important over time. It should be noted the DNS64-DNSSEC Interaction [RFC6147] may impact validation of Resource Records retrieved from the the DNS64 process. In particular, DNSSEC
validation will fail when DNS64 synthesizes AAAA records where there is a DNS query with the "DNSSEC OK" (DO) bit set and the "Checking Disabled" (CD) bit set received.

3.1.3. NAT64 Placement

All connections to IPv4 services from IPv6-only clients must traverse the NAT64-CGN. It can be advantageous from the vantage-point of troubleshooting and traffic engineering to carry the IPv6 traffic natively for as long as possible within an access network and translate packets only at or near the network egress. NAT64 may be a feature of the Autonomous System (AS) border in fixed networks. It may be deployed in an IP node beyond the Gateway GPRS Support Node (GGSN) or Public Data Network- Gateway (PDN-GW) in mobile networks or directly as part of the gateway itself in some situations. This allows consistent attribution and traceability within the service provider network. It has been observed that the process of correlating log information is problematic from multiple-vendor’s equipment due to inconsistent formats of log records. Placing NAT64 in a centralized location may reduce diversity of log format and simplify the network provisioning. Moreover, since NAT64 is only targeted at serving traffic flows from IPv6 to IPv4-only services, the user traffic volume should not be as high as in a NAT44 scenario, and therefore, the gateway’s capacity in such location may be less of a concern or a hurdle to deployment. On the other-hand, placement in a centralized fashion would require more strict high availability (HA) design. It would also make geo-location based on IPv4 addresses rather inaccurate as is currently the case for NAT44 CGN already deployed in ISP networks. More considerations or workarounds on HA and traceability could be found at Section 4 and Section 5.

3.1.4. Co-existence of NAT64 and NAT44

NAT64 will likely co-exist with NAT44 in a dual-stack network where IPv4 private addresses are allocated to customers. The coexistence has already been observed in mobile networks, in which dual stack mobile phones normally initiate some dual-stack PDN/PDP Type[RFC6459] to query both IPv4/IPv6 address and IPv4 allocated addresses are very often private ones. [RFC6724] always prioritizes IPv6 connections regardless of whether the end-to-end path is native IPv6 or IPv6 translated to IPv4 via NAT64/DNS64. Conversely, Happy Eyeballs[RFC6555] will direct some IP flows across IPv4 paths. The selection of IPv4/IPv6 paths may depend on particular implementation choices or settings on a host-by-host basis, and may differ from an operator’s deterministic scheme. Our tests verified that hosts may find themselves switching between IPv4 and IPv6 paths as they access identical service, but at different times [I-D.kaliwoda-sunset4-dual-ipv6-coexist]. Since the topology on each
path is potentially different, it may cause unstable user experience and some degradation of Quality of Experience (QoE) when falling back to the other protocol. It’s also difficult for operators to find a solution to make a stable network with optimal resource utilization. In general, it’s desirable to figure out the solution that will introduce IPv6/IPv4 translation service to IPv6-only hosts connecting to IPv4 servers while making sure dual-stack hosts to have at least one address family accessible via native service if possible. With the end-to-end native IPv6 environment available, hosts should be upgraded aggressively to migrate in favor of IPv6-only. There are ongoing efforts to detect host connectivity and propose a new DHCPv6 option [I-D.wing-dhc-dns-reconfigure] to convey appropriate configuration information to the hosts.

3.2. NAT64-FE Consideration

Some Internet Content Providers (ICPs) may locate NAT64 in front of an Internet Data Center (IDC), for example co-located with a load-balancing function. Load-balancers are employed to connect different IP family domains, and distribute workloads across multiple domains or internal servers. In some cases, IPv4 addresses exhaustion may not be a problem in some IDC’s internal networks. IPv6 support for some applications may require some investments and workloads so IPv6 support may not be a priority. The use of NAT64 may be served to support widespread IPv6 adoption on the Internet while maintaining IPv4-only applications access.

Different strategy has been described in [RFC6883] referred to as "inside out" and "outside in". An IDC operator may implement the following practices in the NAT64-FE networking scenario.

- Some ICPs who already have satisfactory operational experience might adopt single stack IPv6 operation in building data-center networks, servers and applications, as it allows new services delivery without having to integrate consideration of IPv4 NAT and address limitations of IPv4 networks. Stateless NAT64 [RFC6145] can used to provide services for IPv4-only enabled customers. [I-D.anderson-siit-dc] has provided further descriptions and guidelines.

- ICPs who attempt to offer customers IPv6 support in their application farms at an early stage may likely run proxies load-balancers or translators, which are configured to handle incoming IPv6 flows and proxy them to IPv4 back-end systems. Many load balancers integrate proxy functionality. IPv4 addresses configured in the proxy may be multiplexed like a stateful NAT64 translator. A similar challenge exists once increasingly numerous users in IPv6 Internet access an IPv4 network. High loads on
load-balancers may be apt to cause additional latency, IPv4 pool
exhaustion, etc. Therefore, this approach is only reasonable at
an early stage. ICPs may employ dual-stack or IPv6 single stack
in a further stage, since the native IPv6 is frequently more
desirable than any of the transition solutions.

[ RFC6144 ] recommends that AAAA records of load-balancers or
application servers can be directly registered in the authoritative
DNS servers. In this case, there is no need to deploy DNS64 name-
servers. Those AAAA records can point to natively assigned IPv6
addresses or IPv4-converted IPv6 addresses [ RFC6052 ]. Hosts are not
aware of the NAT64 translator on communication path. For the testing
purpose, operators could employ an independent sub domain e.g.
ipv6exp.example.com to identify experimental ipv6 services to users.
How to design the FQDN for the IPv6 service is out-of-scope of this
document.

4. High Availability

4.1. Redundancy Design

High Availability (HA) is a major requirement for every service and
network services. The deployment of redundancy mechanisms is an
essential approach to avoid failure and significantly increase the
network reliability. It’s not only useful to stateful NAT64 cases,
but also to stateless NAT64 gateways.

Three redundancy modes are mainly used: cold standby, warm standby
and hot standby.

- Cold standby HA devices do not replicate the NAT64 states from the
  primary equipment to the backup. Administrators switch on the
  backup NAT64 only if the primary NAT64 fails. As a result, all
  existing established sessions through a failed translator will be
disconnected. The translated flows will need to be recreated by
end-systems. Since the backup NAT64 is manually configured to
switch over to active NAT64, it may have unpredictable impacts to
the ongoing services.

- Warm standby is a flavor of the cold standby mode. Backup NAT64
  would keep running once the primary NAT64 is working. This makes
  warm standby less time consuming during the traffic failover.
  Virtual Router Redundancy Protocol (VRRP) [ RFC5798 ] can be a
  solution to enable automatic handover in the warm standby. It was
tested that the handover takes as maximum as 1 minute if the
backup NAT64 needs to take over routing and re-construct the
Binding Information Bases (BIBs) for 30 million sessions. In
deployment phase, operators could balance loads on distinct NAT64s devices. Those NAT64s make a warm backup of each other.

- Hot standby must synchronize the BIBs between the primary NAT64 and backup. When the primary NAT64 fails, backup NAT64 would take over and maintain the state of all existing sessions. The internal hosts don’t have to re-connect the external hosts. The handover time has been extremely reduced. Employing Bidirectional Forwarding Detection (BFD) [RFC5880] combined with VRRP, a delay of only 35ms for 30 million sessions handover was observed during testing. Under ideal conditions hotstandby deployments could guarantee the session continuity for every service. In order to timely transmit session states, operators may have to deploy extra transport links between primary NAT64 and distant backup. The scale of synchronization data instance is depending on the particular deployment. For example, If a NAT64-CGN is served for 200,000 users, the average amount of 800,000 sessions per second is roughly estimated for new created and expired sessions. A physical 10Gbps transport link may have to be deployed for the sync data transmission considering the amount of sync sessions at the peak and capacity redundancy.

In general, cold-standby and warm-standby is simpler and less resource intensive, but it requires clients to re-establish sessions when a fail-over occurs. Hot standby increases resource consumption in order to synchronize state, but potentially achieves seamless handover. For stateless NAT64 considerations are simple, because state synchronization is unnecessary. Regarding stateful NAT64, it may be useful to investigate performance tolerance of applications and the traffic characteristics in a particular network. Some testing results are shown in the Appendix A.

Our statistics in a mobile network shown that almost 91.21% of traffic is accounted by http/https services. These services generally don’t require session continuity. Hot-standby does not offer much benefit for those sessions on this point. In fixed networks, HTTP streaming, p2p and online games would be the major traffic beneficiaries of hot-standby replication[Cisco-VNI]. Consideration should be given to the importance of maintaining bindings for those sessions across failover. Operators may also consider the Average Revenue Per User (ARPU) factors to deploy suitable redundancy mode. Warm standby may still be adopted to cover most services while hot standby could be used to upgrade Quality of Experience (QoE) using DNS64 to generate different synthetic responses for limited traffic or destinations. Further considerations are discussed at Section 6.
4.2. Load Balancing

Load balancing is used to accompany redundancy design so that better scalability and resiliency could be achieved. Stateless NAT64s allow asymmetric routing while anycast-based solutions are recommended in [I-D.ietf-softwire-map-deployment]. The deployment of load balancing may make more sense to stateful NAT64s for the sake of single-point failure avoidance. Since the NAT64-CGN and NAT64-FE have distinct facilities, the following lists the considerations for each case.

- **NAT64-CGN** equipment doesn’t typically implement load-balancing functions onboard. Therefore, the gateways have to resort to DNS64 or internal host’s behavior. Once DNS64 is deployed, the load balancing can be performed by synthesizing AAAA response with different IPv6 prefixes. For the applications not requiring DNS resolver, internal hosts could learn multiple IPv6 prefixes through the approaches defined in [RFC7050] and then select one based on a given prefix selection policy.

- A dedicated Load Balancer could be deployed at front of a NAT64-FE farm. Load Balancer uses proxy mode to redirect the flows to the appropriate NAT64 instance. Stateful NAT64s require a deterministic pattern to arrange the traffic in order to ensure outbound/inbound flows traverse the identical NAT64. Therefore, static scheduling algorithms, for example source-address based policy, is preferred. A dynamic algorithm, for example Round-Robin, may have impacts on applications seeking session continuity, which described in the Table 1.

5. Source Address Transparency

5.1. Traceability

Traceability is required in many cases such as identifying malicious attacks sources and accounting requirements. Operators are asked to record the NAT64 log information for specific periods of time. In our lab testing, the log information from 200,000 subscribers have been collected from a stateful NAT64 gateway for 60 days. Syslog [RFC5424] has been adopted to transmit log message from NAT64 to a log station. Each log message contains transport protocol, source IPv6 address:port, translated IPv4 address: port and timestamp. It takes almost 125 bytes in ASCII format. It has been verified that the rate of traffic flow is around 72 thousand flows per second and the volume of recorded information reaches up to 42.5 terabytes in the raw format. The volume is 29.07 terabytes in a compact format. At scale, operators have to build up dedicated transport links, storage system and servers for the purpose of managing such logging.
There are also several improvements that can be made to mitigate the issue. For example, stateful NAT64 could configure with bulk port allocation method. Once a subscriber creates the first session, a number of ports are pre-allocated. A bulk allocation message is logged indicating this allocation. Subsequent session creations will use one of the pre-allocated port and hence does not require logging. The log volume in this case may be only one thousandth of dynamic port allocation. Some implementations may adopt static port-range allocations [I-D.donley-behave-deterministic-cgn] which eliminates the need for per-subscriber logging. As a side effect, the IPv4 multiplexing efficiency is decreased regarding to those methods. For example, the utilization ratio of public IPv4 address is dropped approximately to 75% when NAT64 gateway is configured with bulk port allocation. In addition, port-range based allocation should also consider port randomization described in [RFC6056]. A trade-off among address multiplexing efficiency, logging storage compression and port allocation complexity should be considered. More discussions could be found in [I-D.chen-sunset4-cgn-port-allocation]. The decision can balance usable IPv4 resources against investments in log systems.

5.2. Geo-location

IP addresses are usually used as inputs to geo-location services. The use of address sharing prevents these systems from resolving the location of a host based on IP address alone. Applications that assume such geographic information may not work as intended. The possible solutions listed in [RFC6967] are intended to bridge the gap. However, those solutions can only provide a sub-optimal substitution to solve the problem of host identification, in particular it may not today solve problems with source identification through translation. The following lists current practices to mitigate the issue.

- Operators who adopt NAT64-FE may leverage the application layer proxies, e.g. X-Forwarded-For (XFF) [I-D.ietf-appsawg-http-forwarded], to convey the IPv6 source address in HTTP headers. Those messages would be passed on to web-servers. The log parsing tools are required to be able to support IPv6 and may lookup Radius servers for the target subscribers based on IPv6 addresses included in XFF HTTP headers. XFF is the de facto standard which has been integrated in most Load Balancers. Therefore, it may be superior to use in a NAT-FE environment. In the downsides, XFF is specific to HTTP. It restricts the usages so that the solution can't be applied to requests made over HTTPs. This makes geo-location problematic for HTTPs based services.
The NAT64-CGN equipment may not implement XFF. Geo-location based on shared IPv4 address is rather inaccurate in that case. Operators could subdivide the outside IPv4 address pool so an IPv6 address can be translated depending on their geographical locations. As consequence, location information can be identified from a certain IPv4 address range. [RFC6967] also enumerates several options to reveal the host identifier. Each solution likely has their own specific usage. For the geo-location systems relying on a Radius database [RFC5580], we have investigated to deliver NAT64 BIBs and Session Table Entries (STEs) to a Radius server [I-D.chen-behave-nat64-radius-extension]. This method could provide geo-location system with an internal IPv6 address to identify each user. It can get along with [RFC5580] to convey original source address through same message bus.

6. Quality of Experience

6.1. Service Reachability

NAT64 is providing a translation capability between IPv6 and IPv4 end-nodes. In order to provide the reachability between two IP address families, NAT64-CGN has to implement appropriate application aware functions, i.e. Application Layer Gateway (ALG), where address translation is not itself sufficient and security mechanisms do not render it infeasible. Most NAT64-CGNs mainly provide FTP-ALG [RFC6384]. NAT64-FEs may have functional richness on Load Balancer, for example HTTP-ALG, HTTPs-ALG, RTSP-ALG and SMTP-ALG have been supported. Those application protocols exchange IP address and port parameters within control session, for example the "Via" filed in a HTTP header, "Transport" field in a RTSP SETUP message and "Received: " header in a SMTP message. ALG functions will detect those fields and make IP address translations. It should be noted that ALGs may impact the performance on a NAT64 box to some extent. ISPs as well as content providers might choose to avoid situations where the imposition of an ALG might be required. At the same time, it is also important to remind customers and application developers that IPv6 end-to-end usage does not require ALG imposition and therefore results in a better overall user experience.

The service reachability is also subject to the IPv6 support in the client side. We tested several kinds of applications as shown in the below table to verify the IPv6 supports. The experiences of some applications are still align with [RFC6586]. For example, we have tested P2P file sharing and streaming applications including eMule v0.50a, Thunder v7.9 and PPS TV v3.2.0. It has been found there are some software issues to support IPv6 at this time. The application software would benefit from 464xlat [RFC6877] until the software adds IPv6 support. A SIP based voice call has been tested in LTE mobile...
environment as specified in [IR.92]. The voice call is failed due to the lack of NAT64 traversal when an IPv6 SIP user agent communicates with an IPv4 SIP user agent. In order to address the failure, Interactive Connectivity Establishment (ICE) described in [RFC5245] is recommended to be supported for the SIP IPv6 transition. [RFC6157] describes both signaling and media layer process, which should be followed. In addition, it may be worth to notice that ICE is not only useful for NAT traversal, but also firewall [RFC6092] traversal in native IPv6 deployment.

Different IPsec modes for VPN services have been tested, including IPsec-AH and IPsec-ESP. It has been testified IPsec-AH can’t survive since the destination host detects the IP header changes and invalidate the packets. IPsec-ESP failed in our testing because the NAT64 does not translate IPsec ESP (i.e. protocol 50) packets. It has been suggested that IPsec ESP should succeed if the IPsec client supports NAT-Traversal in the IKE [RFC3947] and uses IPsec ESP over UDP [RFC3948].

<table>
<thead>
<tr>
<th>APPs</th>
<th>Results and Found Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Webservice</td>
<td>Mostly pass, some failure cases due to IPv4 Literals</td>
</tr>
<tr>
<td>Instant Message</td>
<td>Mostly fail, software can’t support IPv6</td>
</tr>
<tr>
<td>Games</td>
<td>Mostly pass for web-based games; mostly fail for standalone games due to the lack of IPv6 support in software</td>
</tr>
<tr>
<td>SIP-VoIP</td>
<td>Fail, due to the lack of NAT64 traversal</td>
</tr>
<tr>
<td>IPsec-VPN</td>
<td>Fail, the translated IPsec packets are invalidated</td>
</tr>
<tr>
<td>P2P file sharing and streaming</td>
<td>Mostly fail, software can’t support IPv6, e.g. eMule Thunder and PPS TV</td>
</tr>
<tr>
<td>FTP</td>
<td>Pass</td>
</tr>
<tr>
<td>Email</td>
<td>Pass</td>
</tr>
</tbody>
</table>

6.2. Resource Reservation

Session status normally is managed by a static timer. For example, the value of the "established connection idle-timeout" for TCP sessions must not be less than 2 hours 4 minutes [RFC5382] and 5
minutes for UDP sessions [RFC4787]. In some cases, NAT resource may be significantly consumed by largely inactive users. The NAT translator and other customers would suffer from service degradation due to port consumption by other subscribers using the same NAT64 device. A flexible NAT session control is desirable to resolve the issues. PCP [RFC6887] could be a candidate to provide such capability. A NAT64-CGN should integrate with a PCP server, to allocate available IPv4 address/port resources. Resources could be assigned to PCP clients through PCP MAP/PEER mode. Such ability can be considered to upgrade user experiences, for example assigning different sizes of port ranges for different subscribers. Those mechanisms are also helpful to minimize terminal battery consumption and reduce the number of keep-alive messages to be sent by mobile terminal devices.

Subscribers can also benefit from network reliability. It has been discussed that hot-standby offers satisfactory experience once outage of primary NAT64 is occurred. Operators may rightly be concerned about the considerable investment required for NAT64 equipment relative to low ARPU income. For example, transport links may cost much, because primary NAT64 and backup are normally located at different locations, separated by a relatively large distance. Additional cost has to be assumed to ensure the connectivity quality. However, that may be necessary to some applications, which are delay-sensitive and seek session continuity, for example on-line games and live-streaming. Operators may be able to get added-values from those services by offering first-class services. It can be pre-configured on the gateway to hot-standby modes depending on subscriber's profile. The rest of other sessions can be covered by cold/warm standby.

7. MTU Considerations

IPv6 requires that every link in the internet have an Maximum Transmission Unit (MTU) of 1280 octets or greater [RFC2460]. However, in case of NAT64 translation deployment, some IPv4 MTU constrained link will be used in some communication path and originating IPv6 nodes may therefore receive an ICMP Packet Too Big (PTB) message, reporting a Next-Hop MTU less than 1280 bytes. The result would be that IPv6 allows packets to contain a fragmentation header, without the packet being fragmented into multiple pieces. A NAT64 would receive IPv6 packets with fragmentation header in which "M" flag equal to 0 and "Fragment Offset" equal to 0. Those packets likely impact other fragments already queued with the same set of (IPv6 Source Address, IPv6 Destination Address, Fragment Identification). If the NAT64 box is compliant with [RFC5722], there is risk that all the fragments have to be dropped.
[RFC6946] discusses how this situation could be exploited by an attacker to perform fragmentation-based attacks, and also proposes an improved handling of such packets. It required enhancements on NAT64 gateway implementations to isolate packet’s processing. NAT64 should follow the recommendation and take steps to prevent the risks of fragmentation.

Another approach that potentially avoids this issue is to configure IPv4 MTU more than 1260 bytes. It would forbid the occurrence of PTB smaller than 1280 bytes. Such an operational consideration is hard to universally apply to the legacy "IPv4 Internet" NAT64-CGN bridged. However, it’s a feasible approach in NAT64-FE cases, since a IPv4 network NAT64-FE connected is rather well-organized and operated by a IDC operator or content provider. Therefore, the MTU of IPv4 network in NAT64-FE case are strongly recommended to set to more than 1260 bytes.

8. ULA Usages

Unique Local Addresses (ULAs) are defined in [RFC4193] to be renumbered within a network site for local communications. Operators may use ULAs as NAT64 prefixes to provide site-local IPv6 connectivity. Those ULA prefixes are stripped when the packets going to the IPv4 Internet, therefore ULAs are only valid in the IPv6 site. The use of ULAs could help in identifying the translation traffic.[I-D.ietf-v6ops-ula-usage-recommendations] provides further guidance for the ULAs usages.

We configure ULAs as NAT64 prefixes on a NAT64-CGN. If a host is only assigned with an IPv6 address and connected to NAT64-CGN, when connect to an IPv4 service, it would receive AAAA record generated by the DNS64 with the ULA prefix. A Global Unicast Address (GUA) will be selected as the source address to the ULA destination address. When the host has both IPv4 and IPv6 address, it would initiate both A and AAAA record lookup, then both original A record and DNS64-generated AAAA record would be received. A host, which is compliant with [RFC6724], will never prefer ULA over IPv4. An IPv4 path will be always selected. It may be undesirable because the NAT64-CGN will never be used. Operators may consider to add additional site-specific rows into the default policy table for host address selection in order to steer traffic flows going through NAT64-CGN. However, it involves significant costs to change terminal’s behavior. Therefore, operators are not suggested to configure ULAs on a NAT64-CGN.

ULAs can’t work when hosts transit the Internet to connect with NAT64. Therefore, ULAs are inapplicable to the case of NAT64-FE.
9. Security Considerations

This document presents the deployment experiences of NAT64 in CGN and FE scenarios. In general, RFC 6146 [RFC6146] provides TCP-tracking, address-dependent filtering mechanisms to protect NAT64 from Distributed Denial of Service (DDoS). In NAT64-CGN cases, operators also could adopt unicast Reverse Path Forwarding (uRPF) [RFC3704] and black/white-list to enhance the security by specifying access policies. For example, NAT64-CGN should forbid establish NAT64 BIB for incoming IPv6 packets if uRPF in Strict or Loose mode check does not pass or whose source IPv6 address is associated to black-lists.

The stateful NAT64-FE creates state and maps that connection to an internally-facing IPv4 address and port. An attacker can consume the resources of the NAT64-FE device by sending an excessive number of connection attempts. Without a DDoS limitation mechanism, the NAT64-FE is exposed to attacks. Load Balancer is recommended to enable the capabilities of line rate DDOS defense, such as the employment of SYN PROXY-COOKIE. Security domain division is necessary as well in this case. Therefore, Load Balancers could not only serve for optimization of traffic distribution, but also prevent service from quality deterioration due to security attacks.

The DNS64 process will potentially interfere with the DNSSEC functions [RFC4035], since DNS response is modified and DNSSEC intends to prevent such changes. More detailed discussions can be found in [RFC6147].

10. IANA Considerations

This memo includes no request to IANA.
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Appendix A. Testing Results of Application Behavior

We test several application behaviors in a lab environment to evaluate the impact when a primary NAT64 is out of service. In this testing, participants are asked to connect a IPv6-only WiFi network
using laptops, tablets or mobile phones. NAT64 is deployed as the gateway to connect Internet service. The tested applications are shown in the below table. Cold standby, warm standby and hot standby are taken turn to be tested. The participants may experience service interruption due to the NAT64 handover. Different interruption intervals are tested to gauge application behaviors. The results are illuminated as below.

Table 2: The acceptable delay of applications

<table>
<thead>
<tr>
<th>APPs</th>
<th>Acceptable Interrupt Recovery</th>
<th>Session Continuity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Browse</td>
<td>As maximum as 6s</td>
<td>No</td>
</tr>
<tr>
<td>Http streaming</td>
<td>As maximum as 10s(cache)</td>
<td>Yes</td>
</tr>
<tr>
<td>Gaming</td>
<td>200ms~400ms</td>
<td>Yes</td>
</tr>
<tr>
<td>P2P streaming, file sharing</td>
<td>10~16s</td>
<td>Yes</td>
</tr>
<tr>
<td>Instant Message</td>
<td>1 minute</td>
<td>Yes</td>
</tr>
<tr>
<td>Mail</td>
<td>30 seconds</td>
<td>No</td>
</tr>
<tr>
<td>Downloading</td>
<td>1 minutes</td>
<td>No</td>
</tr>
</tbody>
</table>
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Abstract

This document provides considerations for using IPv6 Unique Local Addresses (ULAs). It identifies cases where ULA addresses are helpful as well as potential problems that their use could introduce, based on an analysis of different ULA usage scenarios.
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1. Introduction

Unique Local Addresses (ULAs) are defined in [RFC4193] as provider-independent prefixes that can be used locally, for example, on isolated networks, internal networks, or VPNs. Although ULAs may be treated like addresses of global scope by applications, normally they are not used on the public Internet. ULAs are a possible alternative to site-local addresses (deprecated in [RFC3879]) in some situations, but there are differences between the two address types.

The use of ULAs in various types of networks has been confusing to network operators. This document aims to clarify the advantages and disadvantages of ULAs and how they can be most appropriately used.
2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119] when they appear in ALL CAPS. When these words are not in ALL CAPS (such as "should" or "Should"), they have their usual English meanings, and are not to be interpreted as [RFC2119] key words.

3. Analysis of ULA Features

3.1. Automatically Generated

ULA prefixes can be automatically generated using the algorithms described in [RFC4193]. This feature allows automatic prefix allocation. Thus one can get a network working immediately without applying for prefix(es) from an RIR/LIR (Regional Internet Registry/Local Internet Registry).

3.2. Globally Unique

ULAs are intended to have an extremely low probability of collision. Since multiple networks in which the hosts have been assigned with ULAs may occasionally be merged into one network, this uniqueness is necessary. The randomization of 40 bits in a ULA prefix is considered sufficient enough to ensure a high degree of uniqueness (refer to [RFC4193] Section 3.2.3 for details) and simplifies merging of networks by avoiding the need to renumber overlapping IP address space. Such overlapping was a major drawback to the deployment of private [RFC1918] addresses in IPv4.

Note that, as described in [RFC4864], applications may treat ULAs in practice like global-scope addresses, but address selection algorithms may need to distinguish between ULAs and Global-scope Unicast Addresses (GUAs) to ensure bidirectional communications. As a further note, the default address selection policy table in [RFC6724]) responds to this requirement.

3.3. Independent Address Space

ULAs provide internal address independence in IPv6 since they can be used for internal communications even without Internet connectivity. They need no registration, so they can support on-demand usage and do not carry any RIR/LIR burden of documentation or fees.
3.4. Well Known Prefix

The prefixes of ULAs are well known thus they are easily identified and filtered.

This feature is convenient for management of security policies and troubleshooting. For example, network administrators can segregate packets containing data which must stay in the internal network by assigning ULAs to internal servers. Externally-destined data can be sent to the Internet or telecommunication network by a separate function, through an appropriate gateway/firewall.

3.5. Stable or Temporary Prefix

A ULA prefix can be generated once, at installation time or factory reset, and then possibly never be changed. Alternatively, it can be regenerated regularly, depending on deployment requirements.

4. Analysis and Operational Considerations of Scenarios Using ULAs

4.1. Isolated Networks

IP is used ubiquitously. Some networks like industrial control bus (e.g. RS-485), [SCADA], or even non-networked digital interfaces like MIL-STD-1397 have begun to use IP. In these kinds of networks, the system may lack the ability to communicate with the public networks.

As another example, there may be some networks in which the equipment has the technical capability to connect to the Internet, but is prohibited by administration or just temporarily not connected. These networks may include separate financial networks, lab networks, machine-to-machine (e.g. vehicle networks), sensor networks, or even normal LANs, and can include very large numbers of addresses.

Serious disadvantages and impact on applications due to the use of ambiguous address space have been well documented in [RFC1918]. However, ULA is a straightforward way to assign the IP addresses in the kinds of networks just described, with minimal administrative cost or burden. Also, ULAs fit in multiple subnet scenarios, in which each subnet has its own ULA prefix. For example, when we assign vehicles with ULA addresses, it is then possible to separate in-vehicle embedded networks into different subnets depending on real-time requirements, device types, services and more.

However, each isolated network has the possibility to be connected in the future. Administrators need to consider the following before deciding whether to use ULAs:
If the network eventually connects to another isolated or private network, the potential for address collision arises. However, if the ULAs were generated in the standard way, this will not be a big problem.

If the network eventually connects to the global Internet, then the operator will need to add a new global prefix and ensure that the address selection policy is properly set up on all interfaces.

If these further considerations are unacceptable for some reason, then the administrator needs to be careful about using ULAs in currently isolated networks.

Operational considerations:

Prefix generation: Randomly generated according to the algorithms defined in [RFC4193] or manually assigned. Normally, automatic generation of the prefixes is recommended, following [RFC4193]. If there are some specific reasons that call for manual assignment, administrators have to plan the prefixes carefully to avoid collision.

Prefix announcement: In some cases, networks may need to announce prefixes to each other. For example, in vehicle networks with infrastructure-less settings such as Vehicle-to-Vehicle (V2V) communication, prior knowledge of the respective prefixes is unlikely. Hence, a prefix announcement mechanism is needed to enable inter-vehicle communications based on IP. As one possibility, such announcements could rely on extensions to the Router Advertisement message of the Neighbor Discovery Protocol (e.g., [I-D.petrescu-autoconf-ra-based-routing] and [I-D.jhlee-mext-mnpp]).

4.2. Connected Networks

4.2.1. ULA-Only Deployment

In some situations, hosts and interior interfaces are assigned ULAs and not GUAs, but the network needs to communicate with the outside. Two models can be considered:

Using Network Prefix Translation

Network Prefix Translation (NPTv6) [RFC6296] is an experimental specification that provides a stateless one-to-one mapping between internal addresses and external addresses. The specification considers translating ULA prefixes into GUA prefixes as an use case. Although NPTv6 works differently from
traditional stateful NAT/NAPT (which is discouraged in [RFC5902]), it introduces similar additional complexity to applications, which may cause applications to break.

Thus this document does not recommend the use of ULA+NPTv6. Rather, this document considers ULA+PA (Provider Aggregated) as a better approach to connect to the global network when ULAs are expected to be retained. The use of ULA+PA is discussed in detail in Section 4.2.2 below.

- Using Application-Layer Proxies

The proxies terminate the network-layer connectivity of the hosts and associate separate internal and external connections.

In some environments (e.g., information security sensitive enterprise or government), central control is exercised by allowing the endpoints to connect to the Internet only through a proxy. With IPv4, using private address space with proxies is an effective and common practice for this purpose, and it is natural to pick ULA as its counterpart in IPv6.

Benefits of using ULAs in this scenario:

- Allowing minimal management burden on address assignment for some specific environments.

Drawbacks:

- The serious disadvantages and impact on applications imposed by NATs have been well documented in [RFC2993] and [RFC3027]. Although NPTv6 is a mechanism that has fewer architectural problems than a traditional stateful Network Address Translator in an IPv6 environment [RFC6296], it still breaks end-to-end transparency and hence in general is not recommended by the IETF.

Operational considerations:

- Firewall deployment: [RFC6296] points out that an NPTv6 translator does not have the same security properties as a traditional NAT44, and hence needs be supplemented with a firewall if security at the boundary is an issue. The operator has to decide where to locate the firewall.

  - If the firewall is located outside the NPTv6 translator, then filtering is based on the translated GUA prefixes, and when the internal ULA prefixes are renumbered, the filtering rules do not need to be changed. However, when the GUA prefixes of the
NPTv6 are renumbered, the filtering rules need to be updated accordingly.\)

- If the firewall is located inside the NPTv6 translator, the filtering is then based on the ULA prefixes, and the rules need to be updated correspondingly. There is no need to update when the NPTv6 GUA prefixes are renumbered.

4.2.2. ULAs along with PA Addresses

Two classes of network might need to use ULA with PA (Provider Aggregated) addresses:

- Home network. Home networks are normally assigned with one or more globally routed PA prefixes to connect to the uplink of an ISP. In addition, they may need internal routed networking even when the ISP link is down. Then ULA is a proper tool to fit the requirement. [RFC7084] requires the CPE to support ULA. Note: ULAs provide more benefit for multiple-segment home networks; for home networks containing only one segment, link-local addresses are better alternatives.

- Enterprise network. An enterprise network is usually a managed network with one or more PA prefixes or with a PI prefix, all of which are globally routed. The ULA can be used to improve internal connectivity and make it more resilient, or to isolate certain functions like OAM for servers.

Benefits of Using ULAs in this scenario:

- Separated local communication plane: for either home networks or enterprise networks, the main purpose of using ULAs along with PA addresses is to provide a logically local routing plane separated from the global routing plane. The benefit is to ensure stable and specific local communication regardless of the ISP uplink failure. This benefit is especially meaningful for the home network or for private OAM function in an enterprise.

- Renumbering: in some special cases such as renumbering, enterprise administrators may want to avoid the need to renumber their internal-only, private nodes when they have to renumber the PA addresses of the rest of the network because they are changing ISPs, because the ISP has restructured its address allocations, or for some other reason. In these situations, ULA is an effective tool for addressing internal-only nodes. Even public nodes can benefit from ULA for renumbering, on their internal interfaces. When renumbering, as [RFC4192] suggests, old prefixes continue to be valid until the new prefix(es) is(are) stable. In the process
of adding new prefix(es) and deprecating old prefix(es), it is not easy to keep local communication disentangled from global routing plane change. If we use ULAs for local communication, the separated local routing plane can isolate the effects of global routing change.

Drawbacks:

- **Operational Complexity:** there are some arguments that in practice the use of ULA+PA creates additional operational complexity. This is not a ULA-specific problem; the multiple-addresses-per-interface is an important feature of IPv6 protocol. Nevertheless, running multiple prefixes needs more operational consideration than running a single one.

Operational considerations:

- **Default Routing:** connectivity may be broken if ULAs are used as default route. When using RIO (Route Information Option) in [RFC4191], specific routes can be added without a default route, thus avoiding bad user experience due to timeouts on ICMPv6 redirects. This behavior was well documented in [RFC7084] as rule ULA-5 "An IPv6 CE router MUST NOT advertise itself as a default router with a Router Lifetime greater than zero whenever all of its configured and delegated prefixes are ULA prefixes." and along with rule L-3 "An IPv6 CE router MUST advertise itself as a router for the delegated prefix(es) (and ULA prefix if configured to provide ULA addressing) using the "Route Information Option" specified in Section 2.3 of [RFC4191]. This advertisement is independent of having or not having IPv6 connectivity on the WAN interface.". However, it needs to be noticed that current OSes don’t all support [RFC4191].

- **SLAAC/DHCPv6 co-existing:** Since SLAAC and DHCPv6 might be enabled in one network simultaneously; the administrators need to carefully plan how to assign ULA and PA prefixes in accordance with the two mechanisms. The administrators need to know the current issue of the SLAAC/DHCPv6 interaction (please refer to [I-D.ietf-v6ops-dhcpv6-slaac-problem] for details).

- **Address selection:** As mentioned in [RFC5220], there is a possibility that the longest matching rule will not be able to choose the correct address between ULAs and global unicast addresses for correct intra-site and extra-site communication. [RFC6724] claims that a site-specific policy entry can be used to cause ULAs within a site to be preferred over global addresses.
DNS relevant: if administrators choose not to do reverse DNS delegation inside of their local control of ULA prefixes, a significant amount of information about the ULA population may leak to the outside world. Because reverse queries will be made and naturally routed to the global reverse tree, so external parties will be exposed to the existence of a population of ULA addresses. [ULA-IN-WILD] provides more detailed situations on this issue. Administrators may need a split DNS to separate the queries from internal and external for ULA entries and GUA entries.

4.3. IPv4 Co-existence Considerations

Generally, this document does not consider IPv4 to be in scope. But regarding ULA, there is a special case needs to be recognized, which is described in Section 3.2.2 of [RFC5220]. When an enterprise has IPv4 Internet connectivity but does not yet have IPv6 Internet connectivity, and the enterprise wants to provide site-local IPv6 connectivity, a ULA is the best choice for site-local IPv6 connectivity. Each employee host will have both an IPv4 global or private address and a ULA. Here, when this host tries to connect to an outside node that has registered both A and AAAA records in the DNS, the host will choose AAAA as the destination address and the ULA for the source address according to the IPv6 preference of the default policy table defined in the old address selection standard [RFC3484]. This will clearly result in a connection failure. The new address selection standard [RFC6724] has corrected this behavior by preferring IPv4 than ULAs in the default policy table. However, there are still lots of hosts using the old standard [RFC3484], thus this could be an issue in real networks.

Happy Eyeballs [RFC6555] solves this connection failure problem, but unwanted timeouts will obviously lower the user experience. One possible approach to eliminating the timeouts is to deprecate the IPv6 default route and simply configure a scoped route on hosts (in the context of this document, only configure the ULA prefix routes). Another alternative is to configure IPv4 preference on the hosts, and not include DNS A records but only AAAA records for the internal nodes in the internal DNS server. Then outside nodes have both A and AAAA records and can be connected through IPv4 as default and internal nodes can always connect through IPv6. But since IPv6 preference is default, changing the default in all nodes is not suitable at scale.
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5. General Considerations For Using ULAs

5.1. Do Not Treat ULA Equal to RFC1918

ULA and [RFC1918] are similar in some aspects. The most obvious one is as described in Section 3.1.3 that ULA provides an internal address independence capability in IPv6 that is similar to how [RFC1918] is commonly used. ULA allows administrators to configure the internal network of each platform the same way it is configured in IPv4. Many organizations have security policies and architectures based around the local-only routing of [RFC1918] addresses and those policies may directly map to ULA [RFC4864].

But this does not mean that ULA is equal to an IPv6 version of [RFC1918] deployment. [RFC1918] usually combines with NAT/NAPT for global connectivity. But it is not necessary to combine ULAs with any kind of NAT. Operators can use ULA for local communications along with global addresses for global communications (see Section 4.2.2). This is a big advantage brought by default support of multiple-addresses-per-interface feature in IPv6. (People may still have a requirement for NAT with ULA, this is discussed in Section 4.2.1. But people also need to keep in mind that ULA is not intentionally designed for this kind of use case.)

Another important difference is the ability to merge two ULA networks without renumbering (because of the uniqueness), which is a big advantage over [RFC1918].

5.2. Using ULAs in a Limited Scope

A ULA is by definition a prefix that is never advertised outside a given domain, and is used within that domain by agreement of those networked by the domain.

So when using ULAs in a network, the administrators need to clearly set the scope of the ULAs and configure ACLs on relevant border routers to block them out of the scope. And if internal DNS is enabled, the administrators might also need to use internal-only DNS names for ULAs and might need to split the DNS so that the internal DNS server includes records that are not presented in the external DNS server.

6. ULA Usages Considered Helpful
6.1. Used in Isolated Networks

As analyzed in Section 4.1, ULA is very suitable for isolated networks. Especially when there are subnets in the isolated network, ULA is a reasonable choice.

6.2. ULA along with PA

As described in Section 4.2.2, using ULAs along with PA addresses to provide a logically separated local plane can benefit OAM functions and renumbering.

6.3. Some Specific Use Cases

Along with the general scenarios, this section provides some specific use cases that could benefit from using ULA.

6.3.1. Special Routing

For various reasons the administrators may want to have private routing be controlled and separated from other routing. For example, in the business-to-business case described in [I-D.baker-v6ops-b2b-private-routing], two companies might want to use direct connectivity that only connects stated machines, such as a silicon foundry with client engineers that use it. A ULA provides a simple way to assign prefixes that would be used in accordance with an agreement between the parties.

6.3.2. Used as NAT64 Prefix

The NAT64 PREF64 is just a group of local fake addresses for the DNS64 to point traffic to a NAT64. Using a ULA prefix as the PREF64 easily ensures that only local systems can use the translation resources of the NAT64 system since the ULA is not intended to be globally routable. The ULA helps clearly identify traffic that is locally contained and destined to a NAT64. Using ULA for PREF64 is deployed and it is an operational model.

But there is an issue needs to be noted. The NAT64 standard [RFC6146] specifies that the PREF64 should align with [RFC6052], in which the IPv4-Embedded IPv6 Address format was specified. If we pick a /48 for NAT64, it happens to be a standard 48/ part of ULA (7bit ULA well-known prefix+ 1 "L" bit + 40bit Global ID). Then the 40bit of ULA is not violated by being filled with part of the 32bit IPv4 address. This is important, because the 40bit assures the uniqueness of ULA. If the prefix is shorter than /48, the 40bit would be violated, and this could cause conformance issues. But it is considered that the most common use case will be a /96 PREF64, or...
even /64 will be used. So it seems this issue is not common in current practice.

It is most common that ULA PREF64 will be deployed on a single internal network, where the clients and the NAT64 share a common internal network. ULA will not be effective as PREF64 when the access network must use an Internet transit to receive the translation service of a NAT64 since the ULA will not route across the Internet.

According to the default address selection table specified in [RFC6724], the host would always prefer IPv4 over ULA. This could be a problem in NAT64-CGN scenario as analyzed in Section 8 of [RFC7269]. So administrators need to add additional site-specific address selection rules to the default table to steer traffic flows going through NAT64-CGN. However, updating the default policy tables in all hosts involves significant management cost. This may be possible in an enterprise (using a group policy object, or other configuration mechanisms), but it is not suitable at scale for home networks.

6.3.3. Used as Identifier

ULAs could be self-generated and easily grabbed from the standard IPv6 stack. And ULAs don’t need to be changed as the GUA prefixes do. So they are very suitable to be used as identifiers by the upper layer applications. And since ULA is not intended to be globally routed, it is not harmful to the routing system.

Such kind of benefit has been utilized in real implementations. For example, in [RFC6281], the protocol BTMM (Back To My Mac) needs to assign a topology-independent identifier to each client host according to the following considerations:

- TCP connections between two end hosts wish to survive in network changes.

- Sometimes one needs a constant identifier to be associated with a key so that the Security Association can survive the location changes.

It needs to be noticed again that in theory ULA has the possibility of collision. However, the probability is desirably small enough and can be ignored in most cases when ULAs are used as identifiers.
7. Security Considerations

Security considerations regarding ULAs, in general, please refer to the ULA specification [RFC4193]. Also refer to [RFC4864], which shows how ULAs help with local network protection.

As mentioned in Section 4.2.2, when using NPTv6, the administrators need to know where the firewall is located to set proper filtering rules.

Also as mentioned in Section 4.2.2, if administrators choose not to do reverse DNS delegation inside their local control of ULA prefixes, a significant amount of information about the ULA population may leak to the outside world.

8. IANA Considerations

This memo has no actions for IANA.
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Abstract

This document analyzes the host behavior of DHCPv6/SLAAC interaction issue. It reviews the standard definition of the host behaviors and provides the test results of current mainstream implementations. Some potential operational gaps of the interaction are also described.
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1. Introduction

In IPv6, both of the DHCPv6 [RFC3315] and Neighbor Discovery [RFC4861] protocols can provide automatic IP address configuration for the hosts. They are known as stateful address auto-configuration and SLAAC (stateless address auto-configuration) [RFC4862], and are suitable for different scenarios respectively. Sometimes the two address configuration modes may be both available in one network.

In ND protocol, there is a M (ManagedFlag) flag defined in RA message, indicating the hosts there is DHCPv6 service in the network if the flag is set. And there is an O "OtherConfigFlag", if set, indicating configure information other than addresses (e.g. DNS, Route .etc) is available through DHCPv6 configuration. Moreover, there’s another A (Autonomous) flag defined in ND, which indicating the hosts to do SLAAC, may also influent the behavior of hosts.

So with the A/M/O flags, the two separated address configuration modes are somehow correlated. But for some reason, the ND protocol didn’t define the flags as prescriptive but only advisory. This ambiguous definition may vary the behavior of hosts when interpreting the flags. In section 2, we provided a brief test result to identify different host operating systems have taken different approaches. This would add additional complexity for both the hosts and the network management.

This draft reviews the standard definition of the above mentioned flags, and provides a test result of several major desktop operating systems’ behavior. And then identifies potential requirement/gaps of DHCPv6/SLAAC interaction.

2. Host Behavior of DHCPv6/SLAAC Interaction

In this section, we analyzed A/M/O flags definition, and provide the test result of host behavior of interpreting these flags in mainstream operating systems implementations.

Please note that, A flag has no direct relationship with DHCPv6, but it is somewhat correlated with M/O flags.
2.1. Relevant RA Flags Defined in Standards

2.1.1. A (Autonomous) Flag

In ND Prefix Information Option, the autonomous address-configuration flag (A flag). When set indicates that this prefix can be used for stateless address configuration as specified in SLAAC.

For the host behavior, there is an explicit rule in the SLAAC specification [RFC4862]: "If the Autonomous flag is not set, silently ignore the Prefix Information option."

But when A flag is set, the SLAAC protocol didn’t provide a prescriptive definition.

2.1.2. M (Managed) Flag

In earlier SLAAC specification [RFC2462], the host behavior of interpreting M flag is as below:

"On receipt of a valid Router Advertisement, a host copies the value of the advertisement’s M bit into ManagedFlag. If the value of ManagedFlag changes from FALSE to TRUE, and the host is not already running the stateful address autoconfiguration protocol, the host should invoke the stateful address auto-configuration protocol, requesting both address information and other information. If the value of the ManagedFlag changes from TRUE to FALSE, the host should continue running the stateful address auto-configuration, i.e., the change in the value of the ManagedFlag has no effect. If the value of the flag stays unchanged, no special action takes place. In particular, a host MUST NOT reinvoke stateful address configuration if it is already participating in the stateful protocol as a result of an earlier advertisement."

But in the updated SLAAC specification [RFC4862], the relative description was removed, the reason was "considering the maturity of implementations and operational experiences. ManagedFlag and OtherConfigFlag were removed accordingly. (Note that this change does not mean the use of these flags is deprecated.)"

2.1.3. O (Otherconfig) Flag

As mentioned above, the situation of O flag is similar with M. In earlier SLAAC [RFC2462], the host behavior is clear:

"If the value of OtherConfigFlag changes from FALSE to TRUE, the host should invoke the stateful autoconfiguration protocol, requesting
information (excluding addresses if ManagedFlag is set to FALSE). If the value of the OtherConfigFlag changes from TRUE to FALSE, the host should continue running the stateful address autoconfiguration protocol, i.e., the change in the value of OtherConfigFlag has no effect. If the value of the flag stays unchanged, no special action takes place. In particular, a host MUST NOT reinvoke stateful configuration if it is already participating in the stateful protocol as a result of an earlier advertisement."

And there’s another description of the relationship of M and O flags in [RFC2462]:

"In addition, when the value of the ManagedFlag is TRUE, the value of OtherConfigFlag is implicitly TRUE as well. It is not a valid configuration for a host to use stateful address autoconfiguration to request addresses only, without also accepting other configuration information."

2.2. Behaviors of Current Implementations

We did tests of current mainstream desktop/mobile operating systems on the behaviors; please refer to the appendix for details. This section illustrates the important results of the tests.

2.2.1. A flag

A flag is a switch to control whether to do SLAAC, and it is independent with M/O flags, in another word, A is independent with DHCPv6.

At the non-SLAAC-config state (either non-configured or DHCPv6-configured only), all the OSes acted the same with A flag, if A set, they all configured SLAAC, it is obvious and reasonable. But when SLAAC-configured, and A changed from 1 to 0, the behaviors varied, some deprecated SLAAC while some ignored the RA messages.

2.2.2. M flag

M is a key flag to interact ND/DHCPv6, but the host behaviors on M flag were quite different.

In our test, one OS treats the flag as instruction, it even released DHCPv6 session when M=0. But the other two just treat the flag as advisory, when SLAAC was done, it won’t care about M=1, and M=0 won’t cause operation for the already configured DHCPv6 addresses. Moreover, the two OSes even would not initiate DHCPv6 session until they
receives RA messages with M=1, this behavior has an implication that DHCPv6 somehow depends on ND.

Please refer to [I-D.liu-6renum-dhcpv6-slaac-switching] for more details.

2.2.3. O flag

In our tests, when M flag is set, the O flag is implicitly set as well; in another word, the hosts would not initial stateful DHCPv6 and stateless DHCPv6 respectively. This is a reasonable behavior.

But the O flag is not independent from A flag in some OSes. In our test, there are two OSes won’t initiate stateless DHCPv6 when A flag is not set, that is to say, it is not applicable to have a ‘‘stateless DHCPv6 only’’ configuration state for some operating systems; it is also not applicable for these two OSes to switch between stateful DHCPv6 and stateless DHCPv6 (according to O flag changing from 0 to 1 or verse vice).

3. Possible Operational Gaps of DHCPv6/SLAAC Interaction

According to the abovementioned tests, there are possible operational issues as the following.

3.1. Renumbering

During IPv6 renumbering, the SLAAC-configured hosts can reconfigure IP addresses by receiving ND Router Advertisement (RA) messages containing new prefix information. The DHCPv6-configured hosts can reconfigure addresses by initialing RENEW sessions when the current addresses’ lease time is expired or receiving the reconfiguration messages initialed by the DHCPv6 servers.

The above mechanisms have an implicit assumption that SLAAC-configured hosts will remain SLAAC while DHCPv6-managed hosts will remain DHCPv6-managed. But in some situations, SLAAC-configured hosts may need to switch to DHCPv6-managed, or verse vice. In [RFC6879], it described several renumbering scenarios in enterprise network for this requirement; for example, the network may split, merge, relocate or reorganize. But due to current implementations, this requirement is not applicable and has been identified as a gap in [RFC7010].

3.2. Cold Start Problems

If all nodes, or many nodes, restart at the same time after a power cut, the results might not consistent.
3.3. Strong Management

Since the host behavior of address configuration is somehow uncontrolled by the network side, it might cause gaps to the networks that need strong management (for example, the enterprise networks and the ISP CPE networks). Examples are:

- the network wants the hosts to do DHCPv6-only configuration, it is not applicable for some operating systems due to current implementation unless manually configure the hosts to DHCPv6-only model
- the hosts have been SLAAC-configured, then the network need the hosts to do DHCPv6 simultaneously (e.g. for multihoming)
- the network wants the hosts to do stateless DHCPv6-only; for example, the hosts are configured with self-generated addresses (e.g. ULA), and they also need to contact the DHCPv6 server for info-configuration

4. Conclusions

- The host behavior of SLAAC/DHCPv6 interaction is ambiguous in standard.

- The implementations have been varied on this issue. In [RFC4862] it is said "Removed the text regarding the M and O flags, considering the maturity of implementations and operational experiences." The description seems not true anymore.

- It is foreseeable that the un-uniformed host behavior can cause operational gaps, e.g. in renumbering and strong management.

5. Security Considerations

No more security considerations than the Neighbor Discovery protocol [RFC4861].

6. IANA Considerations

None.
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Appendix A. Test Details of Host Behaviors
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Figure 1 Test Environment

The 5 elements were all created in Vmware in one computer, for ease of operation.

- Router quagga 0.99-19 soft router installed on Ubuntu 11.04 virtual host
- DHCPv6 Server: dibbler-server installed on Ubuntu 11.04 virtual host
- Host A Window 7 Virtual Host
- Host B Ubuntu 12.10 Virtual Host
- Host C Mac OS X v10.7 Virtual Host

Another test was done dedicated for the mobile phone operating systems. The environment is similar (not in VMware, all are real PC and mobile phones):
- Router quagga 0.99-17 soft router installed on Ubuntu 12.10
- DHCPv6 Server: dibbler-server installed on Ubuntu 12.10
- Host D Android 4.0.4 (kernel: 3.0.16-gfa98030; device: HTC Incredible S)
- Host E IOS 6.1.3 (model: iPod Touch 4)
(Note: The tested Android version didn’t support DHCPv6 well, so the following results don’t include Android.)

A.1 Host Initialing Behavior

Host from non-configured to configured, we tested different A/M/O combinations in each OS platform. The states are enumerated as the following, 3 operation systems respectively:

- **Window 7/Apple IOS**
  - A=0&M=0&O=0, non-config
  - A=1&M=0&O=0, SLAAC only
  - A=1&M=0&O=1, SLAAC + Stateless DHCPv6
  - A=1&M=1&O=0, SLAAC + DHCPv6
  - A=1&M=1&O=1, SLAAC + DHCPv6
  - A=0&M=1&O=0, DHCPv6 only (A=0 or Non-PIO)
  - A=0&M=1&O=1, DHCPv6 only (A=0 or Non-PIO)
  - A=0&M=0&O=1, Stateless DHCPv6 only

- **Linux/MAC OS X**
  - A=0&M=0&O=0, non-config
  - A=1&M=0&O=0, SLAAC only
  - A=1&M=0&O=1, SLAAC + Stateless DHCPv6
  - A=1&M=1&O=0, SLAAC + DHCPv6
  - A=1&M=1&O=1, SLAAC + DHCPv6
  - A=0&M=1&O=0, DHCPv6 only (A=0 or Non-PIO)
  - A=0&M=1&O=1, DHCPv6 only (A=0 or Non-PIO)
  - A=0&M=0&O=1, non-config

As showed above, Linux and MAC OS X acted the same way, but differed from Windows 7 and Apple IOS. The only difference is when A=0&M=0&O=1, Windows 7/Apple IOS did stateless DHCPv6 while Linux/MAC OS X did nothing.

Result summary:

- A is interpreted as prescript in each OS at the initial state
- M is interpreted as prescript in each OS at the initial state
- O is interpreted as prescript in Windows 7
- A and M are independent in each OS at the initial state
- A and O are not totally independent in Linux and Mac, A=1 is required for O=1 triggering DHCPv6 info-request
A.2 Host Transition Behavior

- M and O are not totally independent in each OS. M=1 has the implication O=1

- SLAAC-only host receiving A=0&M=1
  - Window 7 would deprecate SLAAC and initiate DHCPv6
  - Linux/MAC/IOS would keep SLAAC and don’t initiate DHCPv6 unless SLAAC is expired and no continuous RA

- DHCPv6-only host receiving A=1&M=0
  - Window 7 would release DHCPv6 and do SLAAC
  - Linux/MAC/IOS would keep DHCPv6 and do SLAAC

When the host has been configured, either by SLAAC or DHCPv6, the operating systems interpreting the M flag quite differently. Windows 7 treats the flag as instruction, it even released DHCPv6 session when M=0. Linux and OS X were likely to treat the flag as advisory, when SLAAC was done, it won’t care about M=1, and M=0 won’t cause operation for the already configured DHCPv6 addresses.

Please refer to [I-D.liu-6renum-dhcpv6-slaac-switching] for more details.

A.3 Host Stateful/Stateless DHCPv6 Behavior

- Stateless DHCPv6-configured host receiving M=1 (while keeping O=1)
  - Window 7 would initiate stateful DHCPv6, configuring address as well as re-configuring other information
  - Linux/MAC/IOS no action

- Statefull DHCPv6-configured host receiving M=0 (while keeping O=1)
  - Window 7 would release all DHCPv6 configurations including address and other information, and initiate stateless DHCPv6
  - Linux/MAC/IOS no action
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Abstract

[RFC3849] specified an IPv6 prefix to be used in documentation, in order to reduce the likelihood of conflict and confusion when relating examples of deployed systems. This prefix was reserved to be used in examples in RFCs, books, documentation, and the like. It became widely accepted and used.

Although the IPv6 documentation prefix proved to be very useful, a /32 prefix is not enough to be used to document some kinds of IPv6 deployments, such as large ISP deployments, transition techniques, and other useful examples that require longer prefixes. This document defines the allocation of a new global unicast (GUA) block and a new unique local (ULA) block, to expand the range of documentation blocks. It also updates [RFC3849].

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on April 24, 2014.
1. Introduction

This document describes the IPv6 address blocks provided to be used in documentation. These blocks SHOULD be used to describe network topologies, transition techniques or other systems, in RFCs, books, videos, and documentation in general. They also MAY be used in didactic laboratories, which aim to teach IPv6 or network principles.

The first block was reserved in [RFC3849], from the address space of the Asia Pacific (APNIC) regional addressing community. Other documentation ranges have been defined in the IETF, such as example domain names described in [RFC2606], and IPv4 documentation-only address blocks described in [RFC5737]. The IPv4 ranges reserved in [RFC1918] for private use are also used in documentation, as well as the Autonomous System numbers reserved in [RFC6996].
Although the address block defined in [RFC3849] was within the range of a conventional allocation size for an Internet Service Provider, and it was expected that it could accurately match deployment scenarios, there are some situations that can’t be represented accordingly with a prefix of 32 bits, such as: transition techniques, peering between multiple ISPs, IPv6 address plan for multi-regional ISPs, and others.

This situation leads to the same problem that [RFC3849] tried to address. Some documentation material, particularly some didactic material and laboratories, today is using IPv6 prefixes drawn from address blocks already allocated or assigned. A similar situation with IPv4 addresses caused problems in production environments, because of address and routing conflicts with other services.

This document reserves an additional larger IPv6 block for documentation, avoiding such problems. It does not obsolete the current IPv6 documentation block 2001:0db8::/32, since it is widely deployed. Nonetheless, it updates the current practice and specifies one larger IPv6 block, for the same use.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULDN'T", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Problem Statement

This document proposes a solution for the situations where the length of the current documentation prefix for IPv6 (2001:db8::/32) is not enough to represent some addressing scenarios and also proposes a specific documentation block for ULA.

3.1. Didactic Usage

In some didactic laboratories and materials, people are using other prefixes from Global Address space when they need networks bigger than /32. For example, if you have a lab setup where each group represents an Autonomous System (AS) the ideal situation is that each group receives a block of the same size of the smallest allocation, it means a /32 for each group. A typical scenery is to have 8 to 16 groups, each one with your own /32, that requires a /28. This scenery is used by the authors of this document in IPv6 courses in Latin America.

Some IPv6 instructors use of ULA addresses when they have to represent networks bigger than /32, but it generates confusion on
students that are struggling to understand the differences between IPv4 and IPv6. Some other instructors use non allocated or already allocated prefixes and it may lead to operational problems in the event of an example being inadvertently copied into a production environment.

The same problems may occur to ULA being used for teaching purposes, as the [RFC3849] does not define an ULA for documentation.

3.2. Test Networks

Some transition techniques from IPv4 to IPv6 uses the IPv4 addresses embedded in the IPv6 addresses, for example, 6rd [RFC5969], 464XLAT [RFC6077] and MAP-E [1-D.ietf-software-map]. Using only a /32 to test those network may generate prefixes bigger than /64 that will conflict with SLAAC mechanism, as described in [RFC6052].

New protocols development may also need test networks larger than a single /32, specially when making a large functional test to check the new protocol behavior on a big network trying to emulate a production environment.

3.3. Visual Identification and Address Filtering

It is important that the documentation blocks and addresses can be easily identified, specially to avoid that those address to generate problems in production networks. A simple visual identification also avoid that people will use allocated or unallocated addresses to test or teach IPv6, just because those addresses would be easier to remember.

Books and documentation that includes IPv6 addresses would have a standard to follow and that will serve their needs.

Having a large defined block for documentation will also help filtering test and documentation addresses that may leak into production networks.

4. IPv6 Documentation Prefixes

The blocks provided for use in documentation are: 2001:0db8::/32 (v6-TEST-NET-1), UUUU:U000::/20 [Note to RFC Editor: this address range is to be added before publication] (v6-TEST-NET-2) and FCUU:UUUU:UUU0::/44 [Note to RFC Editor: this address range is to be added before publication] (v6-TEST-NET-3).

5. Operational Implications
Addresses within the v6-TEST-NET-1, v6-TEST-NET-2 and v6-TEST-NET-3 SHOULD NOT appear on the public Internet and are used without any coordination with IANA or an Internet Regional Registry (RIR). Network operators SHOULD add these address blocks to the list of non-routable address spaces, and if packet filters are deployed, then this address block SHOULD be added to packet filters.

These blocks are not for local use, and the filters may be used in both local and public contexts.

6. Security Considerations

There are no new security considerations pertaining to this document.

7. IANA Considerations

IANA recorded the allocation of the IPv6 global unicast address prefix v6-TEST-NET-1 as a documentation-only prefix in the IPv6 address registry.

IANA is asked to record the allocation of v6-TEST-NET-2 prefix, within the range reserved for Global IPv6 addresses, for use as an additional documentation-only prefix, in the IPv6 address registry.

IANA is asked to record the reservation of v6-TEST-NET-3 prefix, within the range reserved for Unique Local IPv6 addresses, for use as an additional documentation-only prefix, in the IPv6 address registry.

No end party is to be assigned any of these address blocks.
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Abstract

This document introduces a framework, i.e., an application layer based lifetime [application iid] to enable applications maintaining their users’ privacy as well as controlling the number of Interface IDs (IIDs) per network adapter. It will also explain different approaches that can be used for maintaining the lifetime of an IID. We also compare this framework to the other available mechanisms. This document also explains when to remove deprecated IP addresses from the a network interface.

Status of this Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on Expires: February 10, 2014.

Copyright Notice

Copyright (c) 2013 IETF Trust and the persons identified as the document authors. All rights reserved. This document is subject to BCP 78 and the IETF Trust’s Legal Provisions Relating to IETF
1. Introduction ................................. 3
  1.1. Problem Statement ......................... 3
2. Conventions used in this document ............... 3
3. Terminology .................................. 4
4. Generation of an Interface ID .................. 4
5. Lifetime Explained in RFC 4941 ................. 4
6. Connection Based Lifetime (layer-4) ............ 4
7. Application Layer based Lifetime for the Interface ID (IID) .......................... 5
  7.1. Configuring the Default values ............. 6
      7.1.1. Deprecated Interface ID ................. 7
      7.1.2. Configuring Default values ............... 7
  7.2. Receiving more than one RA message .......... 7
  7.3. Automate the process for setting the lifetime .......... 7
8. Threat Analysis of Application Layer based lifetime .................. 8
  8.1. Location based tracking .................... 8
  8.2. Obtaining confidential data ................. 8
9. Security Considerations ........................ 8
10. IANA Considerations .......................... 8
11. Conclusions ................................ 9
12. References ................................ 9
  12.1. Normative ................................ 9
  12.2. Informative ............................... 9
Authors’ Addresses ............................... 11
1. Introduction

The primary use of Network Address Translation (NAT) (RFC 4787), in IPv4, is to address IPv4 exhaustion address space. NAT made the companies and places to use other approaches in order to collect more information about their users for advertisement or other purposes. Browsers’ cookie is one example of these mechanisms. To address this problem and protect user’s privacy, some Internet browsers offer the use of "incognito mode" or "private browsing". In this mode, the browser does not store any cookies or it will remove all user’s information as soon as the user closes its browser.

Today, IPv6 large address space, reduces the need of using NAT. IPv6 also solves the problem of end-to-end communication. This is because the IP addresses used by nodes are globally valid and can be used to directly connect to other nodes via the Internet. This means that it is easier for advertisement companies to distinguish their users only by their unique IP addresses. This is also gives this ability to attackers to obtain user’s information by using simple approaches such as creating a fake website and use it as trap to find the user’s IP addresses.

One possible solution might be the use of temporary Interface ID (IID). It might be the future capability of the browsers, in "incognito mode", not only to prevent storing user’s information but also generate a new IID for user’s connection. However, this might be a good solution to maintain user’s privacy but it might be problematic, especially, if many applications wants to generate their IIDs themselves and start a connection. There will be no control over the number of valid IIDs. To address this issue, we introduce a framework, i.e., an application layer based privacy that can enable the applications to request for IIDs without involving in detail of IID generation (network layer). This document also introduces different mechanisms that may be used in order to maintain the lifetime of an Interface ID (IID) used in IPv6 networks. It then explain the deficiencies exist in these mechanisms.

1.1. Problem Statement

Increase the difficulty of correlating a user’s activities by using different IIDs for different applications, without negatively impacting the robustness of the applications. Since there is some network overhead associated with each host having lots of IIDs at the same time, the mechanism needs to limit the number of IIDs that are in use at any given time.

2. Conventions used in this document
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC-2119 [RFC2119].

In this document, these words will appear with that interpretation only when in ALL CAPS. Lower case uses of these words are not to be interpreted as carrying RFC 2119 significance.

In this document the use of || indicates the concatenation of the values on either side of the sign.

3. Terminology

   - application: An application is a process in a system, which includes all other dependent processes. Usually when an application, such as a Firefox browser, is opened in a system, there are many other processes that are called into play by this application. The meaning of application, as used in this document, is to consider the application, itself, including all of its dependent processes.

4. Generation of an Interface ID

   This document assumes that the node generates its temporary IID by using any available algorithm as explained in [RFC4941], [StableAddresses], [RFC3972], [ra-privacy], [ssas], etc.

5. Lifetime Explained in RFC 4941

   There are some variables in play for maintaining the lifetime of an IID. There should be no more than one valid IID per network interface, at any one time. The preferred lifetime for this IID is one day and the maximum lifetime is one week. One drawback to using this lifetime IID is that the length of time the IIDs remain in use after expiration of the lifetime (deprecated IIDs) is left solely up to the implementers. This means that it is possible for a node to cut its connections to other nodes after the expiration of the maximum lifetime for that IID. This act could possibly cause problems for any applications that are still using that ID.

6. Connection Based Lifetime (layer-4)

   One possible way of maintaining the lifetime of an IID is connection based, i.e., as long as the connection is active, the node keeps this IID. The drawback to using this approach is that this may prove
problematic for ftp and other applications that use different layers and open different connections.

7. Application Layer based Lifetime for the Interface ID (IID)

Another possible way of maintaining the lifetime of an IID is application layer based. Figure 1 depicts the algorithm used to determine the lifetime of an IID. The use of this algorithm minimizes the chance of an attacker being able to obtain a user’s private information.

An IID is assigned to a group of applications and this IID is valid for the length of time that its lifetime is valid. After that time expires the state of this IID is changed to deprecated. This deprecated IID can not be assigned to new applications, but it will remain valid for as long as any application is using it. The lifetime that the deprecated IID should have is explained in section 6.2.

- app_i is a new application that has been initiated by the node
- t_app is the maximum number of applications per IID
- L is the maximum lifetime of an IID
- max_IID is the maximum number of valid IIDs

- c_IID is the current number of IIDs
- IID_i is a specific IID
- t_app_i is the total number of applications allowed per specific IID
- n_i is the current number of applications for a specific IID
- L_i is the current lifetime of a specific IID

When a node wants to start a new application, it first checks to see whether or not it has also received a new router advertisement message. In the case where a new router advertisement message is received, the node sets the total lifetime for the current valid IID to zero and resets the c_IID to zero. In this case, all of the current IIDs associated with this node MUST have expired and the node MUST generate, and use, new IIDs for any upcoming applications. But the node can still use an expired IID as long as the current applications using them are active. (Please refer to section 7.1.1 for more detail)

If the node does not receive a new router advertisement message, then it checks to see whether or not the current number of IIDs is less than the maximum number of IIDs allowed. If the condition is met, the node then checks to see whether or not there are any IIDs where the current number of applications, n_i , is less than the total number of applications, t_app_i. If the condition is met the node SHOULD sort these IIDs based on their current lifetime, L_i, in descending order, and then assign app_i to the IID with the higher L_i. The current number of applications, n_i, for this specific IID is then incremented. If n_i is equal to t_app_i, then the node generates a new IID and assigns this application to this new IID.

In cases where the current number of IIDs is equal to the max_IID, and n_i is equal to t_app, then the node will be unable to generate a new IID for the application nor will it be able to assign a current IID to the application. In this case the node SHOULD find the IID with the longest lifetime and then increase the total number of applications, t_app_i, that can be assigned to it. The node then assigns this IID to the new application. The advantage to using this algorithm, with regard to the IID lifetime, is that it allows for the control of the number of valid IIDs while, at the same time, allowing users to keep their current application layer connections. This results in user satisfaction.

7.1. Configuring the Default values

If the implementation wants to implement this mechanism, they SHOULD consider a mechanism to allow applications send their IID request to
7.1.1. Deprecated Interface ID

A Deprecated IID is an IID that is no longer valid but can still be used by any current applications that are running. It is RECOMMENDED to remove deprecated IIDs when the node’s Operating System (OS) reboots or when there is no application using it for 5 minutes (no sockets). The maximum period of time that a deprecated IID can be valid is one month. Implementers should consider a way of giving users a means of setting a new default value.

7.1.2. Configuring Default values

- \( t_{app} = 20 \)
- \( L = 10 \) days
- \( max\_IID = 10 \)
- \( t_{app\_i} = t_{app} \) at the start of the application layer lifetime IID and SHOULD incremented this if the maximum number of IIDs is equal to current number of IIDs, as explained in the algorithm.

7.2. Receiving more than one RA message

If a node receives an RA message it will assign an IID to the application or to the group of applications as described above. If, after a short period of time, another RA message is received, but with a different prefix, and if this router prefix is not in his list of the routers in his cache, then the node SHOULD send a Router Solicitation (RS) message. If it received more than one RA message with different prefixes then it SHOULD assume that these routers are in the same network. The maximum number of valid IIDs per router prefix is calculated using the following formula:

\[
\text{Max IID per router prefix} = \frac{\text{max\_IID}}{(\text{number of routers})}
\]

This mitigates the problem of multicast groups in the network as the maximum number of IIDs will never increase, regardless of number of routers in the network.

7.3. Automate the process for setting the lifetime

The implementations MIGHT consider an option where, when RA messages are being processed, the RA message can be used to update the
lifetime for all the addresses that are generated using this approach. This will eliminate the need for the manual step, used during installation, to set the default value for the lifetime (based on network policy) for any future IIDs generated using this approach. The format for this lifetime value will be the same as that explained in section 5.3.1 RFC 3971. The "type" SHOULD be set to the next sequential number available in the SeND options, i.e., 15. When use is made of the lifetime option, this field SHOULD be added to the ICMPv6 option for RA messages.

8. Threat Analysis of Application Layer based lifetime

8.1. Location based tracking

Similar to the mechanism explained in RFC 4941 and [Ra-privacy], the attacker might not have enough time to track the node. This is because the IID is valid for only a short period of time and will change when a new RA message is received. Since the IIDs are valid for a short period of time, storing them using trap websites also will not help the attackers because it will be changed after a while.

8.2. Obtaining confidential data

If for any reason one of the applications in use on this node exposed the users’ real IP address to an attacker, the attacker might not be able to obtain other confidential information related to other user applications on this node. This is because this IID is only used for certain purposes and for certain applications. This IID is also valid for only a short period of time, and so, the attacker might not have enough time to obtain confidential information about this node.

9. Security Considerations

As is explained in the Privacy Extension document, the same approaches are used to maintain security, such as using Secure Neighbor Discovery (SeND) (RFC 3971) or using a monitoring system which would inform the administrator of the status of the network and of any suspended activities in the network.

10. IANA Considerations
No IANA actions are needed for this document.

11. Conclusions

This document explained different mechanisms used for maintaining the lifetime of an IID. It introduced an application layer based lifetime as a solution for the lifetime used for temporary IIDs in order to satisfy users needs and to not force them to cut their connections or to not open a new connection with an application using a new IID that could prove problematic for the application.
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1. Introduction

[RFC6204] defines basic requirements for IPv6 Customer Edge Routers, to suit residential or small office IPv6 deployments.

For these devices, the model of operation for DHCPv6 is to operate as a client on the CE device's WAN interface and as a server on the CE device's LAN interface(s).

Operating as a client on the WAN interface, DHCPv6 is used for two purposes. Firstly, the DHCPv6 client is used to acquire configuration parameters useful or necessary to the CE device itself. Examples of these parameters are an IPv6 address for the WAN interface, DNS server information, and Simple Network Time Server information. Secondly, the DHCPv6 client is used to acquire configuration parameters that are either essential or useful for the operation of the downstream hosts, such as a delegated IPv6 prefix and DNS domain information.

Operating as a server on the LAN interface(s), DHCPv6 is used for purposes such as stateful IPv6 address assignment (if supported by the CE device and requested by the hosts), providing hosts with DNS resolver and DNS domain information, and possibly being able to provide other DHCPv6 options such as SIP server addresses.
This client and server model of operation of DHCPv6 on the CE device constrains the use of DHCPv6 options between the downstream host(s) and the upstream service provider. The DHCPv6 options that a downstream host can request, and that an upstream service provider can supply, is limited to the set of options supported by both the CE device’s WAN DHCPv6 client and LAN DHCPv6 server. This set of supported DHCPv6 options is significantly limited compared to the current set of available DHCPv6 options [IANA-DHCPV6-OPTIONS]. Additionally, it cannot accommodate DHCPv6 options that may be defined in the future. This means the CE device is not DHCPv6 option "transparent".

The main consequence of a lack of DHCPv6 option transparency is that users or operators of the hosts downstream of the CE device will have to resort to manual configuration of application and host parameters, for information that could be provided by the CE device’s unsupported DHCPv6 options. Manual configuration is time consuming, error prone, static, not scalable and most importantly, not user friendly.

In markets where service provider customers can supply their own CE device, the CE device supported DHCPv6 options may vary significantly across the customers’ devices. This could create a perverse incentive for the service provider to not use DHCPv6 options at all, other than the minimum necessary, and instead have customers use manual configuration. The motive to do so would be for the service provider to have a single and consistent method of configuration, simplifying customer fault troubleshooting, despite the other drawbacks of manual configuration described previously. CE device DHCPv6 option transparency would avoid creating this incentive for manual configuration.

A DHCPv6 Relay Agent [RFC3315] is DHCPv6 option transparent. It does not constrain the set of options that can be used between a downstream DHCPv6 client and an upstream DHCPv6 server, as its operation does not depend on being able to interpret the options conveyed between the client and the server. Consequently a DHCPv6 relay agent inherently supports all current and future DHCPv6 options.

To overcome a CE device’s lack of DHCPv6 option transparency, this memo proposes the use of a DHCPv6 relay agent for processing of stateless DHCPv6 requests, and a hybrid mode of operation for stateful DHCPv6 requests, where the IPv6 addressing related options are processed locally, and other options requested by hosts are acquired from a DHCPv6 server via a relayed, synthesised Information-request.
1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

2. Internet Transparency and Application Configuration

A variety of RFCs discuss Internet transparency, and its benefits [RFC1958] [RFC3724] [RFC4924]. Internet transparency essentially means that the Internet is transparent to the applications using it, such that deploying a new application only requires installing the application on the hosts which will be executing it. The devices (routers) within the Internet remain "oblivious" to the new application’s protocols, and consequently immediately facilitate its use. The benefits of this model are significant, having to make fundamental changes or upgrades to one or more routers’ operation to support a new application would likely be disruptive to the devices currently using the routers. All routers that may potentially carry the new application’s traffic would need to be upgraded. Furthermore, the software or firmware upgrades required to support the application may not currently or may never be available from the router vendor. These network upgrades would significantly delay, or perhaps make impossible the deployment of new applications. Application awareness in the Internet limits its flexibility and generality.

This Internet transparency model should also be followed by protocols and the deployment models used to provide application parameters. If a device within the network is going to participate in an application configuration protocol, it should do so in a manner that is transparent to the application(s) configuration.

The DHCPv6 protocol supports this transparency model. DHCPv6 clients and servers, located on the hosts at the edge of the network, are option and application parameter aware. A DHCPv6 relay, located within the network, does not need to understand the DHCPv6 options the clients and servers use to be able to relay them. When a new DHCPv6 configured application is to be deployed, only the DHCPv6 clients and servers involved in configuring the application need to be upgraded. Widespread upgrades of DHCPv6 relays within the Internet are not required.

The DHCPv6 deployment model described in [RFC6204] does not provide application configuration transparency, as it uses the combination of a DHCPv6 client and server, rather than a DHCPv6 relay, to convey service provider DHCPv6 options to hosts downstream of the CE device. The DHCPv6 options that can be conveyed "across" the CE device are
limited to those understood by both the co-located DHCPv6 client and server on the CE device. A DHCPv6 relay deployment model would be better for the types of CE devices described in [RFC6204], and devices located within the Internet in general.

The addition of DNS related options to RAs [RFC6106] is also venturing down the path of violating network application configuration transparency. Subsequent to these options being added to RAs, there has been at least one proposal to add a further application related option to RAs that is already present in DHCPv6. Following a model of using RAs to configure applications will result in network located constraints on application deployment, as described previously. Proposals for further application configuration options in RAs should be resisted. RA options should be limited to configuring network layer parameters, relevant to a single link or subnet, with DHCPv6 being used to configure higher layer transport and application layer parameters. This will preserve application configuration transparency in the Internet.

3. LAN Interface(s) DHCPv6 Relay Agent

When SLAAC [RFC4862] is being used for LAN interface IPv6 address autoconfiguration, it is likely that stateless DHCPv6 [RFC3736] will be used by hosts to acquire other application-oriented configuration parameters.

Instead of using a DHCPv6 server to answer hosts’ DHCPv6 Information-request messages, a CE device uses DHCPv6 relay functionality [RFC3315] to relay the Information-request message out of its WAN interface, towards the service provider’s DHCPv6 server infrastructure. The service provider’s DHCPv6 service infrastructure will either not respond, or provide values for some or all of the options requested by the DHCPv6 client.

(I wonder if it would be useful to be able to supply one or more LAN interface relay agent target addresses during the DHCPv6-PD transaction on the WAN interface, via a currently undefined DHCPv6 option. This would allow the service provider to use different DHCPv6 server infrastructure to answer these LAN interface originated DHCPv6 Information-requests verses what they use for the CE device’s WAN interface DHCPv6-PD transaction. This could provide the benefit of both minimising the DHCPv6 configuration complexity on the SP router, and as relaying or answering of DHCPv6 is going to be a router control plane function, will reduce the router control plane load.)

4. LAN Interface(s) DHCPv6 Hybrid Server/Relay
To support stateful IPv6 address assignment on the LAN interface(s) (perhaps in addition to stateless IPv6 address assignment [RFC4862]), while also remaining DHCPv6 option transparent, a hybrid mode of DHCPv6 operation is necessary. This hybrid mode involves locally processing the IPv6 address assignment related DHCPv6 options, while acquiring other option information from the upstream service provider’s DHCPv6 infrastructure, using DHCPv6 relay functionality. To the LAN attached hosts, the DHCPv6 Hybrid Server/Relay appears to be a local stateful DHCPv6 server. The hybrid operation is transparent to the DHCPv6 clients.

In this section, the following terminology is used:

- **DHCPv6 upstream server** — the DHCPv6 server and related DHCPv6 infrastructure located within the upstream service provider’s network.
- **DHCPv6 hybrid server** — the DHCPv6 server that is available on the CE device’s LAN interface(s).
- **DHCPv6 hybrid transaction** — the transaction where IPv6 addressing related DHCPv6 options are processed locally by the server, while other option information is acquired from a DHCPv6 upstream server.
- **DHCPv6 client** — an IPv6 host attached to the CE device’s LAN interface, which uses the services of the DHCPv6 hybrid server.

The DHCPv6 hybrid transaction occurs when the DHCPv6 hybrid server is preparing a Reply response to a client generated DHCPv6 Solicit (when Rapid Commit is in use), Request, Renew or Rebind message. At this point in the transaction, if the message from the DHCPv6 client contains an Option Request Option, the DHCPv6 hybrid server synthesises a DHCPv6 Information-request message [RFC3736] on behalf of the DHCPv6 client. The synthesised Information-request is constructed using the permitted subset of DHCPv6 options received from the DHCPv6 client. Specifically, the IA options and other non-relevant options are excluded. An Information Refresh option [RFC4242] code is added to the Option Request Option in the Information-request, to acquire option refresh time information [RFC4076].

The synthesised Information-request is then relayed to the DHCPv6 upstream server using standard DHCPv6 relay functionality [RFC3315]. To detect lack of a response to the relayed Information-request, the DHCPv6 hybrid server also starts a count down to zero timer, with an initial value of INF_TIMEOUT [RFC3315].
If the DHCPv6 hybrid server does not receive a Reply before the count down timer reaches zero, the DHCPv6 hybrid server abandons its knowledge of both the DHCPv6 client’s original DHCPv6 message, and any state related to the synthesised Information-request. Recovery from the lack of response from the DHCPv6 upstream server is left to the DHCPv6 client; it will eventually retransmit its Solicit, Request, Renew or Rebind message, restarting the DHCPv6 hybrid transaction, or will give up completely on the whole stateful DHCPv6 transaction.

While the synthesised Information-request is being relayed (i.e., within INF_TIMEOUT from when the Information-request was sent), the DHCPv6 client may timeout its original message and therefore retransmit it. These retransmissions are to be silently dropped. They can be recognised by the DHCPv6 client’s reuse of the same DHCPv6 transaction ID.

If the DHCPv6 hybrid server receives a Reply to the relayed Information-request, it uses the enclosed information to populate the set of options that will be sent to the DHCPv6 client. The received options the DHCPv6 hybrid server provides to the DHCPv6 client are the options that fall within the set the DHCPv6 client originally requested using an Option Request Option. Other options received in the relayed Reply are not sent to the DHCPv6 client. They may be used by the DHCPv6 hybrid server for other purposes.

If an Information Refresh option is received in the relayed Reply, the DHCPv6 hybrid server should use the supplied refresh time to cause the DHCPv6 client to refresh its option information at the appropriate time. There are three possible ways this can be achieved, with the first being most preferred.

Firstly, if the DHCPv6 client has indicated Reconfiguration support, the DHCPv6 hybrid server should send a Reconfigure message to the DHCPv6 client after the refresh time interval, as per the procedure in [RFC3315]. This should cause the DHCPv6 client to initiate a Renew/Reply transaction. When responding to the Renew message, the DHCPv6 hybrid server performs the DHCPv6 hybrid transaction to acquire up-to-date option values.

If the DHCPv6 client does not support Reconfiguration, one of two mechanisms can be used, depending on whether the IPv6 addresses provided to DHCPv6 clients are non-temporary or temporary addresses.

For non-temporary addresses, supplied using IA_NA options, the T1 time interval [RFC3315] should be set to the refresh time interval, if it is lower than the DHCPv6 hybrid server’s normal T1 time interval. This will cause the client to initiate a Renew/Reply
transaction at time T1. The DHCPv6 hybrid server then performs the
DHCPv6 hybrid transaction when preparing the Reply. The T2 value is
derived from the T1 value, as per the advice in [RFC3315].

For temporary addresses, supplied using IA_TA options, the refresh
time interval is used to set the preferred lifetime values of all
addresses supplied using the IA Address options. This should cause
the client to initiate a Renew/Reply transaction when any of the
temporary addresses becomes deprecated, at which time the DHCPv6
hybrid server performs the DHCPv6 hybrid transaction when preparing
the Reply.

If the DHCPv6 client does not support Reconfiguration, and the DHCPv6
hybrid server supplies both temporary and non-temporary addresses,
then the non-temporary address method for causing clients to refresh
their option information should be used.

5. Security Considerations

5.1. Client Information Disclosure

In the existing CE device DHCPv6 WAN client/LAN server model,
messages sent by DHCPv6 clients to the LAN DHCPv6 server are
processed locally. This means that any client supplied options that
provide client specific attributes, such as the Client Identification
Option, the Vendor Class Option or the Vendor-specific Information
Option, are not sent to the upstream provider.

In the DHCPv6 relay models presented in this memo, client supplied
information is now provided by the CE device to the upstream service
provider.

This is not a new risk to DHCPv6 clients. Unless a DHCPv6 client
uses DHCPv6 authentication, there is always a possibility that the
client will be supplying information about itself to possibly an
unknown and perhaps untrusted operator of an available DHCPv6 server.

If a client wishes to avoid classification or unique identification,
it should avoid supplying options which disclose client specific
attributes. A client may choose to supply these client specific
attributes only when DHCPv6 authentication is being used and the
DHCPv6 server is known and trusted.

A client needs to consider the benefits and drawbacks of supplying
client specific information. If it supplies this information, it may
receive client specific option values, resulting in useful service or
application benefits. If it does not supply this information, it is
likely to receive a default and possibly a less beneficial service.
A client must provide a Client Identifier Option within its DHCPv6 messages, containing a DHCP Unique Identifier (DUID) [RFC3315]. DUIDs formed using [RFC3315] methods contain client specific attributes. To minimise this attribute disclosure, a DHCPv6 client should use the UUID-based form of DUID (DUID-UUID) [RFC6355], with a version 4 UUID [RFC4122] created using a truly random or pseudo-random number. This should uniquely identify the client to the DHCPv6 server, while avoiding providing any other client attribute information.

5.2. Additional State

When performing the DHCPv6 Hybrid Server/Relay method, additional state is created while the CE device’s DHCPv6 server is relaying the synthesised DHCPv6 Information-request. The amount of additional state is proportional to the number of client DHCPv6 requests for which Information-requests are synthesised and relayed. This state could be a target for a state capacity exhaustion attack (more generally, a resource exhaustion attack) from a malicious or misbehaving DHCPv6 client. Existing methods used to protect a DHCPv6 server from state capacity exhaustion attacks should also be used to protect this additional state.
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1. Introduction

Network address migration to IPv6 is ongoing or upcoming throughout the world due to the lack of IPv4 addresses. When carriers are facing with address shortage problem, the remaining IPv4 address pools are usually quite scattered. It is quite complicated for a carrier to manage scattered address pools in many transition devices. The situation will become even worse when multiple transition mechanisms in the same device need to be configured with different address pools. Besides, since the occupation of the address pools may vary during different transition periods, (e.g. at the early stage of IPv6 transition, IPv4 traffic will normally occupy a great portion of the total traffic, while in the later stage of IPv6 transition, IPv4 traffic will decrease and the amount of IPv4 address pools will decrease accordingly.

In this document, we propose a mechanism to manage the address pools centrally. Different transition mechanisms can require the address pools on-demand. For example, when one transition mechanism is running out of the current address pools, it may request a additional address pool. It can also release the address pools that it is not using anymore. In this way, carriers does not need to configure the address pools one by one manually and it also help to use the address pools more efficiently.

2. Terminology

The following terms are used in this document:

3. Overall Procedure

This mechanism consists of two components: Address Management Server (AMS) and Transition Device (TD). AMS is responsible for address pool management while the TD will do traditional transition mechanisms, e.g. DS-Lite, NAT64, etc. The overall procedure is as follows:

- Operators will configure remaining address pools centrally in the Address Management Server. There are multiple address pools which can be configured centrally. The AMS will then divide the address pools with addressing unit (AU) which will be allocated to transition device by default.
Transition Device will initiate AddressPool request to the AMS. It can carry its desired size of address pool the request, or just use a default value. The address pool size in the TD’s request is only used as a hint. The actual size of the address pool is totally determined by AMS. It will also carry the TD’s identification and the type of transition mechanism.

AMS lookups the remaining address pool in its local database. It will then allocate a set of address pools to the TD. Each address pool has a related lifetime.

TD receives the AddressPool reply and use them for the transition mechanisms.

If the lifetime of the address pool is going to expire, the TD should issue an AddressPoolRenew request to extend the lifetime.

The AddressPoolReport module keeps monitoring and reports the current usage of the current address pools for each transition mechanism. If one transition mechanism is running out of address pools, it can renew the AddressPoolRequest for a new one. It can also release an existing address pool if the that address pool has not been used for a long time.

When the status of AMS is lost or the AMS needs the status information of certain applications, the AMS may actively query the TD for the status information.

The following sub-section describes the detailed procedures of the address pool management.

3.1. Initial Address Pool Configuration
Figure 1 illustrates the initial address pool configuration procedure:

1. The TD checks whether there is already address pool configured in the local site when it starts up. If no, it means the initial start-up or the address pool has been released. If yes, the address pool could be used directly.

2. The TD will initiate Address Pool request to the AMS. It can carry its desired size of address pool in the request, or just use a default value. The address pool size in the TD’s request is only used as a hint. The actual size of the address pool is totally determined by AMS. It will also carry the TD’s identification, the type of transition mechanism and the indication of port allocation support.

3. The AMS determines the address pool allocated for the TD based on the parameters received.

4. The AMS sends the Address Pool Reply to the TD. It will also distribute the routing entry of the address pool automatically. In particular, if the newly received address pool can be aggregated to an existing one, the routing should be aggregated accordingly.
3.2. Address Pool Status Report

Figure 2 illustrates the active address pool status report procedure:

1. The TD will monitor and count the usage status of the local address pool. The TD counts the address usage status in one month, one week and one day, which includes the local address, address usage ratio (peak and average values), and the port usage ratio (peak and average values).

2. The TD reports the address pool usage status to the AMS. For example, it will report the address usage status in one day, which contains the IP address, NAT44, address list: 30.14.44.0/28, peak address value 14, average address usage ratio 90%, TCP port usage ratio 20%, UDP port usage ratio 30% and etc.

3. The AMS records the status and compares with the existing address information to determine whether additional address pool is needed.

4. The AMS will confirm the address pool status report request to the TD. It will keep sending the address pool status report request to the AMS if no confirm message is received.
3.3. Address Pool Status Query

When the status of AMS is lost or the AMS needs the status information of the TDs, the AMS may actively query the TD for the status information, as shown in step 1 of Figure 3. The following steps 2, 3, 4, 5 are the same as the Address Pool Status Report procedure.

![Diagram of Address Pool Status Query]

Figure 3: Address Pool Status Query

3.4. Run Out of Address

When the TD used up the addresses allocated, it will renew the address pool request to the AMS for additional address pool. The procedure is the same as the initial address pool request.

3.5. Address Pool Release
Figure 4 illustrates the address pool release procedure:

1. The counting module in the TD checks that there are addresses not used for a long time;

2. The TD sends the address pool release request to the AMS to ask the release of those addresses;

3. The AMS updates the local address pool information to add the new addresses released.

4. The AMS notifies the TD that the addresses have been released successfully;

5. The TD will update the local address pool if no Address Pool Release Notification is received, the TD will repeat step 2;
6. The TD confirms with the AMS that the address pool has been released successfully.

4. Deployment Consideration

In actual network, the AMS can be deployed centrally, e.g. centralized in one province. One AMS can take management on the TDs of the whole area. The requests between ASM and TD would not be too frequent and the lifetime of the address pool can be relatively long.

5. Security Considerations
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