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Abstract

Thi s docunent expands and clarifies the behavior of the Real-Tine
Transport Protocol (RTP) endpoints when they are using multiple
synchroni zati on sources (SSRCs), e.g. for sending rmultiple nedia
streanms, in a single RTP session. In particular, issues involving
RTCP Control Protocol (RTCP) messages are descri bed

Thi s docunent updates RFC 3550 in regards to handling of multiple
SSRCs per endpoint in RTP sessions. It also updates RFC 4585 to
clarify the calculation of the tinmeout of SSRCs and the inclusion of
f eeback nessages.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on August 18, 2014.
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1. Introduction

At the time The Real -Tinme Transport Protocol (RTP) [RFC3550] was
originally witten, and for quite sonme tinme after, endpoints in RTP
sessions typically only transmtted a single nedia stream and thus
used a single synchronization source (SSRC) per RTP session, where
separate RTP sessions were typically used for each distinct nmedia

type.

Recently, however, a nunber of scenarios have energed (di scussed
further in Section 3) in which endpoints wish to send nultiple RTP
medi a streans, distinguished by distinct RTP synchronization source
(SSRC) identifiers, in a single RTP session. Al though RTP's initia
design did consider such scenarios, the specification was not
consistently witten with such use cases in mnd. The specifications
are thus sonmewhat uncl ear.

The purpose of this docunent is to expand and clarify [RFC3550]'s

| anguage for these use cases. The authors believe this does not
result in any major normative changes to the RTP specification
however this docunent defines how the RTP specification is to be
interpreted. |In these cases, this docunent updates RFC3550. The
docunent al so updates RFC 4585 in regards to the tineout of inactive
SSRCs as specificed in Section 6.1 as well as clarifying the

i nclusi on of feedback nessages.

The docunent starts with term nol ogy and sonme use cases where
multiple sources will occur. This is followed by RTP and RTCP
recomendations to resolve issues. Next are security considerations
and renai ni ng open i ssues.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [RFC2119] and indicate requirenent |evels for conpliant

i mpl enent ati ons.
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3. Use Cases For Milti-Stream Endpoints

Thi s section discusses several use cases that have notivated the
devel opnent of endpoints that sends RTP data using nultiple SSRCs in
a single RTP session

3.1. Miltiple-Capturer Endpoints

The nmost straightforward notivation for an endpoint to send multiple
RTP streans in a session is the scenari o where an endpoi nt has

mul tiple capture devices, and thus nedia sources, of the sane nedia
type and characteristics. For exanple, tel epresence endpoints, of
the type described by the CLUE Tel epresence Franmewor k
[I-D.ietf-clue-framework], often have nmultiple caneras or mcrophones
covering various areas of a room

3.2. Multi-Mdia Sessions

Recent work has been done in RTP
[I-D.ietf-avtcore-nulti-media-rtp-session] and SDP
[1-D.ietf-nmusic-sdp-bundl e-negoti ation] to update RTP's historica
assunption that nmedia sources of different nedia types would al ways
be sent on different RTP sessions. In this work, a single endpoint’s
audi o and video RTP nedia streans (for exanple) are instead sent in a
singl e RTP sessi on.

3. 3. Mul ti-Stream M xers

There are several RTP topol ogi es which can involve a central device
that itself generates nultiple RTP nedia streanms in a session

One exanple is a nixer providing centralized conpositing for a multi-
capture scenario like that described in Section 3.1. 1In this case,
the centralized node is behaving nuch like a nulti-capturer endpoint,
generating several simlar and rel ated sources.

More conplicated is the Selective Forwardi ng M ddl ebox, see

Section 3.7 of [I-D.ietf-avtcore-rtp-topol ogi es-update]. This is a

m ddl ebox that receives nmedia streans from several endpoints, and
then selectively forwards nodi fied versions of sone of the streans
toward the other endpoints it is connected to. Toward one
destination, a separate nedia source appears in the session for every
ot her source connected to the mi ddl ebox, "projected" fromthe
original streans, but at any given tinme nany of them can appear to be
inactive (and thus are receivers, not senders, in RTP). This sort of
device is closer to being an RTP nixer than an RTP translator, in
that it term nates RTCP reporting about the mixed streans, and it can
re-wite SSRCs, tinestanps, and sequence nunbers, as well as the
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contents of the RTP payl oads, and can turn sources on and off at wll
wi t hout appearing to be generating packet |oss. Each projected
streamw || typically preserve its original RTCP source description
(SDES) information.

3.4. Miltiple SSRCs for a Single Media Source

There are al so several cases where a single nmedia source results in
the usage of multiple SSRCs within the same RTP session. Transport
robustification tools |like RTP Retransm ssion [ RFC4588] result in

mul tiple SSRCs, one with source data, and another with the repair
data. Scal able encoders and their RTP payload forants, |ike H 264's
ext ension for Scal abl e Vi deo Codi ng(SVC) [ RFC6190] can be transmitted
in a configuration where the scalable |layers are distributed over
multiple SSRCs within the sane session, to enabl e RTP packet stream

| evel (SSRC) selection and routing in conferencing m ddl eboxes.

4. Milti-Stream Endpoi nt RTP Medi a Recommendati ons

Whi |l e an endpoint MJST (of course) stay within its share of the
avai |l abl e sessi on bandw dth, as determ ned by signalling and
congestion control, this need not be applied i ndependently or
uniformy to each nedia streamand its SSRCs. |In particular, session
bandwi dt h MAY be real |l ocated anbng an endpoint’s SSRCs, for exanple
by varying the bandwi dth use of a variable-rate codec, or changing
the codec used by the nmedia stream up to the constraints of the
session’s negotiated (or declared) codecs. This includes enabling or
di sabling nedia streans and their redundancy streans as nore or |ess
bandwi dt h becones avail abl e.

5. Milti-Stream Endpoi nt RTCP Reconmendati ons

This section contains a nunber of different RTCP clarifications or
recomendati ons that enables nore efficient and sinpler behavior
wi thout | oss of functionality.

The RTP Control Protocol (RTCP) is defined in Section 6 of [RFC3550],
but it is largely docunmented in terns of "participants". |In many
cases, the specification s recommendations for "participants” are to
be interpreted as applying to individual SSRCs, rather than to
endpoints. This section describes several concrete cases where this
appl i es.

5.1. RTCP Reporting Requirenent
For each of an endpoint’s SSRCs, whether or not they are currently

sendi ng nedi a, SR/ RR and SDES packets MJST be sent at |east once per
RTCP report interval. (For discussion of the content of SR or RR

Lennox, et al. Expi res August 18, 2014 [ Page 5]



Internet-Draft Muiltiple Media Streans in an RTP Session February 2014

packets’ reception statistic reports, see
[I-D.ietf-avtcore-rtp-multi-streamoptinisation].)

5.2. Initial Reporting Interva

When a new SSRC is added to a unicast session, the sentence in

[ RFC3550]'s Section 6.2 applies: "For unicast sessions ... the delay
before sending the initial compound RTCP packet MAY be zero." This
applies to individual SSRCs as well. Thus, endpoints MAY send an
initial RTCP packet for an SSRC i medi ately upon adding it to a

uni cast session

This allowance al so applies, as witten, when initially joining a
uni cast session. However, in this case sone caution needs to be
exercised if the end-point or m xer has a | arge nunber of sources
(SSRCs) as this can create a significant burst. How big an issue
this is depends on the nunber of sources for which the initial SR or
RR packets and Session Description CNAME itens are to be sent, in
relation to the RTCP bandwi dth

(tbd: Maybe sonme recommendation here? The aimin restricting this to
uni cast sessions was to avoid this burst of traffic, which the usua
RTCP tim ng and reconsideration rules will prevent.)

5.3. Compound RTCP Packets

Section 6.1 in [ RFC3550] gives the follow ng advice to RTP
translators and mi xers:

"It is RECOMWENDED that translators and ni xers conbi ne indivi dua
RTCP packets fromthe nultiple sources they are forwarding into
one conpound packet whenever feasible in order to anortize the
packet overhead (see Section 7). An exanple RTCP compound packet
as mght be produced by a mxer is shown in Fig. 1. |If the
overall length of a conpound packet woul d exceed the MIU of the
network path, it SHOULD be segnented into multiple shorter
compound packets to be transnmitted in separate packets of the
underlying protocol. This does not inpair the RTCP bandwi dth
estimati on because each conpound packet represents at |east one
distinct participant. Note that each of the conpound packets MJST
begin with an SR or RR packet."

Note: To avoid confusion, an RTCP packet is an individual item
such as a Sender Report (SR), Receiver Report (RR), Source
Description (SDES), Goodbye (BYE), Application Defined (APP)
Feedback [ RFC4585] or Extended Report (XR) [RFC3611] packet. A
compound packet is the conbination of two or nore such RTCP
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packets where the first packet has to be an SR or an RR packet,
and whi ch contains a SDES packet containing an CNAME item

The above results in conmpound RTCP packets that contain nultiple SR
or RR packets fromdifferent sources (SSRCs) as well as any of the
ot her packet types. There are no restrictions on the order in which
the packets can occur within the conpound packet, except the regul ar
compound rule, i.e., starting with an SR or RR

This advice applies to multi-nedia-stream endpoints as well, with the
same restrictions and considerations. (Note, however, that the |ast
sentence does not apply to AVPF [ RFC4585] or SAVPF [ RFC5124] feedback
packets if Reduced-Size RTCP [ RFC5506] is in use.)

5.3.1. Maintaining AVG RTCP_SI ZE

When multiple Iocal SSRCs are sending their RTCP packets in the sane
compound packet, this obviously results in |arger RTCP conpound
packets. This will have an affect on the value of the average RTCP
packet size netering (avg_rtcp_size) that is done for the purpose of
RTCP transm ssi on scheduling calculation. This section discusses the
i mpact of this and provide recommendations with howto deal with it.

This section will use the concept of an ' RTCP Conpound Packet’ to
represent not just proper RTCP conpound packets, i.e. ones that start
with an SR or RR RTCP packet and include at |east one SDES CNAME
item For the purpose of the below cal cul ation, other valid | ower

| ayer datagramunits an RTCP inplenentation can send or receive,

i ndependently if they are an aggregate or not of RTCP packets are

al so considered. This especially includes Reduced-Si ze RTCP packets
[ RFC5506] .

The RTCP packet scheduling algorithmthat is defined in RTP [ RFC3550]
deal s with individual SSRCs. These SSRCs transnit their set of RTCP
packets at each scheduled interval. Thus, to nmaintain this per-SSRC
property of the scheduling, the avg rtcp_size needs to be updated

wi th per-SSRC average RTCP conpound packet sizes. The avg_rtcp_size
val ue SHALL be updated for each received or sent RTCP compound packet
with the total size (including packet overhead such as | P/ UDP)

di vided by the nunber of reporting SSRCs. The nunber of reporting
SSRCs SHALL be determ ned by counting the nunber of different SSRCs
that are the source of Sender Report (SR) or Receiver Report (RR)
RTCP packets within the conpound. A non-conpound RTCP packet, i.e.
it contains no SR or RR RTCP packets at all -- as can happen with
Reduced- Si ze RTCP packets [ RFC5506] -- the SSRC count SHALL be
considered to be 1.
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Not e: The above nmakes it possible to anortize the packet overhead
bet ween the number of SSRCs sharing a RTCP conpound packet.

For an RTCP end-point that doesn't follow the above rule, and instead
uses the full RTCP conmpound packet size as input, the average RTCP
reporting interval will be scaled up (i.e. becone longer) with a
factor that is proportional to the nunber of SSRCs sourcing RTCP
packets in an RTCP compound packet as well as the set of SSRCs being
aggregated in proportion to the total nunber of participants. This
factor can quite easily becone larger than 5, e.g. with an 1500 byte
MIU and an aver age per-SSRC sum of RTCP packets of 240 bytes, the MIu
will fit 6 packets. [If the receiver end-point has a single SSRC and
all other endpoints fill their MIU fully, the factor will be close to
6. If the RTCP configuration is such that the transnission interva
is bandwidth Iimted, rather than any type of mnimal interva
limtation (Tmn or T_RRINT), then the other end-points will likely
time out this SSRC due to it using an regular RTCP interval is nore
than 5 tines the rest of the endpoints.

5.3.2. Scheduling RTCP with Miultiple Reporting SSRCs

When i npl ementi ng RTCP packet scheduling for cases where multiple
reporting SSRCs are aggregating their RTCP packets in the same
compound packet there are a nunber of challenges. First of all, we
have the goal of not changing the general properties of the RTCP
packet transm ssions, which include the general inter-packet

di stribution, and the behavior for dealing with flash joins as well
as ot her dynanic events.

The bel ow specified nmechani smdeals with

o That one can’'t have a-priori know edge about which RTCP packets
are to be sent, or their size, prior to generating the packets.
In which case, the tine fromgeneration to transm ssion ought to
be as short as possible to minimze the information that becones
stal e.

o That one has an MU linit, that one ought to avoid exceeding, as
that requires lower-layer fragmentation (e.g., |P fragnmentation)
whi ch inpacts the packets’ probability of reaching the
receiver(s).

Schedul e all the endpoint’s |ocal SSRCs individually for transm ssion
usi ng the regular calculation of Tn for the profile being used. Each
time a SSRCs Tn tiner expires, do the regular reconsideration. |If
the reconsideration indictes that an RTCP packet is to be sent:
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1. Consider if an additional SSRC can be added. That consideration
i s done by picking the SSRC which has the Tn value closest in
time to now (Tc).

2. Cal culate how nmuch space for RTCP packets woul d be needed to add
t hat SSRC.

3. If the considered SSRC s RTCP Packets fit within the | ower |ayer
dat agram s Maxi mum Transmi ssion Unit, taking the necessary
protocol headers into account and the consunmed space by prior
SSRCs, then add that SSRC s RTCP packets to the conpound packet
and go again to Step 1.

4. 1f the considered SSRC s RTCP Packets will not fit within the
compound packet, then transmt the generated conpound packet.

5. Update the RTCP Paraneters for each SSRC that has been i ncl uded
in the sent RTCP packet. The Tp value for each SSRC MJUST be
updated as foll ows:

For the first SSRC. As this SSRC was the one that was
reconsidered the tp value is set to the tc as defined in RTP
[ RFC3550] .

For any additional SSRC. The tp value SHALL be set to the
transm ssion time this SSRC woul d have had it not been
aggregated and given the current existing session context.
This value is derived by taking this SSRC s Tn val ue and
perform ng reconi sderation and updating tn until tp + T <= tn.
Then set tp to this tn val ue.

6. For the sent SSRCs cal cul ate new tn val ues based on the updated
paraneters and reschedule the timers.

Reverse reconsi deration needs to be perfornmed as specified in RTP

[RFC3550]. It is inportant to note that under the above al gorithm
when performnming reconsideration, the value of tp can actually be
| arger than tc. However, that still has the desired effect of

proportionally pulling the tp value towards tc (as well as tn) as the
group size shrinks in direct proportion the reduced group size.

The above al gorithm has been shown in sinulations to nmaintain the

i nter-RTCP-packet transm ssion distribution for the SSRCs and consune
the sane anount of bandw dth as non-aggregated packets in RTP
sessions with static sets of participants. Wth this algorithmthe
actual transmission interval for any SSRC triggering an RTCP conpound
packet transmi ssion is following the regular transmission rules. It
al so handl es the cases where the nunber of SSRCs that can be included
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in an aggregated packet varies. An SSRC that previously was
aggregated and fails to fit in a packet still has its own
transm ssi on schedul ed according to normal rules. Thus, it wll
trigger a transmssion in due tine, or the SSRC will be included in
anot her aggregate.

The al gorithm s behavi or under SSRC group size changes is under
i nvestigation. However, it is expected to be well behaved based on
the foll ow ng anal yses.

RTP sessions where the nunmber of SSRC are growi ng: Wen the group
size is growing, the Td values grow in proportion to the nunber of
new SSRCs in the group. The reconsideration when the tiner for
the tn expires, that SSRC will reconsider the transmn ssion and
with a certain probability reschedule the tn tinmer. This part of
the reconsideration algorithmis only inpacted by the above
algorithmby having tp values that are in the future instead of
set to the time of the actual |ast transmission at the time of
updating tp. Thus the scheduling causes in worst case a plateau
effect for that SSRC. That effect depends on how far into the
future tp can advance

RTP sessions where the nunber of SSRC are shrinking: When the group
shrinks, reverse reconsideration noves the tp and tn val ues
towards tc proportionally to the nunber of SSRCs that |eave the
session conmpared to the total nunber of participants when they
left. Thus the also group size reductions need to be handl ed.

In general the potential issue that m ght exist depends on how far
into the future the tp value can drift conpared to the actual packet
transm ssions that occur. That drift can only occur for an SSRC t hat
never is the trigger for RTCP packet transmi ssion and al ways gets
aggregated and where the cal cul cated packet transmi ssion interva
randomy occurs so that tn - tp for this SSRC is on average | arger
than the ones that gets transnitted

5.4. RTP/ AVPF Feedback Packets

This section discusses the transni ssion of RTP/ AVPF feedback packets
when the transmtting endpoint has nultiple SSRCs.

5.4.1. The SSRC Used
When an RTP endpoint has multiple SSRCs, it can make certain choices

on which SSRC to use as the source of an RTCP Feedback Packet. This
sub-section di scusses sone consi derations of this.
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0 The nmedia type of the media the SSRC transmits is actually not a
rel evant factor when considering if an SSRC can transmit a
particul ar Feedback nessage.

o0 Feedback nessages which are Notification or Indications regarding
the endpoint’s own RTP packet stream need to be sent using the
SSRC transnitting the media it relates to. This also includes
notifications that are related to a received request or command.

0 The SSRC used to send feedback nessages has a role as either a
medi a sender or a receiver. The bandw dth pools can be different
for SSRCs that are senders and receivers. Thus feedback nessages
that expect to be nore frequent can be sent froman SSRC that has
the better possibility of sending frequent RTCP conpound packets
or reduced size packets. This also affects the consideration if
the SSRC can be used in i mediate node or not.

0 Sone Feedback Types requires consistency in the sender. For
exanple TMMBR, if one sets a linmtation, the same SSRC needs to be
the one that increases it. Ohers can sinply benefit from having
this property.

Note that the source of the feedback RTCP packet does not need to be
any of the sources (SSRC) including SRIRR packets in a conmpound
packet. For Reduced-Si ze RTCP [ RFC5506] the aggregation of feedback
messages frommultiple sources are not limted, beyond the
consideration in Section 4.2.2 of [RFC5506].

5.4.2. Scheduling a Feedback Packet

When an SSRC has a need to transnit a feedback packet in early node
it follows the scheduling rules defined in Section 3.5 in RTP/ AVPF
[ RFCA585]. When followi ng these rules the followi ng clarifications
need to be taken into account:

0 That a session is considered to be point-to-point or nultiparty
not based on the nunber of SSRCs, but the nunmber of endpoints
directly seen in the RTP session by the endpoint. tbd: darify
what is considered to "see" an endpoint?

0 Note that when checking if there is already a schedul ed conpound
RTCP packet containing feedback nessages (Step 2 in
Section 3.5.2), that check is done considering all |ocal SSRCs.

TBD: The above does not allow an SSRC that is unable to send either
an early or regular RTCP packet with the feedback nessage within the
T max_fb _delay to trigger another SSRC to send an early packet to
which it could piggyback. Nor does it allow feedback to piggyback on
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even regul ar RTCP packet transnissions that occur within
T max_fb_delay. A question is if either of these behaviours ought to
be al | owed.

The | atter appears sinple and straight forward. |nstead of

di scarding a FB nessage in step 4a: alternative 2, one could place
such nmessages in a cache with a discard time equal to T _nax_fb_del ay,
and in case any of the SSRCs schedul e an RTCP packet for transm ssion
within that time, it includes this nmessage.

The fornmer case can have nore w despread inpact on the application
and possibly also on the RTCP bandw dth consunption as it allows for
nmore massi ve bursts of RTCP packets. Still, on a tinme scale of a
regul ar reporting interval, it ough to have no effect on the RTCP
bandwi dth as the extra feedback nessages increase the avg_rtcp_size.

6. RTCP Considerations for Streans with Di sparate Rates

It is possible for a single RTP session to carry streans of greatly
differing bandwi dth. There are two scenarios where this can occur.
The first is when a single RTP session carries multiple flows of the
same nedia type, but with very different quality; for exanple a video
switching nmulti-point conference unit night send a full rate high-
definition video stream of the active speaker but only thunbnails for
the other participants, all sent in a single RTP session. The second
scenari os occurs when audio and video flows are sent in a single RTP
session, as discussed in [I-D.ietf-avtcore-nulti-media-rtp-session].

An RTP session has a single set of paraneters that configure the
sessi on bandw dth, the RTCP sender and receiver fractions (e.g., via
the SDP "b=RR' " and "b=RS:" lines), and the paraneters of the RTP/
AVPF profile [RFC4585] (e.g., trr-int) if that profile (or its secure
ext ensi on, RTP/ SAVPF [ RFC5124]) is used. As a consequence, the RTCP
reporting interval will be the sane for every SSRC in an RTP session
This uniform RTCP reporting interval can result in RTCP reports being
sent nmore often than is considered desirable for a particular nedia
type. For exanple, if an audio flowis nultiplexed with a high
quality video fl ow where the session bandwidth is configured to match
the video bandwidth, this can result in the RTCP packets having a
greater bandwi dth allocation than the audio data rate. If the
reduced mninmum RTCP interval described in Section 6.2 of [RFC3550]
is used in the session, which mght be appropriate for video where
rapi d feedback is wanted, the audio sources could be expected to send
RTCP packets nore often than they send audi o data packets. This is
nmost |ikely undesirable, and while the m smatch can be reduced

t hrough careful tuning of the RTCP paraneters, particularly trr_int
in RTP/ AVPF sessions, it is inherent in the design of the RTCP tining
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rules, and affects all RTP sessions containing flows with nismatched
bandw dt h.

Having multiple nmedia types in one RTP session also results in nore
SSRCs being present in this RTP session. This increasing the anount
of cross reporting between the SSRCs. From an RTCP perspective, two
RTP sessions with half the nunber of SSRCs in each will be slightly
more efficient. |If someone needs either the higher efficiency due to
the | esser nunber of SSRCs or the fact that one can't tailor RTCP
usage per nedia type, they need to use independent RTP sessions.

When it comes to configuring RTCP the need for regular periodic
reporting needs to be weighted agai nst any feedback or contro
messages being sent. Applications using RTP/ AVPF or RTP/ SAVPF are
RECOMVENDED t o consi der setting the trr-int parameter to a val ue
suitable for the application’s needs, thus potentially reducing the
need for regular reporting and thus rel easing nore bandw dth for use
for feedback or control

Anot her aspect of an RTP session with multiple nmedia types is that
the RTCP packets, RTCP Feedback Messages, or RTCP XR netrics used

m ght not be applicable to all nedia types. Instead, all RTP/ RTCP
endpoints need to correlate the nedia type of the SSRC being
referenced in a nessage or packet and only use those that apply to
that particular SSRC and its nedia type. Signalling solutions mnight
have shortcom ngs when it cones to indicating that a particul ar set

of RTCP reports or feedback nmessages only apply to a particul ar nedia
type within an RTP session.

6.1. Timng out SSRCs

Al'l SSRCs used in an RTP session MJST use the sane timeout behavi our
to avoid premature tineouts. This will depend on the RTP profile and
its configuration. The RTP specification provides several options
that can influence the val ues used when calculating the tine
interval. To avoid interoperability issues when using this

speci fication, this docunment makes several clarifications to the

cal cul ati ons.

For RTP/ AVP, RTP/ SAVP, RTP/ AVPF, and RTP/SAVPF with T_rr_interval =
0, the tineout interval SHALL be calculated using a nmultiplier of 5,
i.e. the tineout interval becones 5*Td. The Td cal cul ati on SHALL be
done using a Tm n value of 5 seconds, not the reduced m ni nal

interval even if used to cal cul ate RTCP packet transm ssion
intervals. If using either the RTP/ AVPF or RTP/ SAVPF profiles with
Trr _interval '= 0 then the calculation as specified in Section 3.5.4
of RFC 4585 SHALL be used with a nultiplier of 5, i.e. Tmin in the Td
calculation is the T_rr_interval
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6

6

I f endpoints inplenenting the RTP/ AVP and RTP/ AVPF profiles (or their
secure variants) are conmbined in a single RTP session, and the RTP/
AVPF endpoints use a non-zero T_rr_interval that is significantly

| ower than 5 seconds, then there is a risk that the RTP/ AVPF
endpoints will prematurely timeout the RTP/AVP SSRCs due to their
different RTCP timeout intervals. Conversely, if the RTP/ AVPF
endpoints use a T_rr_interval that is significant larger than 5
seconds, there is a risk that the RTP/ AVP endpoints will tineout the
RTP/ AVPF SSRCs. |If such mixed RTP profiles are used, (though this is
NOT RECOVMENDED), the RTP/ AVPF session SHOULD use a non-zero

T rr_interval that is 4 seconds.

Note: It might appear strange to use a T_rr_interval of 4 seconds.
It might be intuitive that this value ought to be 5 seconds, as
then both the RTP/ AVP and RTP/ AVPF woul d use the same tineout

peri od. However, considering regular RTCP transm ssion and their
packet intervals for RTP/AVPF its nmean value will (with non-zero
T_rr_interval) be larger than T_rr_interval due to the scheduling
algorithm Thus, to enable an equal anount of regular RTCP
transm ssions in each directions between RTP/ AVP and RTP/ AVPF
endpoints, taking the altered tineout intervals into account, the
optinmal value is around four (4), where al nost four transm ssions
will on average occur in each direction between the different
profile types given an otherw se good configuration of paraneters
inregards to T_rr_interval. |If the RTCP bandw dth paranters are
sel ected so that Td based on bandwidth is close to 4, i.e. close
to T _rr_interval the risk increases that RTP/AVPF SSRCs wi |l be
timed out by RTP/ AVP endpoints, as the RTP/ AVPF SSRC night only
manage two transnissions in the tinmeout period.

2. Tuning RTCP transni ssions

Thi s sub-section di scusses what tuning can be done to reduce the
downsi des of the shared RTCP packet intervals. First, it is

consi dered what possibilites exist for the RTP/ AVP [ RFC3551] profile,
then what additional tools are provided by RTP/ AVPF [ RFC4585].

2.1. RTP/ AVP and RTP/ SAVP

When using the RTP/ AVP or RTP/ SAVP profiles the tuning one can do is
very limted. The controls one has are limted to the RTCP bandw dth
val ues and whet her the mninum RTCP interval is scaled according to
the bandwi dth. As the scheduling algorithmincludes both random
factors and reconsideration, one can't sinply calcul ate the expected
average transm ssion interval using the fornula for Td. But it does
indicate the inportant factors affecting the transni ssion interval
nanely the RTCP bandwi dth available for the role (Active Sender or
Participant), the average RTCP packet size, and the nunmber of SSRCs
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classified in the relevant role. Note that if the ratio of senders
to total nunber of session participants is larger than the ratio of
RTCP bandwi dth for senders in relation to the total RTCP bandw dth
then senders and receivers are treated together

Let's start with sone basic observations:

a. Unless the scaled m nimum RTCP interval is used, then Td prior to
random zati on and reconsideration can never be less than 5
seconds (assuning default Tmin of 5 seconds).

b. If the scaled minimm RTCP interval is used, Td can becone as | ow
as 360 divided by RTP Session bandwidth in kilobits. |In SDP the
RTP session bandwidth is signalled using b=AS. An RTP Session
bandwi dth of 72 kbps results in Tmn being 5 seconds. An RTP
session bandw dth of 360 kbps of course gives a Tmn of 1 second,
and to achieve a Tnin equal to once every frane for a 25 Hz video
streamrequires an RTP session bandwi dth of 9 Mips! (The use of
the RTP/ AVPF or RTP/ SAVPF profile allows a smaller Tmin, and
hence nore frequent RTCP reports, as discussed bel ow).

c. Let’s calculate the nunber (n) of SSRCs in the RTP session that
5% of the session bandwi dth can support to yield a Td val ue equa
to Tmin with minimal scaling. For this calculation we have to
make two assunptions. The first is that we will consider nost or
al | SSRC bei ng senders, resulting in everyone sharing the
avai | abl e bandwi dth. Secondly we will select an average RTCP
packet size. This packet will consist of an SR, containing (n-1)
report bl ocks up to 31 report blocks, and an SDES itemw th at
| east a CNAME (17 bytes in size) init. Such a basic packet will
be 800 bytes for n>=32. Wth these paraneters, and as the
bandwi dth goes up the tinme interval is proportionally decreased
(due to minimal scaling), thus all the exanple bandw dths 72
kbps, 360 kbps and 9 Mips all support 9 SSRCs.

d. The actual transmission interval for a Td value is [0.5*Td/
1.21828,1.5*Td/ 1. 21828], which neans that for Td = 5 seconds, the
interval is actually [2.052,6.156] and the distribution is not
uni form but rather exponentially-increasing. The probability
for sending at time X, given it is within the interval, is
probability of picking Xin the interval tinmes the probability to
random y picking a nunber that is <=X within the interval with an
uni form probability distribution. This results in that the
majority of the probability nass is above the Td val ue.

To conclude, with RTP/AVP and RTP/ SAVP the key linmtation for snal

uni cast sessions is going to be the Tnmin value. Thus the RTP session
bandwi dth configured in RTCP has to be sufficiently high to reach the
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reporting goals the application has following the rules for the
scal ed m nimal RTCP interval

6.2.2. RT/AVPF and RTP/ SAVPF

When using RTP/ AVPF or RTP/ SAVPF we get a quite powerful additiona
tool, the setting of the T _rr_interval which has several effects on
the RTCP reporting. First of all as Tmn is set to O after the
initial transm ssion, the regular reporting interval is instead
determ ned by the regul ar bandw dt h based cal cul ati on and the

Trr_interval. This has the effect that we are no | onger restricted
by the minimal interval or even the scaling rule for the m nimal
rule. Instead the RTCP bandwi dth and the T rr_interval are the

governing factors.

Now it al so becones inportant to separate between the application’s
need for regular reports and RTCP feedback packet types. 1In both
regul ar RTCP node, as in Early RTCP Mode, the usage of the
T_rr_interval prevents regular RTCP packets, i.e. packets w thout any
Feedback packets, to be sent nore often than T_rr_interval. This
value is applied to prevent any regul ar RTCP packet to be sent |ess
than T rr_interval tines a uniformy distributed random val ue from
the interval [0.5,1.5] after the previous regul ar packet packet. The
random val ue recal cul ated after each regul ar RTCP packet

transm ssi on.

So applications that have a use for feedback packets for sone nedia
streans, for exanple video streans, but don’t want frequent regul ar
reporting for audio, could configure the T rr_interval to a value so
that the regular reporting for both audio and video is at a | eve
that is considered acceptable for the audio. They could then use

f eedback packets, which will include RTCP SR/ RR packets, unless
reduced-si ze RTCP feedback packets [ RFC5506] are used, and can

i nclude other report information in addition to the feedback packet
that needs to be sent. That way the avail able RTCP bandwi dth can be
focused for the use which provides the nost utility for the
application.

Using T_rr_interval still requires one to determ ne suitable val ues
for the RTCP bandwi dth value, in fact it mght nake it even nore
important, as this is nore likely to affect the RTCP behavi our and
performance than when using RTP/AVP, as there are fewer limitations
af fecting the RTCP transm ssion.

When using T_rr_interval, i.e. having it be non zero, there are
configurations that have to be avoided. |If the resulting Td value is
smal ler but close to T rr_interval then the interval in which the
actual regular RTCP packet transmission falls into becones very
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large, fromO0.5 times T_rr_interval up to 2.73 tinmes the

T rr_interval. Therefore for configuration where one intends to have
Td smaller than T_rr_interval, then Td is RECOMVENDED to be targeted

at values less than 1/4th of T rr_interval which results in that the

range becones [0.5*T rr _interval, 1.81*T rr_interval].

Wth RTP/AVPF, using a T_rr_interval of 0 or with another |ow val ue
significantly lower than Td still has utility, and different

behavi our conpared to RTP/AVP. This avoids the Tnmin limtations of
RTP/ AVP, thus allowi ng nore frequent regular RTCP reporting. |In fact
this will result that the RTCP traffic beconmes as high as the
configured val ues.

(tbd: a future version of this meno will include exanmples of how to
choose RTCP paraneters for comon scenari 0S)

There exists no nethod within the specification for using different
regul ar RTCP reporting intervals depending on the nedia type or
i ndi vi dual nedi a stream

7. Security Considerations

In the secure RTP protocol (SRTP) [ RFC3711], the cryptographic
context of a compound SRTCP packet is the SSRC of the sender of the
first RTCP (sub-)packet. This could natter in some cases, especially
for keying nechani sns such as M key [RFC3830] which all ow use of per-
SSRC keyi ng.

O her than that, the standard security considerations of RTP apply;
sending rmultiple nedia streans froma single endpoint does not appear
to have different security consequences than sending the same nunber
of streans.

8. (Open |ssues

At this stage this docunment contains a nunber of open issues. The
below list tries to sumuarize the issues:

1. Do we need to provide a recomendation for unicast session
joiners with many sources to not use O initial mniml interva
frombit-rate burst perspective?

2. RTCP parameters for common scenarios in Section 6.2?

3. Is scheduling algorithmworking well wth dynam c changes?
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4. Are the scheduling al gorithm changes inpacting previous
i mpl ementations in such a way that the report aggregation has to
be agreed on, and thus needs to be considered as an optim zation?

5. An open question is if any inprovenents or clarifications ought
to be allowed regardi ng FB nessage scheduling in multi-SSRC
endpoi nt s.

9. | ANA Consi derati ons

No | ANA actions needed.
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Appendi x A, Changes From Earlier Versions

Note to the RFC-Editor: please renove this section prior to
publication as an RFC.
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A 1.

(0]

Changes From WG Draft -02
Changed usage of Media Stream
Added Updates RFC 4585

Added rules for how to deal with RTCP when aggregating multiple
SSRCs report in same compound packet:

* avg_rtcp_size calcualtion
* Scheduling rules to maintain timnng

Started a section clarifying and di scsussi ng RTP/ AVPF Feedback
Packets and their scheduling.

Changes From WG Draft -01
None, a keep-alive version
Changes From WG Draft -00

Split the Reporting G oup Extension fromthis draft into draft-
ietf-avtcore-rtp-nulti-stream optimn zation-00.

Added RTCP tuning considerations fromdraft-ietf-avtcore-multi-
medi a- rt p- sessi on-02.

Changes From I ndividual Draft -02

Resubm tted as working group draft.

Updat ed references.

Changes From I ndividual Draft -01

Merged with draft-wi-avtcore-nultisrc-endpoint-adver.

Changed how Reporting Groups are indicated in RTCP, to make it
cl ear which source(s) is the group’s reporting sources.

Clarified the rules for when sources can be placed in the same
reporting group.

Clarified that m xers and translators need to pass reporting group
SDES information if they are forwarding RR and SR traffic from
menbers of a reporting group.
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A 6.

(0]

Changes From | ndividual Draft -00

Added the Reporting Group semantic to explicitly indicate which
sources cone froma single endpoint, rather than leaving it

inmplicit.

Specified that Reporting G oup semantics (as they now are) apply
to AVPF and XR, as well as to RR/ SR report bl ocks.

Added a description of the cascaded source-projecting mxer, along
with a calculation of its RTCP overhead if reporting groups are
not in use.

Gave sone gui dance on how the flexibility of RTCP random zation
all ows sone freedomin RTCP nultiplexing

Clarified the | anguage of several of the recommendati ons.

Added an open issue discussing how avg rtcp_size ought to be
calculated for multiplexed RTCP

Added an open issue discussing how RTCP bandwi dths are to be
chosen for sessions where source bandwi dths greatly differ
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