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Abstract

Routing and routing functions in enterprise and carrier networks are
typically perforned by network devices (routers and switches) using a

routing information base (R B).

Protocol s and configuration push

data into the RIB and the RIB nanager installs state into the

har dware; for packet forwarding.

This draft specifies an information

nodel for the RIB to enable defining a standardi zed data nodel. Such
a data nodel can be used to define an interface to the RIB from an

entity that nmay even be external

to the network device. This

interface can be used to support new use-cases being defined by the
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1. Introduction

Routing and routing functions in enterprise and carrier networks are
traditionally perforned in network devices. Traditionally routers
run routing protocols and the routing protocols (along with static
config) populate the Routing information base (RIB) of the router
The RIB is managed by the RI B manager and the RI B manager provides a
nort h-bound interface to its clients i.e. the routing protocols to
insert routes into the RIB. The R B manager consults the RIB and
deci des how to programthe forwarding i nformation base (FIB) of the
hardware by interfacing with the FIB nmanager. The relationship

bet ween these entities is shown in Figure 1.

B TS + B TS +
|RIBclient 1| ...... | RIB client N |
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e +
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e e e - + e e e - +
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Figure 1: RIB nmanager, RIB clients and FI B nanagers
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Routing protocols are inherently distributed in nature and each
rout er nmakes an i ndependent decision based on the routing data
received fromits peers. Wth the advent of newer depl oynent

par adi gns and the need for specialized applications, there is an
energing need to guide the router’s routing function
[I-D.ietf-i2rs-problemstatenment]. Traditional network-device
prot ocol -based RI B popul ati on suffices for nost use cases where

di stributed network control is used. However there are use cases
whi ch the network operators currently address by configuring static
routes, policies and RIB inport/export rules on the routers. There
is also a growing list of use cases [I-D. white-i2rs-use-case],

[1-D. hares-i2rs-use-case-vn-vc] in which a network operator mnight
want to programthe RI B based on data unrelated to just routing
(within that network’s domain). Programming the RIB could be based
on other information such as routing data in the adjacent domain or
the | oad on storage and conpute in the given domain. O it could
simply be a programmatic way of creating on-denmand dynam c overl ays
(e.g. CRE tunnels) between conpute hosts (w thout requiring the hosts
to run traditional routing protocols). |If there was a standardized
publicly docunmented programmatic interface to a RIB, it would enable
further networking applications that address a variety of use-cases
[I-D.ietf-i2rs-problemstatenent].

A programmatic interface to the RIB involves 2 types of operations -
reading fromthe RIB and witing (addi ng/ nodi fying/deleting) to the
RIB. [I-D. white-i2rs-use-case] lists various use-cases which require
read and/or wite manipulation of the RIB.

In order to understand what is in a router’'s RIB, nethods |ike per-
protocol SNMP M Bs and show output screen scraping are used. These
nmet hods are not scal able, since they are client pull mechanisnms and
not proactive push (fromthe router) mechani snms. Screen scraping is
error prone (since the output format can change) and is vendor
dependent. Building a RIB fromper-protocol MBs is error prone
since the M B data represent protocol data and not the exact
information that went into the RIB. Thus, just getting read-only R B
information froma router is a hard task

Adding content to the RIB froman external entity can be done today
using static configuration nechani sns provided by router vendors.
However the m x of what can be nodified in the RIB varies from vendor
to vendor and the nmethod of configuring it is also vendor dependent.
This makes it hard for an external entity to programa nulti-vendor
network in a consistent and vendor-independent way.

The purpose of this draft is to specify an information nodel for the
RIB. Using the infornmation nodel, one can build a detailed data

Bahadur, et al. Expi res August 18, 2014 [ Page 4]



Internet-Draft Routing I nformation Base | nfo Model February 2014

nmodel for the RIB. That data nodel could then be used by an externa
entity to program a network device

The rest of this docunent is organized as follows. Section 2 goes
into the details of what constitutes and can be programmed in a RIB.
Quidelines for reading and witing the RIB are provided in Section 3
and Section 4 respectively. Section 5 provides a high-Ievel view of
the events and notifications going froma network device to an
external entity, to update the external entity on asynchronous
events. The RIB grammar is specified in Section 6. Exanples of
using the RIB grammar are shown in Section 7. Section 8 covers
considerations for perforning R B operations at scale.

1.1. Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

2. RIB data
This section describes the details of a RRB. |t nakes forward
references to objects in the RIB granmar (Section 6). A high-Ileve
description of the RIB contents is as shown bel ow

routing-instance

i nterface(s) Rl B('s)
I
|
| 0..N
rout e(s)

Figure 2: R B node
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2. 1. RI B definition

A RIBis an entity that contains routes. A RIBis identified by its
nane and a RIB is contained within a routing instance (Section 2.2).
The nane MJST be unique within a routing instance. Al routes in a
given RIB MJST be of the sane type (e.g. IPv4). Each R B MJST bel ong
to a routing instance.

A routing instance can have multiple RIBs. A routing instance can
even have two or nore RIBs with the sanme type of routes (e.g. |Pv6).
A typical case where this can be used is for nulti-topol ogy routing
([ RFC4915], [RFC5120]).

Each RIB can be optionally associated with a ENABLE | P_RPF_CHECK
attribute that enabl es Reverse path forwarding (RPF) checks on all IP
routes in that RIB. Reverse path forwarding (RPF) check is used to
prevent spoofing and linmt malicious traffic. For |IP packets, the IP
source address is |ooked up and the rpf interface(s) associated with
the route for that |IP source address is found. |If the inconming IP
packet’s interface matches one of the rpf interface(s), then the IP
packet is forwarded based on its I P destination address; otherw se,
the I P packet is discarded.

2.2. Routing instance

A routing instance, in the context of the RIB information nodel, is a
collection of RIBs, interfaces, and routing paraneters. A routing
instance creates a logical slice of the router and allows different

| ogi cal slices; across a set of routers; to comunicate with each
other. Layer 3 Virtual Private Networks (VPN), Layer 2 VPNs (L2VPN)
and Virtual Private Lan Service (VPLS) can be nodel ed as routing
instances. Note that nodeling a Layer 2 VPN using a routing instance
only nodel s the Layer-3 (Rl B) aspect and does not nodel any |ayer-2
information (like ARP) that m ght be associated with the L2VPN.

The set of interfaces indicates which interfaces are associated with
this routing instance. The RIBs specify howinconming traffic is to
be forwarded. And the routing paranmeters control the information in
the RIBs. The intersection set of interfaces of 2 routing instances
MUST be the null set. In other words, an interface MJST NOT be
present in 2 routing instances. Thus a routing instance describes
the routing informati on and paranmeters across a set of interfaces.

A routing instance MJST contain the follow ng mandatory fi el ds.
0 |INSTANCE NAME: A routing instance is identified by its naneg,

| NSTANCE_NAME. This MJST be uni que across all routing instances
in a given network device

Bahadur, et al. Expi res August 18, 2014 [ Page 6]



Internet-Draft Routing I nformation Base | nfo Model February 2014

2

rib-list: This is the list of RIBs associated with this routing
instance. Each routing instance can have multiple RIBs to
represent routes of different types. For exanple, one would put
I Pv4 routes in one RIB and MPLS routes in another RI B

A routing instance MAY contain the followi ng optional fields.

0

3.

interface-list: This represents the list of interfaces associated
with this routing instance. The interface list hel ps constrain

t he boundaries of packet forwarding. Packets coning on these
interfaces are directly associated with the given routing
instance. The interface list contains a list of identifiers, with
each identifier uniquely identifying an interface.

ROUTER I D: The router-id field identifies the network device in
control plane interactions with other network devices. This field
is to be used if one wants to virtualize a physical router into
multiple virtual routers. Each virtual router MJST have a uni que
router-id. ROUTER |ID MJUST be uni que across all network devices in
a gi ven domai n.

Rout e

Aroute is essentially a match condition and an action follow ng the
mat ch. The match condition specifies the kind of route (1Pv4, MPLS
etc.) and the set of fields to match on. Figure 3 represents the
overal |l contents of a route.
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route
I
Foemmmmaas S I +
I I I
0..N | [ | 1..N
route-attribute mat ch next hop-1i st
I
I
o m oo - o m oo - o m oo - [ S, +
I I I I I
I I I I I
| Pv4 | Pv6 MPLS MAC Interface

(Uni cast/ Ml ticast)

Fi gure 3: Route nodel
Thi s docunment specifies the follow ng match types:
o | Pv4: Match on destination |IP address in the | Pv4 header
o |Pv6: Match on destination IP address in the | Pv6 header
o MPLS: Match on a MPLS | abel at the top of the MPLS | abel stack
0o MAC. Match on MAC destination addresses in the ethernet header
o Interface: Match on incom ng interface of the packet

o IP nulticast: Match on (S, G or (*, G, where S and Gare IP
prefixes

Each route MJST have associated with it the followi ng mandatory route
attributes.

0 ROUTE PREFERENCE: This is a nunerical value that allows for
conparing routes fromdifferent protocols. Static configuration
is also considered a protocol for the purpose of this field. It
is al so known as administrative-di stance. The | ower the val ue,
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t he higher the preference. For exanple there can be an OSPF route
for 192.0.2.1/32 with a preference of 5. |If a controller prograns
aroute for 192.0.2.1/32 with a preference of 2, then the
controller’s route will be preferred by the RI B manager

Preference should be used to dictate behavior. For nore exanpl es
of preference, see Section 7.1

Each route can have associated with it one or nore optional route
attributes

0 route-vendor-attributes: Vendors can specify vendor-specific
attributes using this. The details of this attribute is outside
the scope of this docunent.

Next hop

A nexthop represents an object resulting froma route | ookup. For
exanple, if a route | ookup results in sending the packet out a given
interface, then the nexthop represents that interface.

Next hops can be fully resol ved next hops or unresol ved nexthop. A
resol ved nexthop has adequate information to send the outgoi ng packet
to the destination by forwarding it on an interface to a directly
connect ed nei ghbor. For exanple, a nexthop to a point-to-point
interface or a nexthop to an | P address on an Ethernet interface has
the nexthop resol ved. An unresolved nexthop is sonething that
requires the RIB manager to determ ne the final resolved nexthop

For exanple, a nexthop could be an I P address. The RI B nanager woul d
resolve how to reach that |IP address, e.g. 1is the |IP address
reachabl e by regular I P forwarding or by a MPLS tunnel or by both.

If the RIB manager cannot resolve the nexthop, then the nexthop
remains in an unresolved state and is NOT a candi date for
installation in the FIB. Future RIB events can cause an unresol ved
nexthop to get resolved (like that | P address being advertised by an
| GP nei ghbor). Conversely resol ved next hops can al so becone

unresol ved (e.g. in case of a tunnel going down) and hence would no

| onger be candidates to be installed in the FIB

When at | east one of a route’s nexthops is resolved, then the route
can be used to forward packets. Such a route is considered eligible
to be installed in the FIB and is henceforth referred to as a FI B-
eligible route. Conversely, when all the nexthops of a route are
unresol ved that route can no | onger be used to forward packets. Such
aroute is considered ineligible to be installed in the FIB and is
henceforth referred to as a FIB-ineligible route. The R B

i nformati on nodel allows an external entity to program routes whose
next hops may be unresolved initially. Wenever an unresol ved next hop

adur, et al. Expi res August 18, 2014 [ Page 9]
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gets resolved, the RIB manager will send a notification of the same
(see Section 5 ).

The overall structure and usage of a nexthop is as shown in the
figure bel ow

route

next hop-1i st - menber speci al - next hop

next hop-chai n

1..N |
next hop

I

I
Fom e e e - - Homm - - Fom e e e e e Fom e e e e e +
I I I I
I I I I

next hop-id egress-interface | ogi cal -t unnel tunnel - encap

Fi gure 4: Nexthop node

Next hops can be identified by an identifier to create a |l evel of
indirection. The identifier is set by the RIB manager and returned
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to the external entity on request. The RI B data-nodel SHOULD support
a way to optionally receive a nexthop identifier for a given nexthop.
For exanple, one can create a nexthop that points to a BGP peer. The
returned nexthop identifier can then be used for progranm ng routes
to point to the sane nexthop. Gven that the RI B nanager has created
an indirection for that BGP peer using the nexthop identifier, if the
transport path to the BGP peer changes, that change in path will be
seam ess to the external entity and all routes that point to that BGP
peer will automatically start going over the new transport path.

Next hop indirection using identifiers could be applied to not just

uni cast next hops, but even to nexthops that contain chains and nested
next hops (Section 2.4.1).

2.4.1. Nexthop types

This docunment specifies a very generic, extensible and recursive
grammar for nexthops. Nexthops can be

0 Unicast nexthops - pointing to an interface
0 Tunnel nexthops - pointing to a tunne

0 Replication lists - list of nexthops to which to replicate a
packet

o Wighted lists - for | oad-bal anci ng
o Protection lists - for primary/backup paths

0 Nexthop chains - for chaining headers, e.g. MPLS | abel over a GRE
header

0 Lists of lists - recursive application of the above
0 |Indirect nexthops - pointing to a nexthop identifier
0 Special nexthops - for performng specific well-defined functions

It is expected that all network devices will have a limt on how many
| evel s of | ookup can be perforned and not all hardware will be able
to support all kinds of nexthops. RIB capability negotiation becones
very inportant for this reason and a RI B data-nodel MJST specify a
way for an external entity to | earn about the network device's
capabilities. Exanples of when and how to use various kinds of

next hops are shown in Section 7.2.

Tunnel nexthops allow an external entity to programstatic tunne
headers. There can be cases where the renote tunnel end-point does
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not support dynamic signaling (e.g. no LDP support on a host) and in
those cases the external entity m ght want to programthe tunne
header on both ends of the tunnel. The tunnel nexthop is kept
generic with specifications provided for sone conmmonly used tunnels.
It is expected that the data-nodel will nodel these tunnel types with
conpl ete accuracy.

Next hop chai ns can be used to specify multiple headers over a packet,
before a packet is forwarded. One sinple exanple is that of MPLS
over GRE, wherein the packet has an inner MPLS header followed by a
GRE header followed by an | P header. The outernost |P header is

deci ded by the network device whereas the MPLS header and GRE header
are specified by the controller. Not every network device will be
abl e to support all kinds of nexthop chains and an arbitrary nunber
of header chained together. The RI B data-npdel SHOULD provi de a way
to expose nexthop chaining capability supported by a given network
devi ce.

2.4.2. Nexthop list attributes

For nexthops that are of the formof a list(s), attributes can be
associ ated with each nenber of the list to indicate the role of an
i ndi vi dual nenber of the list. Two kinds of attributes are
speci fi ed:

0 PROTECTI ON_PREFERENCE: Thi s provides a primary/backup |ike
preference. The preference is an integer value that should be set
to 1 (primary) or 2 (backup). Only when all the primary nexthops

fail is the traffic re-routed through the backup nexthops. This
attribute nmust be specified for all the nenbers of a list or none
of them

0 LOAD BALANCE VEI GHT: This is used for | oad-bal ancing. Each |ist
menber MUST be assigned a wei ght between 1 and 99. The wei ght
determines the proportion of traffic to be sent over a nexthop
used for forwarding as a ratio of the weight of this nexthop
di vided by the weights of all the nexthops of this route that are
used for forwarding. To perform equal | oad-bal ancing, one MAY
specify a weight of "0" for all the menmber nexthops. The val ue
"0" is reserved for equal |oad-balancing and if applied, MJST be
applied to all nenber nexthops.

A nexthop list MAY contain el ements that have both

PROTECTI ON_PREFERENCE and LOAD BALANCE VEI GHT set. Wen both are
set, it means under normal operation the network device should | oad
bal ance the traffic over all FIB-eligible nexthops of the current
protection preference.
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2.4.3.

Next hop cont ent

At the lowest |evel, a nexthop can be one of:

(0]

identifier: This is an identifier returned by the network device
representing anot her nexthop or another nexthop chain.

EGRESS | NTERFACE: This represents a physical, logical or virtua
interface on the network device. Address resolution nust not be
required on this interface. This interface may belong to any
routing instance.

I P address: A route |lookup on this |IP address is done to determ ne
the egress interface. Address resolution nmay be required
dependi ng on the interface.

* An optional RI B nane can al so be specified to indicate the RIB
in which the I P address is to be | ooked up. One can use the
RIB name field to direct the packet fromone donain into
anot her domain. By default the RIB will be the sane as the one
that route belongs to.

EGRESS | NTERFACE and | P address: This can be used in cases e.qg.
where the | P address is a link-1ocal address.

EGRESS | NTERFACE and MAC address: The egress interface nust be an
ethernet interface. Address resolution is not required for this
next hop.

tunnel encap: This can be an encap representing an | P tunnel or
MPLS tunnel or others as defined in this document. An optiona
egress interface can be specified to indicate which interface to
send the packet out on. The egress interface is useful when the
networ k devi ce contains Ethernet interfaces and one needs to
perform address resolution for the | P packet.

| ogi cal tunnel: This can be a MPLS LSP or a GRE tunnel (or others
as defined in this docunment), that is represented by a uni que
identifier (E. g. nane).

RI B NAME: A nexthop pointing to a RIB indicates that the route
| ookup needs to continue in the specified RIB. This is a way to
per f orm chai ned | ookups.
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2.4.4. Special nexthops

Thi s docunment specifies certain special nexthops. The purpose of
each of themis explained bel ow

0 DI SCARD: This indicates that the network device should drop the
packet and increnment a drop counter.

0o DI SCARD WTH ERRCOR This indicates that the network device should
drop the packet, increnent a drop counter and send back an
appropriate error nessage (like ICVMP error).

o RECEIVE This indicates that that the traffic is destined for the
networ k device. For exanple, protocol packets or QOAM packets.
Al'l locally destined traffic SHOULD be throttled to avoid a deni al
of service attack on the router’s control plane. An optiona
rate-limter can be specified to indicate howto throttle traffic
destined for the control plane. The description of the rate-
limter is outside the scope of this docunent.

3. Reading fromthe R B

A RI B data-nopdel MJST allow an external entity to read entries, for
RIBs created by that entity. The network device administrator NMAY

al l ow reading of other RIBs by an external entity through access
lists on the network device. The details of access lists are outside
the scope of this docunent.

The dat a- nodel MJST support a full read of the RIB and subsequent

i ncremental reads of changes to the RIB. An external agent SHOULD be
able to request a full read at any tine in the lifecycle of the
connection. Wen sending data to an external entity, the R B manager
SHOULD try to send all dependencies of an object prior to sending

t hat obj ect.

4. Witing to the RIB

A RI B data-npdel MJST allow an external entity to wite entries, for
RIBs created by that entity. The network device adm ni strator MAY
allow wites to other RIBs by an external entity through access lists
on the network device. The details of access lists are outside the
scope of this docunent.

When witing an object to a RIB, the external entity SHOULD try to
wite all dependencies of the object prior to sending that object.
The dat a- nodel MJST support requesting identifiers for nexthops and
collecting the identifiers back in the response.
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Route progranming in the RIB MUST result in a return code that
contains the follow ng attri butes:

0o Installed - Yes/No (lndicates whether the route got installed in
the FIB)

0 Active - Yes/No (Indicates whether a route is fully resol ved and
is a candidate for selection)

0 Reason - E.g. Not authorized

The dat a- nodel MJST specify which objects are nodify-able objects. A
nmodi fy-abl e object is one whose contents can be changed wit hout
havi ng to change objects that depend on it and w thout affecting any
data forwarding. To change a non-nodifiable object, one will need to
create a new object and delete the old one. For exanple, routes that
use a nexthop that is identified by a nexthop-identifier should be
unaf fected when the contents of that nexthop changes.

5. Notifications
Asynchronous notifications are sent by the network device’'s RIB
manager to an external entity when sone event occurs on the network
device. A RIB data-npodel MJST support sendi ng asynchronous
notifications. A brief list of suggested notifications is as bel ow

0 Route change notification, with return code as specified in
Section 4

0 Nexthop resolution status (resol ved/ unresolved) notification
6. R B granmmar

This section specifies the RIB information nodel in Routing Backus-
Naur Form [ RFC5511].

<routing-instance> ::= <| NSTANCE_ NAME>
[<interface-list>] <rib-list>
[ <ROUTER_| D>]

<interface-list> ::= (<INTERFACE | DENTIFIER> ...)
<rib-list>::= (<rib>...)
<rib>::= <RIB_ NAME> <rib-fam|y>

[<route> ...

[ ENABLE_| P_RPF_CHECK]
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<rib-famly> ::= <IPV4_RIB_FAMLY> | <IPV6_RI B_FAM LY>
<MPLS RIB FAM LY> | <IEEE MAC RIB FAM LY>

<route> ::= <match> <nexthop-Ilist>
[ <route-attributes>]
[ <rout e-vendor-attributes>]
<match> ::= <ipv4-route> | <ipv6-route> | <npls-route> |
<mac-route> | <interface-route>
<ipv4-route> ::= <destination-ipv4-address> | <source-ipv4-address> |
(<destination-ipv4-address> <source-ipv4-address>)
<destination-ipv4-address> ::= <ipv4-prefix>
<source-i pv4-address> ::= <ipv4-prefix>
<i pv4-prefix> ::= <| PV4A_ADDRESS> <I| PV4_PREFI X _LENGTH>
<i pv6-route> ::= <destination-ipv6-address> | <source-ipv6-address> |
(<destination-ipv6-address> <source-ipv6-address>)
<destination-ipv6-address> ::= <ipv6-prefix>
<source-i pv6-address> ::= <ipv6-prefix>
<i pv6-prefix> ::= <|I PV6_ADDRESS> <I| PV6_PREFI X _LENGTH>
<mpl s-route> ::= <MPLS> <MPLS_LABEL>
<mac-route> ::= <| EEE MAC> ( <MAC_ADDRESS> )
<interface-route> ::= <|I NTERFACE> <I| NTERFACE_| DENTI FI ER>

<I PV4_ADDRESS>
<I PV4_PREFI X_LENGTH>
<I PV6_ADDRESS>

<I PV6_PREFI X_LENGTH>

<mul ti cast-source-i pv4-address> :

<mul ti cast-source-i pv6-address> :

<route-attributes> ::= <ROUTE_PREFERENCE> [ <LOCAL_ONLY>]
[ <address-fam |l y-route-attributes>]

<address-family-route-attributes> ::= <ip-route-attributes>
<npl s-route-attributes>
<ethernet-route-attributes>
<ip-route-attributes> ::= <>
<npl s-route-attributes> ::= <>
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<ethernet-route-attributes> ::= <>
<route-vendor-attributes> ::= <>

<next hop-list> ::= <speci al - next hop> |
((<next hop-Ili st-menber>) |
([ <nexthop-list-menber> ... ] <nexthop-list>))

<next hop-1ist-nmenber> ::= (<nexthop-chain> |
<next hop-chai n-identifier>)
[ <next hop-Ilist-nenber-attributes>]
<next hop-1list-menber-attributes> ::= [ <PROTECTI ON_PREFERENCE>]
[ <LOAD_BALANCE MWEI GHT>]

<next hop-chai n> ::= (<nexthop> ...)
<next hop-chai n-identifier> ::= <NEXTHOP_NAME> | <NEXTHOP_| D>
<next hop> ::= (<nexthop-identifier> | <EGRESS |NTERFACE> |

<i pv4- address> | <ipv6-address>

(<EGRESS_| NTERFACE> (<i pv4-address> | <ipv6-address>)
[RIB_NAVE]) |

(<EGRESS_| NTERFACE> <| EEE_NMAC ADDRESS>)

(<tunnel - encap> [ <EGRESS | NTERFACE>]) |

<l ogi cal -t unnel >

<RI B_NAME>)
<next hop-identifier> ::= <NEXTHOP_NAME> | <NEXTHOP_I| D>
<next hop- address> ::= (<l Pv4d> <ipv4-address>) |

(<I PV6> <i pv6-address>) |
(<l EEE_MAC> <| EEE_MAC ADDRESS>)

<speci al - next hop> ::= <Dl SCARD> | <DI SCARD W TH_ERROR> |
(<RECEI VE> [<COS _VALUE>] [<rate-limter>])

<rate-limter> ::= <>

<l ogi cal -tunnel > ::= <tunnel -type> <TUNNEL_NAME>

<tunnel -type> ::= <IP> | <MPLS> | <GRE> | <VWXLAN> | <NVGRE>

<tunnel - encap> ::= (<IPV4> <i pv4-header>) |

(<I PV6> <i pv6- header>) |
(<MPLS> <npl s- header>) |
(<GRE> <gre-header>) |
(<VXLAN> <vxl| an-header>) |
(<NVGRE> <nvgr e- header >)
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<SQURCE_| Pv4_ADDRESS> <DESTI NATI ON_I Pv4_ADDRESS>
<PROTOCOL> [ <TTL>] [ <DSCP>]

<i pv4- header > :

<i pv6- header> :: = <SOURCE_| PV6_ADDRESS> <DESTI NATI ON_| PV6_ADDRESS>
<NEXT HEADER> [ <TRAFFI C_CLASS>]
[ <FLON LABEL>] [<HOP_LIM T>]

<npl s- header> ::= (<npl s-| abel -operation> ...)

<npl s-1 abel -operation> ::= (<MPLS_PUSH> <MPLS LABEL> [<S BI T>]
[ <TOS_VALUE>] [<TTL_VALUE>]) |
(<MPLS_POP> [ <TTL_ACTI ON>])

<gre-header> ::= <GRE_|I P_DESTI NATI ON> <GRE_PROTOCOL_TYPE> [ <GRE_KEY>]
<vxl| an- header > ::= (<ipv4-header> | <ipv6-header>)

[ <VXLAN_I DENTI FI ER>]

(<i pv4- header> | <i pv6-header >)

<VI RTUAL_SUBNET _| D>

[ <FLOW | D>]

<nvgr e- header > :

Figure 5: RI B rBNF gramar
7. Using the RI B grammar

The RIB grammar is very generic and covers a variety of features.
This section provides exanples on using objects in the R B gramar
and exanples to program certain use cases.

7.1. Using route preference

Using route preference a client can pre-install alternate paths in
the network. For exanple, if OSPF has a route preference of 10, then
another client can install a route with route preference of 20 to the
same destination. The OSPF route will get precedence and will get
installed in the FIB. Wen the OSPF route is withdrawn, the
alternate path will get installed in the FIB

Route preference can also be used to prevent denial of service
attacks by installing routes with the best preference, which either
drops the offending traffic or routes it to some nonitoring/analysis
station. Since the routes are installed with the best preference,
they will supersede any route installed by any other protocol
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7.2. Using different nexthops types

The RIB granmar allows one to create a variety of nexthops. This
section describes uses for certain types of nexthops.

7.2.1. Tunnel nexthops
A tunnel nexthop points to a tunnel of sonme kind. Traffic that goes
over the tunnel gets encapsulated with the tunnel encap. Tunne
next hops are useful for abstracting out details of the network, by
having the traffic seam essly route between network edges.

7.2.2. Replication lists
One can create a replication list for replication traffic to nultiple
destinations. The destinations, in turn, could be conpl ex nexthops
in thenselves - at a | evel supported by the network device. Point to
mul ti poi nt and broadcast are exanpl es that involve replication
Areplication list (at the sinplest level) can be represented as:

<next hop-list> ::= <nexthop> [ <nexthop> ... ]

The above can be derived fromthe granmar as foll ows:

<next hop-list> ::= <nexthop-I|ist-nenber> [ <nexthop-Ilist-nenber> ...]
<next hop-1list> ::= <next hop-chai n> [ <next hop-chain> ...]
<next hop-list> ::= <nexthop> [ <nexthop> ... ]

7.2.3. Wighted lists
A weighted list is used to | oad-bal ance traffic anong a set of
next hops. From a nodeling perspective, a weighted list is very
simlar to a replication list, with the difference that each nenber
next hop MUST have a LOAD BALANCE WEI GHT associated with it.

A weighted list (at the sinplest level) can be represented as:
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<next hop-list> ::= (<nexthop> <LOAD_BALANCE_WEI GHT>)
[ (<next hop> <LQAD BALANCE VEI GHT>)... ]

The above can be derived fromthe grammar as foll ows:

<next hop-list> :
<next hop-list> :

<next hop-1i st-nmenber> [ <next hop-1ist-nmenber> ...]
(<next hop- chai n> <next hop-1ist-nenber-attri butes>)
[ (<next hop- chai n>

<next hop-1list-nmenber-attributes>) ...]
(<next hop- chai n> <LOAD BALANCE \EI CHT>)
[ (<next hop- chai n> <LOAD_BALANCE_WEI GHT>) ... ]
(<next hop> <LOAD_ BALANCE WEI GHT>)
[ (<next hop> <LOAD BALANCE_VEI GHT>) ... ]

<next hop-1list> :

<next hop-list> :

7.2.4. Protection lists

Protection lists are simlar to weighted lists. A protection |ist
specifies a set of primary nexthops and a set of backup nexthops.
The <PROTECTI ON_PREFERENCE> attri bute indicates which nexthop is
primary and which is backup.

A protection list can be represented as:

<next hop-list> ::= (<next hop> <PROTECTI ON_PREFERENCE>)
[ (<next hop> <PROTECTI ON_PREFERENCE>) ... ]

A protection list can also be a weighted list. |In other words,
traffic can be | oad-bal anced anong the prinmary nexthops of a
protection list. 1In such a case, the list will look like:
<next hop-list> ::= (<nexthop> <PROTECTI ON_PREFERENCE>

<LOAD_BALANCE_WEI GHT>)
[ (<next hop> <PROTECTI ON_PREFERENCE>
<LOAD BALANCE VEEI GHT>) ... ]

7.2.5. Nexthop chains
A nexthop chain is a nexthop that puts one or nore headers on an

out goi ng packet. One exanple is a Pseudowire - which is MPLS over
sone transport (MPLS or GRE for instance). Another exanple is VxLAN
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over |P. A nexthop chain allows an external entity to break up the
programm ng of the nexthop into i ndependent pieces - one per
encapsul ati on.

A sinple exanple of MPLS over GRE can be represented as:

<next hop-list> ::= (<MPLS> <npl s- header>) (<GRE> <gre- header>)

The above can be derived fromthe grammar as foll ows:

<next hop-list> :
<next hop-1list> :

<t unnel - encap> (<tunnel - encap>)
(<MPLS> <npl s- header>) (<GRE> <gre- header >)

<next hop-list> ::= <nexthop-I|ist-nmenber> [<nexthop-Ilist-menber> ...]
<next hop-1ist> ::= <nexthop-chai n>

<next hop-list> ::= <nexthop> [ <nexthop> ... ]

<next hop-list> ::= <tunnel -encap> (<nexthop> [ <nexthop> ...])

7.2.6. Lists of lists

Lists of lists is a conplex construct. One exanple of usage of such
a construct is to replicate traffic to nultiple destinations, with
high availability. 1In other words, for each destination you have a
primary and backup nexthop (replication list) to ensure there is no
traffic drop in case of a failure. So the outer list is a protection
list and the inner lists are replication lists of primary/backup

next hops.

7.3. Performng nulticast

I P multicast involves matching a packet on (S, G or (*, G, where
both S (source) and G (group) are IP prefixes. Follow ng the match
the packet is replicated to one or nore recipients. How the

reci pients subscribe to the nulticast group is outside the scope of
t hi s docunent.

In Pl Mbased nulticast, the packets are IP forwarded on an IP
multicast tree. The downstream nodes on each point in the nulticast
tree is one or nore | P addresses. These can be represented as a
replication list ( Section 7.2.2 ).

In MPLS-based multicast, the packets are forwarded on a point to
mul ti point (P2MP) | abel -switched path (LSP). The nexthop for a P2MP
LSP can be represented in the nexthop grammar as a <l ogical -tunnel >
(P2MP LSP identifier) or a replication list ( Section 7.2.2) of
<tunnel -encap>, with each tunnel encap representing a single npls
downst r eam next hop.
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8. RIB operations at scale

This section discusses the scale requirenents for a R B data-nodel
The RIB data-nodel should be able to handle | arge scal e of
operations, to enable deploynent of RIB applications in |arge

net wor ks.

8. 1. Rl B reads

Bul ki ng (grouping of nultiple objects in a single nessage) MJST be
supported when a network device sends RIB data to an external entity.
Simlarly the data nodel MJST enable a RIB client to request data in
bul k froma network device

8. 2. RIB wites

Bul ki ng (grouping of nultiple wite operations in a single nessage)
MUST be supported when an external entity wants to wite to the RIB
The response fromthe network device MJST include a return-code for
each wite operation in the bul k message.

8.3. RIB events and notifications

There can be cases where a single network event results in multiple
events and/or notifications fromthe network device to an externa
entity. On the other hand, due to timng of nultiple things
happening at the sanme tinme, a network device m ght have to send

mul tiple events and/or notifications to an external entity. The
net wor k devi ce originated event/notification nessage MJST support
bul king of nultiple events and notifications in a single nessage.

9. Security Considerations

Al'l interactions between a RI B manager and an external entity MJST be
aut henticated and aut horized. The RI B nmanager MJST protect itself
agai nst a denial of service attack by a rogue external entity, by
throttling request processing. A R B manager MJST enforce lints on
how nmuch data can be programmed by an external entity and return
error when such a limt is reached.

The RI B nmanager MJUST expose a data-nodel that it inplenents. An
external agent MJUST send requests to the RI B manager that conply with
the supported data-nodel. The data-nodel MJIST specify the behavi or
of the RI B manager on handling of unsupported data requests.
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