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Abstract
A network routing protocol like BGP is typically configured and

anal yzed through sone

form of Command Line Interface (CLI) or

NETCONF. These interactions to control BGP and di agnose its

oper ati on enconpass:

configuration of protocol paraneters, display of

protocol data, setting of certain protocol state and debuggi ng of the

pr ot ocol

Interface to the Routing Systenmis (12RS) Programmatic interfaces, as
defined in [draft-ietf-i2rs-architecture], provides an alternate way
to control and di agnose the operation of the BGP protocol. |2RS nay
be used for the configuration, manipulation, analyzing or collecting
the protocol data. This docunent describes set of use cases for

whi ch 1 2RS can be used for BGP protocol. It is intended to provide a

base for the solution
pr ot ocol

Status of This Meno

draft describing a set of interfaces to the BGP

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 16, 2014.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Thi s docunment may contain material from | ETF Docunents or |ETF
Contri butions published or nmade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in sone of this
material may not have granted the IETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into | anguages other
t han Engli sh.
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1. Introduction
Typically, a network routing protocol like BGP is configured and

results of its operation are analyzed through sone form of Command
Line Interface (CLI) or NETCONF. These interactions to control BGP
and di agnose its operation enconpass: configuration of protoco
paraneters, display of protocol data, setting of certain protoco
state and debuggi ng of the protocol

The 1 2RS Framework docunent [I-D.ietf-i2rs-architecture] describes a
mechani smto control network protocols |ike BGP using a set of
programatic interfaces. These programmatic interfaces allow one to
control the BGP protocol by analyzing its operational state and
routing protocol data, plus manipulating BG s configuration to

achi eve various goals. The I12RS is not intended to replace any

exi sting configuration mechanisnms, (i.e.: Command Line Interface or
NETCONF). Instead, I12RS is intended to augnent those existing
mechani sns by defining a standardi zed set of programmatic interfaces
to enabl e easier configuration, interrogation and anal ysis of the BGP
pr ot ocol

Thi s docunment describes set of use cases for which |I2RS s
programmatic interfaces can be used to control and anal yze the
operation of BGP. The use cases described in this docunent cover the
foll owi ng aspects of BGP:. protocol paraneter configuration, protoco
route mani pul ati on and tracking of protocol events. The goal is to
informthe community’s understandi ng of where the |12RS BGP extensions
fit wwthin the overall |12RS architecture. It is intended to provide
a basis for the solutions draft describing the set of Interfaces to
the BGP protocol

1.1. Requirenents Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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BGP Protocol Operation

It is increasingly conmon for services facilitated via BGP to be

subj ect to severe, wi despread disruptions (outages), prinmarily due to
the destructive teardown of BGP sessions as a result of receiving

mal formed BGP attributes. The docunent Operational Requirenents for
Enhanced Error Handling Behaviour in BGP-4

[1-D.ietf-grow ops-reqs-for-bgp-error-handling] outlines requirenments
to try to mininmze the scope of the inpact attributed to such errors.
Unfortunately, nore fine-grained BGP error handling sol utions, which
would result inlittle to no inpact on the operation of BGP protocol
remai n el usive

1. BGP Error Handling for Internal BGP Sessions

It is possible that I2RS coul d enabl e enhanced error handling

techni ques for Internal BGP sessions. At a mninum |2RS-capable BGP
routers could signal an event such as "Ml formed Attribute Received"
toward an |1 2RS controller(s). |2RS controller(s) may already have a
real -tine view of BGP routes, and corresponding BGP attributes, or
may dynamically interrogate BGP routers in the network to identify
the present propagati on scope of the BGP route(s) that are affected.
Finally, the I2RS controller(s) could then signal back to BGP routers
to apply a filter that woul d bl ock propagation of the BGP attribute
or BGP route, as necessary, in order to tenporarily aid in

consi stency of BGP routing information across the entire network
until a permanent fix can be devel oped and depl oyed wi thin BGP
routers.

I 2RS woul d enabl e the global visibility and gl obal control over the
operational state of BGP, within a given Autononous System that is
necessary to facilitate the learning of, rapid response to and nore
fine-grained isolation/scoping of BGP protocol events that currently
cause a destructive tear-down of BGP sessions that |ead to w despread
di sruptions of services.

BGP Rout e Manipul ation

Mul ti protocol BGP [ RFC4760] provides support to carry routing
information for different BGP address families. Route nmanipul ation
is heavily done across these different address fanilies for different
reasons. BGP IPv4 and | Pv6 address families use BGP Conmunities

[ RFC1997] and other 1BGP and EBGP attributes to manipul ate BGP routes
for Traffic Engineering purpose. BGP VPN adddress fanmilies use

Ext ended Communities [ RFC4360] to filter unwanted BGP routes. BGP

Fl owspec address fam |y [RFC5575] is used to install Flow based
filters to filter unwanted data traffic. The follow ng sub-sections
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descri be the use of I RS towards BGP Route Manipulation for different
BGP address famlies.

3.1. Custonized Best Path Selection Criteria

The BGP custoni zed Bestpath facilitates custom bestpath conputations
within a BGP speaking network. It is usually used within an |BGP
networ k. Custom zed best paths use special extended conmunities known
as cost communities. Cost comunities carry enough information;

Point of Insertion (PO) and the cost value to signal where in BGP
bestpath the custoni ze checks need to be done. Both, the traffic
engi neering as well as backdoor (SHAM 1inks use custom zed bestpath
conmput ati on.

Wth I2RS, it would be possible for an I 2RS controller to push routes
with custom cost conmmunities on the BGP routers for Traffic

Engi neering purpose. |2RS controller now can act as a central entity
keeping track of all Traffic engineering data that get applied to BGP
routes within an | BGP networKk.

3.2. Fl owspec Routes

The BGP fl owspec address fanily is used to disseninate the traffic
flow specification to the BGP Aut ononmous System Border Routers
(ASBRs) and Provider Edge (PE) routers. Both, the BGP ASBRs and the
PEs woul d translate the received BGP traffic flow specification into
an Access Control List (ACL) and install it in router’s forwarding
path. Using such ACLs routers can now classify, shape, rate lint,
filter, or redirect traffic flows.

Wth I2RS, it would be possible for an | 2RS controller to push
traffic fl ow specifications to the BG ASBRs and the PE routers.

I 2RS controller can act as a central entity tracking all the traffic
flow specifications that are installed within an I BGP network. [|2RS
controller could also prioritize and control the announcenment of
traffic flow specifications according to various ASRBs and PE
router’s capacity. BGP ASBRs and PE routers MAY forward traffic flow
specifications received from EBGP speakers to | 2RS Agents. This
woul d all ow | 2RS agents to centrally nmanage and track any externally
received traffic flow specifications.

3.3. Route Filter Routes for Legacy Routers

The BGP Route Filter address family is used to dissem nate the Route
Target filter information between VPN BGP speakers. This information
is then used to build a route distribution graph that helps in
limting the propagation of VPN NLRI within a VPN network. However,
it requires that all the BG® VPN routers are upgraded to support this
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functionality. Oherw se, the graph information is inconplete when a
VPN networ k consi sts of |egacy routers that participates in VPN but
does not inplenent the BGP route filter address famly.

Wth I2RS, it would be possible for an | 2RS controller to push router

filter information to BGP RR routers on behal f of all |egacy routers
that participates in VPN but does not support or inplenent the BGP
route filter address famly. |[|2RS controller can act as a centra

entity tracking all the configured Route Filters for |egacy routers
and push them on appropriate RRs who in turn would push it to ASBRs
and PE routers. 1In this way, |2RS agents help build an optimal route
distribution graph that would assist in filtering of VPN NLRIs in a
VPN net wor k.

3.4. Optimzed Exit Contro
Optinized Exit Control is used to provide route optinization and | oad

distribution for nultiple network connecti ons between networks.
Net wor k operators can nonitor IP traffic flows and then could define

policies and rules based on traffic class performance, |ink bandw dth
monetary costs, link |l oad distribution, traffic types, link failures,
etc.

Wth I2RS, it would be possible for an | 2RS controller to nmanipul ate
BGP routes and its paranmeters that influence BGP bestpath deci sions.
| 2RS controller could act as a central entity that would nonitor and
mani pul ate BGP routes based on central network based policies. Such
routes would then be injected by a I 2RS controller into the network

so as to get the load distribution for nmultiple network connecti ons.

4. BGP EBvents
G ven the extrenely | arge nunber of BGP Routes in networks, it is
critical to have scal abl e nechani sns that can be used to nonitor for
events affecting routing state and, consequently, reachability. In
addition, simlar tools are needed in order to nonitor BGP protocol
statistics, which help operators and devel opers better understand
scalability of software and hardware that BGP utilizes.
I 2RS coul d provide a publish-subscribe capability to applications to:
0 request nonitoring of BGP routes and rel ated events; and,

0 subscribe to the I12RS controller to receive events related to BGP
routes or other protocol-related events of interest.
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4.1. Notification of Routing Events

There are certain IP prefixes, for exanple those that are arbitrarily
classified by a given network operator as "high visibility" by its
end-users, for which inmediate notification of changes in their state
are extrenmely useful to know about. Upon notification of such
events, a Network Operations Center (NOC) could respond to custoner
inquiries in a nore tinmely fashion; alternatively, the NOC nay deci de
to perform Traffic Engineering to restore service, etc.

Currently, the only way to learn of such events is for a BGP
nmonitoring systemto establish a BGP session with a multitude of BGP
routers in an AS. Then, the BGP nonitoring system needs to | ook
through all BGP UPDATE s in order to identify those events that are
of interest toit. Note, this doesn’'t account for the fact that
there are several applications that m ght be sinultaneously
interested in learning of events to a given IP prefix nor the fact
that sone applications may want to dynamically insert or renove "IP
prefixes of interest", depending on the needs of their constituent
appl i cations.

Wth I2RS, it is conceivable that applications could tell an I2RS
controller, through a North-Bound API, their "IP prefixes" (or,

AS PATH s, BGP communities, etc.) that are of interest. For exanple,
a NOC application may be interested in changes to high visibility
content or service-provider Web sites; alternatively, a security
application may be interested in events associated with a different
set of IP prefixes. The I2RS controller would then consolidate the
list of IP prefixes, and associated characteristics, to be nonitored
and program BGP routers in an AS to observe this subset of routes for
changes. Sone exanples of changes in routing state mght include:

o an IP prefix being announced or w thdrawn
o an IP prefix being suppressed, due to route flap danpening
0o an alternative best-path being chosen for a given |P prefix

When the requisite events for a BGP Route are observed by a BGP
router, it would notify |I2RS agents.

The | 2RS agents woul d have a publish/subscri be nechani sm wher eby
various sets of applications nmay subscribe to events of interest.
The 12RS controller would then publish these events so applications
woul d i rmedi ately receive them and take the appropriate domain-
specific action necessary.
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4.2. Tracing Dropped BGP Routes

It is extremely useful to operators to be able to rapidly identify
i nstances where a BGP route is not being propagated within an

Aut ononbus System At a mininum this could result in sub-optinal
performance when attenpting to reach such destinations.

There are two instances when this scenario will occur. First, when a
Service Provider is using "Soft Reconfiguration Inbound”, it allows
their ASBR routers to receive a copy of a BGP route, but show that
route was not pernmtted into the Adj-RIB-In nost likely as a result
of the inbound BGP policy not permitting that IP prefix. Thus, this
BGP route is not even eligible for BG Path Selection. The second
instance is where the BGP route is permtted by the inbound BGP
policy into the Adj-RIB-1n, but due to BGP Path Selection (i.e.

| ower LOCAL_PREF, |onger AS PATH |l ength, etc.) was not chosen as the
best path and, subsequently, this particular BGP route is not
forwarded on to other internal BGP speakers in the AS. In both

i nstances, the BGP route is only visible within the ASBR on which
that BGP route was first | earned. Needless to say, in |large Service
Provi der networks with a numerous interconnects to a single custoner
it can be very tine-consumng to di scover where such a BGP route is
| earned before ultinmately deternining why the route was bl ocked or
not preferred.

Wth I2RS, it would be possible for an | 2RS controller to rapidly
gather information fromacross a large set of BGP routers in the
network to deternmine at what ASBR s the BGP route is being | earned.
Next, the I2RS controller could interrogate those routers BGP
policies to determ ne the root cause of why the route was either not
| earned or not preferred in BGP. Finally, if necessary, the |I2RS
controller(s) could amend BGP policies and push themout to BGP
routers to permt the BGP route or nmake it a preferred route
according to the BGP path selection algorithm

4.3. BGP Protocol Statistics

There are a variety of statistics related to the operation of BGP
that are invaluable to network operators. These statistics generally
hel p operators, and devel opers, understand the present state and
future scalability of BGP

One statistic that is invaluable to operators is the current nunber
of BGP routes |earned through an eBGP session. Operators then apply
a conmand agai nst each eBGP session to linmt the maxi mum nunber of
BGP routes that may be | earned through that eBGP session before a
war ni ng nessage is triggered and/or the eBGP session is torn down
completely. This configuration capability is often referred to as a
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"max-prefix limt". This comrmand nust be routinely audited and, if
necessary, adjusted in order to not trigger a false warning or
teardown due to the natural organic growh in BGP routes |earned from
a gi ven BGP nei ghbor

| 2RS agents coul d provide an inval uable capability to help audit and
re-programthe "max-prefix limt" on a periodic basis, which is
generally once per day. Specifically, the first task would be for an
| 2RS controller to validate that there is a "max-prefix limt"
applied to every eBGP session. (If there is not, that should either
trigger a red alarmto the NOC to manually fix this condition or for
the 12RS controller to automatically apply a "max-prefix linmt" that
woul d al l eviate this hazardous condition). Assunming there is a "max-
prefix limt" already in place, the |I2RS controller would

simul taneously retrieve, fromeach BGP router, the current nunber of
BGP routes | earned through a BGP session and val ue used for the "nmax-
prefix limt" on that sanme BGP session. These two values could then
be handed off to an application that deternmines if adjustnents in the
"max-prefix limt" value are required for each BGP session. The
application would then notify the |12RS controller of the subset of
eBGP sessions and their associated change in "max-prefix limt"

val ue, whereby the |2RS controller would then adjust the BGP protoco
configuration on each requisite BGP router in the network. Finally,
it should be noted that the above is just one method whereby "max-
prefix linmt" values are adjusted. It’s simlarly possible that the
BGP routers may, through the 12RS, pull the "max-prefix limt" val ues
for each eBG nei ghbor they have on-board on a periodic basis and
validate their accuracy.

The above is just one use case related to BGP protocol statistics.
There are wealth of other BGP protocol statistics or state

i nformati on that would be invaluable to have programmatic visibility
into that operators do not have today.

5. Central nenbership conputation for MPLS based VPNs

MPLS based VPNs use route target extended communities to express
menbership information. Every PE router holds incom ng BGP NLRI and
processes themto detern ne nenbership and then inport the NLRI into
the appropriate MPLS/ VPN routing tables. This consunmes resources,
bot h menory and conpute on each of the PE devices.

An alternative approach is to nmonitor routing updates on every PE
fromthe attached CEs and then conpute nenbership in a centra
manner. Once conputed the routes are pushed to the VPN RIBs of the
participating PEs.

This centralization of nmenbership control has a few advant ages
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o The menbershi p mechani sm (route-targets) need not be configured in
each of the PEs and can be expressed once centrally.

0 No resources in the PEs need to be spent to categorize routes into
the VRF tables that they belong and to filter out unwanted state.

o Doing it centrally neans the availability of alnbst unlimted
comput e capacity to conpute menbership and hence can be done in a
scal eabl e manner.

0 Mre sophisticated routing policies and filters can be applied
during the central inport/export process than can be expressed and
performed using the traditional route target mechani sm

0 Routes can be selectively pushed only to the participating PE s
further reducing the nenory |oad on the individual routers in the
network. This further obviates for a distributed nechani sns such
as rt constraints to reduce unnecessary path state in the routers.

Note that centrally conputation of menbership can be applied to other
scenarios as well such as VPLS, MVPNs, MAC VPNs and ot hers.

Dependi ng on the scenario, what gets nonitored fromthe CE m ght
vary. Central conputation will especially help VPLS where nulti-
honmi ng and | oad bal anci ng using distributed techniques has

particul arly been a chall enge.

Al so note that one of the biggest prom ses of central route
conputation is sinplification and reduction of conputation and nenory
| oad on all devices in the network. This use case is just one
exanple that illustrates these benefits of central conputation very
wel | .

Sunmary of |2RS Capabilities and Interactions:

0 The ability to read the loc-RIB-In BGP table that gets all the
routes that the CE has provided to a PE router

0o The ability to install destination based routes in the local R B
of the PE devices. This nust include the ability to supply the
destination prefix (NLRI), a table identifier, a route preference,
a route nmetric, a next-hop tunnel through which traffic would be
carried

6. Marking Overlapping Traffic Engineering Routes for Renobva
It is often the case that routes are advertised not to provide

reachability (in the strict sense), but rather to provide optinal
reachability, or to engineer the path traffic takes to a particul ar
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9.

destination. VWhile this can inprove the efficiency of a network’s
operation, it can also increase the ambunt of state carried in the
control plane beyond the point where the additional state has any
real effect on traffic flow. Renoving Overl appi ng Routes

[1-D. white-grow overl appi ng-routes] provides a nechani sm designed to
renove these traffic engineering routes once they are beyond the
poi nt of actually inpacting traffic flows in the network.

Sunmary of |2RS Capabilities and Interactions:

0 The ability to read the loc-RIB-in BGP table to discover
overl apping routes, and determ ne which nmay be safely marked for
renoval .

0o The ability to nodify filtering rules and initiate a re-
conmputation of the local BGP table through those policies to cause
specific routes to be marked for renoval at the outbound eBGP
edge.

Security Considerations

The BGP use cases described in this docunment assunes use of |2RS
programatic interfaces described in the |I2RS franework nentioned in
[I-D.ietf-i2rs-architecture]. This docunent does not change the
underlying security issues inherent in the existing in
[I-D.ietf-i2rs-architecture].
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Appendi x A, BGP Configuration

The configuration of BGP is arduous to establish and maintain,
particularly on networks whose services have a requirenent for
compl ex routing policies. This need is nagnified by the need to
routinely performchanges to |arge nunbers of BGP routers to, for
exanpl e: add or renove customer’s BGP sessions, announce or w thdraw
(customer) IP prefixes in BGP, nodify BGP policies to effect changes
in Traffic Engineering, audit BGP routers to ensure they have

consi stent and appropriate BGP policies, and others.

There are three categories of BGP configuration

1. Local BGP routing protocol configuration: |ocal Autononobus System
Nunber (ASN), BGP path selection properties of the router,
injection of (aggregate) routes into BGP, etc.

2. Local BGP policies: policies designed to filter and/or manipul ate
BGP attributes associated with BGP routes |earned through BGP
sessions. These policies typically live in the gl oba
configuration of a BGP router, but are applied on a per-BGP
nei ghbor basis (or, group of BGP nei ghbors); and,

3. BCGP nei ghbor sessions: renpte ASN, renote | P address, address
famlies, BGP policies to applied to routes, max-prefix linits,
et c.

The sumtotal of BGP configuration on a BGP router is typically the
| argest quantify of configuration on Service Provider’s BGP routers,
by a fairly large margin. Wen that is conbined with the |large set
of routine configuration changes, nentioned above, it should be
fairly clear that systematic readi ng, configuration and control of
BGP routers through a nechanismlike |12RS would greatly benefit al
operators of BGP routers.

Patel, et al. Expi res August 16, 2014 [ Page 13]



Internet-Draft Use Cases for an Interface to BGP February 2014

While it may not be possible to provide programmatic APls for
esoteric vendor-specific policy configuration, it is possible to
provi de such API’'s for BGP protocol specific configuration and the
nore commonly used BGP routing policies.

A.1. BGP Protocol Configuration

Ability to enable and di sabl e new address fam lies within a BGP
protocol for a network of BGP speaking routers is a challenge. The
challenge is mainly in keeping track of BGP speaker’s feature
capabilities and then configuration of new address families on a
mul ti pl e BGP speakers within a given network. Wth the necessary

i nformation, |2RS agents allow a network operator to push
configuration information for enabling and di sabling of new address
famlies on a partial or entire set of BGP speakers within a given
network. This would assist in building BG overlay networks as
needed.

For VPN address fanilies, the main challenge lies in the conplex VPN
configuration required to setup the control plane for Customer VPNs.
The configuration involves creating a Virtual Routing and Forwardi ng
instance (VRF), a Route Distinguisher (RD) that ensures each customner
prefixes renmi ns uni que across VPNs, and Route Targets (RT) that help
ensure that the Custoner prefixes are segregated appropriately so
that they do not cross the VPN boundaries. [|2RS would allow a

net wor k operator to push such configuration froma central |ocation
where a gl obal VPN provisioning information could be stored. This
hel ps avoi d manual configuration of a VPN on nultiple routers.
Instead the configuration is controlled and pushed though a centra

| 2RS controller using a programmatic set of APls on targeted set of
BGP speakers.

Use of |2RS agents to announce protocol configuration information
woul d sinplify and automate configurati on of BGP protocol in |IBGP
depl oynents where the protocol based policies are seldomused. To
facilitate such a centralized configuration nodel, BGP speakers could
be extended to use programmatic APIs to announce their feature
capabilities as part of protocol initialization to the centralize

| 2RS agents. This would assist |2RS agents to auto-di scover BGP
protocol capabilities of various BGP speakers in a given network.

| 2RS agents in turn would use the information towards enabling/

di sabling of BGP specific features on BGP speakers.

A.2. BGP Policy Configuration

Filtering of BGP routes is strongly recommended to control the
announcenents of BGP prefixes across the internet. Most providers
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make extensive use of BGP prefix filtering policies at the edge of
their networks. The reasons for filtering BGP prefixes are:

0 Avoid Unwanted Route Announcenents. Filter prefixes that MJUST not
be routed [ RFC5735], [RFC5156]. Filter prefixes that are not
al l ocated by Internet Routing Registries.

0o Facilitate Route Summarization. Filter prefixes beyond certain
agreed prefix mask | ength between providers. Route Sunmarization
hel ps control BGP RIB and FIB tabl e size.

o Defensive Security. Filter prefixes from Stub customer ASes that
are not owned by the custoners. Filter custoner prefixes
announced by other providers. This hel ps avoid prefix hijacking.

A set of standards-based schemas to enabl e configuration of Local BGP
policies and BGP nei ghbor sessions was realized through the Routing
Policy Specification Language (RSPL) [RFC2622]. The RPSL defined a
st andar ds- based schemas, or ’'objects’ as it called them that

defi ned:

0 binding of IP prefixes to (one or nore) Origin AS, (route
obj ects);

o0 collections of routes (route-set objects);
o collections of Autononous Systens (as-set objects); and,

0 routing policy of an Autononbus Systemto/fromits adjacent
nei ghbor AS es, (aut-num objects)

Each ASN is responsible for creation, nodification and del etion of
its RPSL objects in an Internet Routing Registry (IRR). IRR s are
typically operated by Regional Internet Registries (RRR s) and a few
dozen larger ISP s and i ndependent organizations. The IRR s provide
a well-known location for all organizations attached to the |nternet
to retrieve or update RPSL objects.

VWhile still widely and actively used by Internet Service Providers,
the prevailing belief is that the data contained in the IRRs is

i naccurate, prinmarily due to a | ack of depl oyed authorization nethod
with respect to the creation of nodification of RPSL objects. It
shoul d be noted that this criticismis not directed at the previously
defined RPSL schemas, but rather at the data contained in RPSL
schemas by end-users of the IRR system Please refer to the IRR And
Routing Policy Configuration Considerations

[1-D. ncpherson-irr-routing-policy-considerations] docunent for a nore
t horough di scussion of the history and present state of the IRR s
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Currently, RPSL schenas are exchanged between non-routing systens
(servers) used within the IRR system In addition, open-source and
proprietary applications create or nodify RPSL schemas, as necessary,
to signal the announcenent (or, withdrawal) of an IP prefix froman
ASN or the creation (or, teardown) of a neighbor relationship between
two adjacent ASN's. Mst inportantly, these RPSL schenmas are
consunmed by simlar applications to automatically build routing
policies, (i.e.: lists of IP prefixes, corresponding Origin ASN s and
[or AS PATH s), that then get translated to device-specific syntax
(i.e.: CLI) before being pushed into individual BGP routers to effect
routing policy on the network. It is common for Internet Service
Providers to performupdates to these routing policies across their
entire network on a daily basis.

Wth I2RS it would be desirable to change the | ast step in the above
process so that BGP policies derived from RPSL schemas, and ot her

i nformation sources, are translated into standards-based schenmas that
are then pushed, or pulled, into individual BGP routers. Mre
generally, 12RS agents could use API's to gather information required
to build various types of BGP routing policies plus the corresponding
set of Autononous System Border Routers (ASBR s) where such policies
need to be applied in the network and, finally, making those changes
to individual network elements so those BGP policies take effect in
the network. In doing so, a network operator now has a centralized
way of building and rmaking these policies take effect across the
network in a coordi nated nanner.
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