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Abstr act

Service chaining is the concept of applying an ordered set of
services to a packet or a flow. Services in the chain may

i ncl ude network services such as | oad-bal ancing, firewalling,
i ntrusion prevention, and routing anong others. Criteria for
appl ying a service chain to a packet or flow can be based on
packet/fl ow attri butes that span the OSI |ayers (e.g., physica
port, Ethernet MAC header information, |P header infornmation,
transport, and application layer information). This docunent
descri bes use cases and | 2RS (Information to the Rousting
Systen) requirenents for the discovery and mai nt enance of
services topology and resources. It al so describes use cases
and | 2RS requirenents for controlling the forwarding of a
packet/fl ow al ong a service chain based on packet/fl ow
attributes
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Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance
with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet

Engi neering Task Force (I ETF), its areas, and its working
groups. Note that other groups may al so distribute working
docunents as Internet-Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six
nmont hs and nmay be updated, replaced, or obsol eted by other
docunents at any tine. It is inappropriate to use Internet-
Drafts as reference material or to cite themother than as
"work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed
at http://ww.ietf.org/shadow htn .

This Internet-Draft will expire on August 14, 2014.
Copyri ght Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent. Code Conponents extracted fromthis
docunent nust include Sinplified BSD License text as descri bed
in Section 4.e of the Trust Legal Provisions and are provided
without warranty as described in the Sinplified BSD License.

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOT", "SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and

"OPTIONAL" in this docunment are to be interpreted as descri bed
in RFC- 2119 [ RFC2119].
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1.

I nt roducti on

Several networking scenarios involve applying a set of services
to a packet or flow For instance, when a host in a protected
zone initiates a session to a server outside the zone, the
session may be directed to a chain of a Wde Area Network (WAN)
application acceleration service, a network address and port
translation (NAPT) service, and a firewall. On the server side,
anot her set of services may al so be applied. Such a sequence of
services applied to a packet or flowis referred to as a
service chain. Services in the chain may include deep packet

i nspection (DPl), |oad-balancing, firewalling, intrusion
prevention, and routing anong ot hers.

Criteria for applying a service chain to a packet or flow can
be based on packet/flow attributes that span the OSI |ayers.
Such attributes may include the physical/virtual port on which
the packet arrives, Ethernet MAC header information (e.g., VLAN
ID), IP header information (e.g., source |P address), transport
header information (e.g., TCP destination port nunber), and
application layer information anmong ot hers.

The transition fromone service to the next in a service chain
may be conditioned on the output of the current service, or may
be non-conditional (pre-deternined). A new nechanism to be
defined, may al so enrich the packet transition in a service
chain by passing service-specific information and/or
informati on pertaining to preceding services in the chain al ong
with the packet being processed. This type of nechanismand its
i nfluence are outside the scope of this docunent. In addition
this version of the docunent addresses the sinple use case of
pre-determ ned service chains applied to non-dropped packets
with no additional information from preceding services. The
service path for a packet/flow may be established via a
managenent plane or routing, and may be enforced in the data

pl ane via different nechani sns, as discussed in this docunent.

Services in a chain can be co-located on one system and/ or
physically separated across systens. |In either case, a service
may be running in its own virtualized system space or natively
on the hosting system

Thi s docunment describes use cases and |2RS [i2rs-prob]

requi renents for the discovery and nai nt enance of services
topol ogy and resources. It also describes use cases and | 2RS
requirenments for controlling the forwardi ng of a packet/fl ow
al ong a service chain based on packet/flow attributes
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2

Abbr evi ati ons and Definitions

2.1. Abbreviations

2.2. Definitions

3.

Servi ce Chai ning Use Cases and Requirenents

A service chain is an ordered set of services applied to a
packet or flow It is often the case that when a flowin a
bidirectional session is assigned to a service chain, the
reverse flow of the same session is required to traverse the
same chain in the reverse order. Assigning a flowto a service
chain is often defined at an abstract | evel. Mpping a service
chain to a network requires know edge of the avail abl e servi ces,
their locations and avail abl e resources so that services are
properly engineered on the services infrastructure. This
section describes requirenents and applicability for such
information, and for directing traffic through a service chain.

3. 1. Services topol ogy

In order to establish a service chain that applies to a
packet/flow, it is inportant to have a topol ogy of the service
nodes. A service node can be a service running natively within
a system(e.g., a service card or a service engine in a
router), a virtual machine (VM hosted on a server, a VM hosted
on a service engine within a system (e.g., a service card in a
router), or a dedicated standal one service hardware appliance.
In addition, a service node may be dedicated to a custoner
(e.g., an IPVPN custoner), globally shared across custoners or
a customer set of VPNs, or available to be assigned in whole or
in part to a customer or a set custonmer VPNs. A customer and
tenant are used synonynously in this docunent. How a service
node is created is outside the scope of this docunent.
Resources on a service node that are not assigned to a custoner
context (e.g., VRF) will be logically referred to as a non-
assigned service node with free avail able resources. A service
node that can be shared in a global context will be referred to
as a global service node. It should be noted, that once a
service node is bound to a context, then it is only avail able
for a virtual network (VN) associated with that context.

Different service node types may have information specific to
the service(s) they provide. A service node information node
needs to describe informati on cormon (generic) to all service
node types and extensible to be sub-classed so that the service
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specific information can be represented. The comon infornmation
is:

Servi ce node address: A service node nust have a uni que
address in a service topology. A service node identifier
address can be:

0 An | P address when feasible. Such a service node can
be a VM a services engine within a system or a
har dwar e appl i ance.

0 The tuple (service node | P address, hosting systemI|P
address). This applies when there is need to identify
the system hosting the service node or when the
service node | P address is only reachable within the
hosting system

0 The tuple (hosting system | P-address, systeminterna
identifier for the service engine). This applies when
the service engine is not |P addressable and is within
a system A potential systeminternal identifier for a
service engi ne may be
(system sl ot _nunber. subsl ot _nunber. engi ne_nunber).

For each service node, the following information is
required:

0 Supported service type (e.g., NAT, FW. A node may
support multiple service types.

o Nunber of virtual contexts (tenants) that can be

supported. This paranmeter will indicate the maxi num
nunber of contexts that can be created on the service
node.

o0 Nunber of virtual contexts (e.g., VRFs) avail able.
0 Supported context type (e.g., VRF).

0 Custonmer IDif the service node is dedicated to a
custoner. This indicates who can use this service
node.

o List of supported (custoner ID, virtual contexts).
Not e that one context per custoner is a degenerate
case. This will be the global context for a given
custonmer on a service node.
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For each service node, virtual context and service type
the followi ng information may be specified, depending on
the service resource requirenent. That is, sone of the
information |listed here may not be rel evant for some
services

0 Service bandw dth capacity

0 Supported Packet rate (packets per second)

0 Supported Bandwidth (e.g., in kbps)

o | P Forwarding I nformati on Base size per address fanily
0 Routing Information Base size

o MAC Forwardi ng dat abase size

o Nunber of 64-bit statistics counters for policy-based
accounti ng

0 Nunber of supported Access lists (ACLs) per type
(e.g., nunber of bits per ACL, and ACL type if
appl i cabl e)

o Nunber of supported flows for services that require it
(e.g., Firewall, NAT, stateful I|oad-bal ancing, Deep
Packet Inspection (DPl)) per flowtype (i.e., fields
identifying a flow or flowidentification key size.
For systens that allow flexi ble nmenory usage across
flow types and/or key sizes, it is sufficient to track
avail abl e menory allocated for flows.

In addition to the services topology, it is inmportant to have a
view of the Virtual Network (VN) topology (VNT) and access
points to which a services topology applies. The topol ogy of
such a VN could be relatively static, but it may al so be
dynani c, especially in a cloud environnent where conpute,
storage, applications and associ ated networks nmay be created
and renoved over a short tine scale. The description of a VN

t opol ogy enconpassing the access points is inportant in order
to enable installation of policies for service chaining at the
right access points, instantiate the services if needed, and
performthe necessary nonitoring as described in |ater

sections. VN topology information requirenments are described in
[i2rs-topol ogy-reqts], but they need to be augnented with the
followi ng information:
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Access ports (systens and ports) per VN. A port nmay be
physical or |ogical on a physical port.

Addr esses reachabl e on an access port.
3.2. Mnitoring Information

Service chaining requires the ability to nonitor the state of
each service node, including liveliness and resource
utilization. If a service node failure is detected, an action
may be taken to create another service node and steer traffic
toit. If a service node is hitting a resource utilization
threshold, traffic nay be directed to other service nodes,
and/ or additional service nodes may be created.
The following is a set of paranmeters that needs be nonitored
per service node per virtual context, and per service type as
applicable. It should be noted that sone services may not
require all the paraneters |listed here to be nonitored.

Bandwi dth utilization (e.g., in kbps)

Packet rate utilization (packets per second)

Bandwi dth utilization per CoS (e.g., in kbps)

Packet rate utilization per Cos

Menory utilization and avail able nenory

RIB utilization per address fanmily

FIB utilization per address famly

Fl ow resource utilization per flow type

CPU utilization as applicable

Avai | abl e storage
The following is a set of paraneters that needs to be nonitored
gl obal |l y per physical system (e.g., host server) providing
services or hosting service nodes. Note that sone paranmeters
may not be needed for sone services:

Bandwi dth utilization (e.g., in kbps)
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Packet rate utilization (packets per second)
Bandwi dth utilization per O ass of Service (CoS)
Packet rate per CoS (packets per second)
Menory utilization and avail abl e nenory

RIB utilization and available RIB nenory if applicable per
address famly

FIB utilization and available FIB entries if applicable
per address famly

Fl ow resource utilization per flow type if applicable
CPU utilization if applicable

Power utilization

Avai |l abl e storage

Such information needs to be maintained on the distributed
system hosting a service node, and/or service node as
applicable. In addition, a nechanismto nonitor the liveliness
of a service node nust be available. For sonme use cases
liveliness and resource utilization information needs to be
accessi ble to a managenent/control plane that provides for
creation of service nodes and orchestration of service chains.
Sone of this information may al so be naintained in the
managenent/ orchestrati on system and validated with the

di stributed systemwhere the services are instantiated. For
some ot her use cases, a service node and/or hosting system may
need to be programed to update a managenent systemw th that

i nformati on periodically or when a configured high watermark or
|l ow watermark is reached for a paraneter. Thus, the interface
to the service nodes and/or hosting systens nust provide a
mechani sm t hat enabl es a managenent/control systemto pul
resource utilization informati on fromthese nodes and systens,
and for these nodes and systemto send updates on resource
utilization to a designated system

3.3. Traffic Redirection, Forwarding and Service Chaining
In a service chain, it is inmportant to be able to direct

traffic fromone service node to another. Sone sol utions may
provide this capability via dynam c routing, data-plane based
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pol i cy-based routing, source based routing or a conbination
Traffic redirection to a service chain requires the ability to
programthe routing systemwith a classification rule that
identifies a packet/flow and an associ ated action that directs
the correspondi ng packet(s) to the first node in the service
chain. The focus in this section is on a hop-by-hop policy-
based routing (PBR) and source based service routing. At the
redirection point, classification rules MJST support the
followi ng information that enconpasses Layer1-7 information
any of which nmay be wild-carded or |eft unspecified for a
particul ar case:

Port

VLAN VLAN st ack

MAC source address

MAC destination address
Host / subnet Source | P address
Host/subnet Destination | P address
| P version

| P protocol

Source port/port-range

Destination port/port-range

Optionally, application-layer information such as key
words in a URI, content type or user agent

As a result of the classification, an action will need to be
specified to direct the matching packet to a service node, or
to performother action(s). The foll owi ng acti ons MJST be
support ed:

Forward to a specified Qutgoing port (physical or
| ogi cal ):

0 VLAN I D

o | P/ GRE tunne
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0 RSVP-TE tunne
0 Pseudowi re (PW
0 O her types of tunneling protocols
Steer the packet to a VRF
M rror packet:
o To an | P destination
o To a port
o over a VLAN
o over an | P/ GRE tunne
o over an RSVP-TE tunne
0 over a Pseudow re
0 over other types of tunneling

Route. This could be the default behavior at the tail end
of a chain or the result of no match.

Rout e the packet to a specific systemthat is multiple IP
hops away (Layer 3 policy based routing). The destination
system | P address nust be specified along with the
tunneling type. The action nust result in encapsulating
the packet to the destination. At the destination, a
policy nust be installed to apply a service in a specific
context to the arriving packet, or direct the traffic to a
| ocal service node

Insert a source route header in the transmitted packet
that identifies the nodes along the service path. The
service route may be composed of |1Pv4 routes, |Pv6 routes
and/ or a stack of MPLS | abels. The source route may
capitalize on existing nmechani smor new nechani sns t hat
are outside the scope of this docunent. At the
destination, a policy nust be installed to apply a service
in a specific context to the arriving packet, or direct
the traffic to a | ocal service node
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. Insert a source route+service header that identifies the
service path and the service type to be applied at each
node. This will require the definition of a new data pl ane
header that carries such infornmation

The nunber of classification rules and associ ated actions, as
well as the rate of programmability/renoval of these rules wll
be highly application dependent. Wen the service chain is
based on static policy (e.g., applied to a port, a source
subnet, a VN), these rules will be programred on a system at
the rate of provisioning. Wen the attributes of the policies
are relatively static (e.g., applied to a fixed port in fixed
wireline access), the rate of provisioning on the forwarding
system could be low, on the order of few hundred per day. When
the attributes are nore dynanmic, such as in a nobile

envi ronment on a system handling a | arge nunber of users, that
rate could be rmuch higher. In a cloud environnment where tenant
systens may be spun up and renoved on a relatively short tine
scale this rate could be on the order of few hundreds to
thousands a minute at a DC GWNfor instance. In all cases, if
the state is not kept in a persistent storage on the forwarding
system(s), systemreboot actions will trigger the need for a
hi gh provisioning rate, on the order at few t housands per
second. Wien policies are triggered by data-plane, the rate of
policy provisioning will be on the order of flow rates and
removal will be dependent on the flow duration. These rates
wi Il be highly dependent on the applications as well, but at a
systemthat is handling a |arge nunber of flows, the protoco
used in provisioning nmust be very efficient to handle a very

| arge nunber of flows.

4. Service Chaining via BGP-based Redirection

BGP- based steering of a traffic flowto a first service point
may be required in certain cases. In this case, a router
hosting a service node or connected to a service node will
advertise a flow specification that causes a systemthat
receives the advertisenment to redirect a packet or mirror a
copy of the packet that matches the flow specification to the
advertising route [BGP-fl owspec]. Wen the advertising router
supports the i2rs BGP service, ann | 2RS interface to the router
can provision the router with the appropriate BGP policy as
well as install on that router a forwarding policy that directs
t he packet when received to the appropriate service node. Such
BGP advertisenments can be chained to effect the chaining of
mul ti ple services.

bitar, et al. Expi res August 2014 [ Page 12]



Internet-Draft | 2RS for Service Chaining February 2014
5. Operational Considerations
6. | ANA Consi derations
There is I ANA action required by this docunent.
7. Security Considerations

Service chai ning i mposes several security issues that nust be
addressed. First, the control systemthat installs policies on
the routing system nust be trusted by that system An untrusted
control systemmay install policies that hijack traffic, cause
deni al of service, or mirror traffic to an untrusted entity for
eavesdroppi ng. Thus the comuni cation channel between a contro
system and routing system nust be authenticated, and may be
encrypted. In addition, when services are being offered to

mul tiple VPN custonmers with overlapping | P addresses, it is

i mportant that the custoner privacy is naintai ned when applying
a service chain to a custoner packet/flow. Thus, the ability to
identify the context in which a service needs to be applied is
important. In addition, policies nust be installed in the
appropriate context. Finally, congesting a service node can
result in packet drops that nay effectively result in a denia
of service. Thus, obtaining infornmation about the perfornmance
of a service node is inportant to detect overload conditions
and take corrective action.
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