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Abst ract

Proxy Mobile IPv6 allows a nobile node to connect to the same Proxy
Mobil e | Pv6 domain through different interfaces. This docunent
descri bes extensions to the Proxy Mbile I Pv6 protocol that are
required to support network based flow nmobility over multiple

physi cal interfaces.

Thi s docunent updates RFC 5213. The extensions described in this
docunent consist of the operations perfornmed by the |l ocal nmobility
anchor and the nmobil e access gateway to nanage the prefixes assigned
to the different interfaces of the nobile node, as well as how the
forwardi ng policies are handl ed by the network to ensure consistent
flow mobility nmanagenent.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 19, 2016.
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1.

I nt roducti on

Proxy Mobile IPv6 (PM Pv6), specified in [ RFC5213], provides network
based nobility nanagenent to hosts connecting to a PM Pv6 donai n.

PM Pv6 introduces two new functional entities, the Local Mbility
Anchor (LMA) and the Mbile Access Gateway (MAG. The MAGis the
entity detecting the Mbile Node's (M\) attachnent and providing IP
connectivity. The LMA is the entity assigning one or nore Hone

Net work Prefixes (HNP) to the MN and is the topol ogi cal anchor for
all traffic belonging to the M\

PM Pv6 allows a nobile node to connect to the sane PM Pv6 donain
through different interfaces. This docunent specifies protocol
extensions to Proxy Mobile | Pv6 between the | ocal mobility anchor and
mobi | e access gateways to enable "flow nobility" and hence distribute
specific traffic flows on different physical interfaces. It is
assuned that the nobile node | P layer interface can sinultaneously
and/ or sequentially attach to nultiple MAGs, possibly over multiple
media. One formto achieve this nultiple attachment is described in
[I-D.ietf-netext-|ogical-interface-support], which allows the nobile
node supporting traffic flows on different physical interfaces
regardl ess of the assigned prefixes on those physical interfaces.
Another alternative is to configure the IP stack of the nobile node
to behave according to the weak host nodel [RFC1122].

In particular, this docunment specifies howto enable "flow mobility"

in the PMPv6 network (i.e., local nmobility anchors and nobil e access
gateways). In order to do so, two nain operations are required: i)
proper prefix managenent by the PM Pv6 network, and, ii) consistent

flow forwarding policies. This meno anal yzes different potential use
case scenarios, involving different prefix assignment requirenents,
and therefore different PM Pv6 network extensions to enable "fl ow
nmobi lity".

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [ RFC2119].

The following ternms used in this docunent are defined in the Proxy
Mobile | Pv6 [ RFC5213]:

Local Mobility Agent (LMA).
Mobi | e Access Gateway (MAG) .

Proxy Mobile | Pv6 Dormai n ( PM Pv6- Donai n) .
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3.

3.

LMA Address (LMAA).
Proxy Care-of Address (Proxy-CoA).
Hone Network Prefix (HNP).

The following terns used in this docunent are defined in the Miltiple
Care-of Addresses Registration [ RFC5648] and Fl ow Bi ndings in Mbile
| Pv6 and Network Mobility (NEMO) Basic Support [RFC6089]:

Bi nding I dentification Nunber (BID).
Flow Identifier (FID).
Traffic Selector (TS).
The following terns are defined and used in this docunent:

FM (Flow Mobility Initiate). Message sent by the LMA to the MAG
conveying the information required to enable flow nobility in a
PM Pv6- Domai n.

FMA (Fl ow Mobility Acknow edgenent). Message sent by the MAG in
reply to an FM nessage.

FMC (Fl ow Mobility Cache). Conceptual data structure to support the
flow mobility managenent operations described in this docunent.

Overview of the PM Pv6 flow nobility extensions
1. Use case scenarios

In contrast to a typical handover where connectivity to a physica
medi umis relinquished and then re-established, flow nobility assunes
a nobil e node can have sinmultaneous access to nore than one network.
In this specification, it is assuned that the local nobility anchor
is aware of the nmobile node's capabilities to have simultaneous
access to both access networks and it can handle the sane or a
different set of prefixes on each access. How this is done is
outside the scope of this specification

There are different flow nobility scenarios. |n sonme of themthe
nmobi | e node m ght share a conmon set of prefixes anmong all its
physi cal interfaces, whereas in others the nobile node m ght have a
di fferent subset of prefixes configured on each of the physical
interfaces. The different scenarios are the follow ng:
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1. At the time of a new network attachment, the MN obtains the sane
prefix or the same set of prefixes as already assigned to an
existing session. This is not the default behavior with basic
PM Pv6 [ RFC5213], and the LMA needs to be able to provide the
same assignnent even for the sinultaneous attachnent (as opposed
to the handover scenario only).

2. At the time of a new network attachment, the MN obtains a new
prefix or a new set of prefixes for the new session. This is the
default behavior with basic PM Pv6 [ RFC5213].

A conbi nation of the two above-nentioned scenarios is al so possible.
At the tine of a new network attachnment, the M\ obtains a comnbination
of prefix(es) in use and new prefix(es). This is a hybrid of the two
scenari os described before. The local policy determ nes whether the
new prefix is exclusive to the new attachnent or it can be assigned
to an existing attachnent as well.

The operational description of howto enable flow nobility in each of
these scenarios is provided in Section 3.2.1 and Section 3.2.2.

The extensions described in this docunent support all the
af orenenti oned scenari os.

3.2. Basic Operation

Thi s section descri bes how the PM Pv6 extensions described in this
docunent enable flow nobility support.

Both the nobile node and the local nobility anchor MJST have | oca
policies in place to ensure that packets are forwarded coherently for
uni directional and bidirectional comunications. The details about
how this consistency is ensured are out of the scope of this
docunent. Either the MN or the LMA can initiate IP flow nmobility

If the MN nakes the flow nobility decision, then the LMA foll ows that
deci sion and updates its forwarding state accordingly. The network
can also trigger nmobility on the MN side via out-of-band mechani sms
(e.g., 3GPP/ ANDSF sends updated routing policies to the MN). In a

gi ven scenario and nobil e node, the decision on IP flow nobility MJST
be taken either by the WMN or the LMA, but MJST NOT be taken by both.

3.2.1. M sharing a common set of prefixes on all MAGs

This scenario corresponds to the first use case scenario described in
Section 3.1. Extensions to basic PMPv6 [ RFC5213] signaling at the
time of a new attachnent are needed to ensure that the sane prefix
(or set of prefixes) is assigned to all the interfaces of the sane
nobi | e node that are sinultaneously attached. Subsequently, no

Ber nar dos Expi res Septenber 19, 2016 [ Page 5]



Internet-Draft PM Pv6 flow nmobility March 2016

further signaling is necessary between the local nobility anchor and
the nmobil e access gateway and flows are forwarded according to policy
rules on the local nobility anchor and the nobil e node.

If the local nobility anchor assigns a comon prefix (or set of
prefixes) to the different physical interfaces attached to the
domain, then every MAG already has all the routing know edge required
to forward uplink or downlink packets after the PBU PBA registration
for each MAG and the local nobility anchor does not need to send any
kind of signaling in order to nove flows across the different

physical interfaces (because noving flows is a | ocal decision of the
LMp). Optionally, signaling MAY be exchanged in case the MAG needs
to know about flow level information (e.g., to link flows wth proper
QS paths and/or informthe nobile node) [RFC7222].

The | ocal nobility anchor needs to know when to assign the sane set
of prefixes to all the different physical interfaces of the nobile
node. This can be achieved by different neans, such as policy
configuration, default policies, etc. |In this docunent a new Handof f
Indicator (H') value ("Attachnent over a new interface sharing
prefixes”, value {IANA-0}) is defined, to allow the nobile access
gateway to indicate to the local nobility anchor that the sane set of
prefi xes MJST be assigned to the nobile node. The considerations of
Section 5.4.1 of [RFC5213] are updated by this specification as
fol | ows:

o If there is at |east one Hone Network Prefix option present in the
request with a NON _ZERO prefix value, there exists a Binding Cache
entry (with all honme network prefixes in the Binding Cache entry
mat chi ng the prefix values of all Hone Network Prefix options of
the received Proxy Binding Update nessage), and the entry natches
the mobil e node identifier in the Mbile Node Identifier option of
the received Proxy Binding Update nessage, and the value of the
Handof f 1 ndicator of the received Proxy Binding Update is equal to
"Attachment over a new interface sharing prefixes"

1. If there is an M\-LL-lIdentifier Option present in the request
and the Binding Cache entry matches the Access Technol ogy Type
(ATT), and M\-LL-Identifier, the request MJST be considered as
a request for updating that Binding Cache entry.

2. If there is an MNLL-Identifier Option present in the request
and the Binding Cache entry does not match the Access
Technol ogy Type (ATT), and M\-LL-ldentifier, the request MJST
be considered as a request for creating a new nobility session
sharing the sane set of hone network prefixes assigned to the
exi sting Binding Cache entry found.
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3. If there is not an M\-LL-ldentifier Option present in the
request, the request MJST be considered as a request for
creating a new mobility session sharing the sane set of hone
networ k prefixes assigned to the existing Binding Cache entry

f ound.
LMA Bi ndi ng Cache
+---+
| LMA| M\1, ATT1, prefl, MAGL
+---+ WMN1, ATT2, prefl, MAR2
[T\
Fommme - R R R i +
( /1 \\ ) PM Pv6 donain
( /1 \\ )
F------ []-------- \V\memee - +
/1 \\
/1 \\
oo+ oo+
| MAGL| | MAR2|
F--- -+ F--- -+
I I
[ + I
I | I P | I
| oo oo -+ |
[---Jif2]if2]----]
o e -+
VN1

Figure 1: Shared prefix across physical interfaces scenario

Next, an exanple of how flow mobility works in this case is shown.

In Figure 1, a nobile node (M\N1) has two different physica

interfaces (ifl of access technol ogy type ATT1, and if2 of access
technol ogy type ATT2). Each physical interface is attached to a
different nobile access gateway, both of themcontrolled by the sane
I ocal nobility anchor. Both physical interfaces are assigned the
same prefix (prefl) upon attachnment to the MAGs. |If the IP layer at
the mobil e node shows one single logical interface (e.g., as
described in [I-D.ietf-netext-logical-interface-support]), then the
nmobi | e node has one single | Pv6 address configured at the I P |ayer
prefl::ml. Oherwi se, per interface |Pv6 addresses (e.qg.

prefl::ifl and prefl::if2) would be configured; each address MJST be
valid on every interface. W assune the first case in the follow ng
exanple (and in the rest of this docunent). Initially, flow X goes
through MAGL and flow Y through MAG. At a certain point, flow Y can
be noved to also go through MAGL. Figure 2 shows the scenario in
which no flowlevel information needs to be exchanged, so there is no
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signaling between the local nobility anchor and the nobile access
gat eways.

Note that if different | Pv6 addresses are configured at the IP | ayer

| P session continuity is still possible (for each of the configured

| P addresses). This is achieved by the network delivering packets
destined to a particular |P address of the nobile node to the right
MN' s physical interface where the flowis selected to be noved, and
the MN al so selecting the sanme interface when sending traffic back up

I'ink.
R + - + - + R +
I nt er net | LMA | | MAGL | | MAR2 | | MNL |
R + I + I + R +
I I I I I
| flow Xto | flow X to [ flow X to [
| prefl::mil | prefl.:ml | prefl::ml |
I I b >ifl
| flowY to | flowY to | flow Y to |
| prefl::ml | prefl::mil | prefl::ml |
| <----------- b e S| <---------- >if2
I I I I I
| —=—=—=—=—=—=—=—==== | | —=—=—=—=—=—=—=—====
I [ flow [] I I [ flow []
I || policy || I I || policy ||
I || update || I I || update ||
I —————=——=—=—=—=—= I I —————=——=—=—=—=—=
I I I I I
| flowYto | flowY to | flowY to |
| prefl::ml | prefl::ml | prefl::mil [
| <-----mm--- S| <------me--- - R e >ifl
I I I I

Figure 2: Flow nobility nmessage sequence with common set of prefixes

Figure 3 shows the state of the different network entities after
moving flow Y in the previous exanple. This docunent re-uses some of
the term nol ogy and nmechani snms of the flow bindings and multiple
care-of address registration specifications. Note that, in this case
the BIDs shown in the figure are assigned locally by the LMA, since
there is no signaling required in this scenario. |In any case,
alternative inplementations of flowrouting at the LMA MAY be used,
as it does not inpact on the operation of the solution in this case.
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3.

2.

LMA Bi ndi ng Cache LMA fl ownpb state
(BID, MN-1D, ATT, HNP, PCoA) (BID, TS)
+---+
| LMA] 1, MNL, ATT1, prefl, MAGL 1, flow X
+--+ 2, MNL, ATT2, prefl, MAR 1, flowyY
AN
S N A e +
( 11 \\ ) PM Pv6 donmin
( I \\ )
e N LR +
11 \\
/1 \\ MAGL routing state
+----+ +----+
| MAGL| | MAR2| (dest) (next hop)
+----+ +----+ prefl::/64 p2p-iface-w th- MN1
[ [ 2210 LMA
I I
| | MA®R routing state
| 4 + I
| | 1 P | | (dest) (next hop)
| e | prefl::/64 p2p-iface-w th- VN1
[---Jif2]if2]----] 2210 LMA
Homm oo+
MN1

Figure 3: Data structures with common set of prefixes
2. MNwith different sets of prefixes on each MAG

A different flow nmobility scenario happens when the local nobility
anchor assigns different sets of prefixes to physical interfaces of
the sane nobile node. This covers the second case, or a conbination
of scenarios, described in Section 3.1. 1In this case, additiona
signaling is required between the local nobility anchor and the
nmobi | e access gateway to enabl e relocating fl ows between the
different attachments, so the MAGs are aware of the prefixes for
which the MNis going to receive traffic, and local routing entries
are configured accordingly.

In this case, signaling is required when a flowis to be noved from
its original interface to a new one. Since the local nobility anchor
cannot send a PBA nessage whi ch has not been triggered in response to
a received PBU nessage, the solution defined in this specification
makes use of two nobility messages: Flow Mobility Indication and Fl ow
Mobi lity Acknow edgenent, which actually use the format of the Update
Notifications for Proxy Mbile IPv6 defined in [ RFC7077]. The
trigger for the fl ow novenent can be on the nobile node (e.g., by
using layer-2 signaling with the MAG or on the network (e.g., based
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on congestion and neasurenents) which then notifies the MN for the
final IP flow nobility decision (as stated in section 3.1). Policy
managenent functions (e.g., 3GPP/ ANDSF) can be used for that purpose,
however, how the network notifies the MNis out of the scope of this
docunent .

If the flowis being noved fromits default path (which is deternned
by the destination prefix) to a different one, the local nobility
anchor constructs a Flow Mobility Indication (FM) nessage. This
message i ncludes a Hone Network Prefix option for each of the
prefixes that are requested to be provided with flow nobility support
on the new MAG (note that these prefixes are not anchored by the
target MAG and therefore the MAG MUST NOT advertise themon the MAG
MN Iink), with the off-link bit (L) set to one. This message MJIST be
sent to the new target nobile access gateway, i.e. the one sel ected
to be used in the forwarding of the flow The MAGreplies with a

Fl ow Mobility Acknow edgenent (FMA). The nessage sequence is shown

in Figure 4.
I + - + - + I +
I nt er net | LMA | | MAGL | | MAR | | MN1 |
R + R + R + R +
I I I I I
| flow X to | flow X to [ flow X to [
| prefl::ml | prefl::ml | prefl::mil [
| <----------- N R e >ifl
| flowYto | flowY to | flowYto |
| pref2::ml | pref2::mil | pref2::ml |
| <-------e--- b e S| <---------- >if2
I I I I I
| —————————=——= | | —————————=——=
I || flow [] I I || flow []
I || policy || I I || policy ||
I || update || I I || update ||
| —=—=—=—=—=—=—=—==== | | —=—=—=—=—=—=—=—====
I I I I
| | FM[M\1-1D, HNPs] [ [
| |- > | |
I I FMA | I I
| < | | |
| flowYto | flowY to | flowY to |
| pref2::ml | pref2::ml1 | pref2::mil [
| <-----mm--- S| <------me--- - R e >ifl
I I

Figure 4: Flow nobility message sequence when the LMA assigns
different sets of prefixes per physical interface
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The state in the network after noving a flow, for the case the LMA
assigns a different set of prefixes is shown in Figure 5.

LMA Bi ndi ng Cache LMA fl ownpb state
(BID, M\-I1D, ATT, HNP, PCoA) (BID, TS)
oo+
| LMA] 1, MN1, ATT1, prefi, 1, flow X
+---+ pref2, MAGL 1, flowY
[1\\ 2, MN1, ATT2, pref2, NMNAR2
e A R T +
( 11 \\ ) PM Pv6 donmain
( 11 \\ )
Fo--- - N W - - +
11 \\
/1 \\ MAGL routing state

+----+ +----+

| MAGL| | MAR2| (dest) (next hop)

Fo- o+ Fo- o+ prefl::/64 p2p-iface-w th- MNL
| | pref2::/64 p2p-iface-w th- MNL
| | /0 LMA
| |
[ R + [ MA®R routing state
| | 1 P | I
[ +o-- - -+ [ (dest) (next hop)
[---Jif2]if2]----] pref2::/64 p2p-iface-wth- MN1

e /0 LMA
MN1

Figure 5: Data structures when the LMA assigns a different set of
prefixes

3.3. Use of PBU PBA signaling

This specification introduces the FM/FNMA signaling so the LMA can
exchange with the MAG information required to enable flow nmobility
without waiting for receiving a PBU. There are however scenarios in
which the trigger for flow nobility might be related to a new MN' s
interface attachment. 1In this case, the PBA sent in response to the
PBU received fromthe new MAG can convey the sane signaling that the
FM does. In this case the LMA MJST include in the PBA a Hone
Network Prefix option for each of the prefixes that are requested to
be provided with flow nobility support on the new MAG with the off-
link bit (L) set to one.
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3. 4. Use of flow 1l evel infornmation

This specification does not mandate flow 1l evel information to be
exchanged between the LMA and the MAG to provide flow nobility
support. It only requires the LMA to keep flowlevel state
(Section 5.2). However, there are scenarios in which the MAG ni ght
need to know which flow(s) is/are conming within a prefix that has
been noved, to link it/themto proper QS path(s) and optionally
informthe MN about it. This section describes the extensions used
to include flowlevel information in the signaling defined between
the LMA and the MAG

This specification re-uses sone of the nobility extensions and
message formats defined in [ RFC5648] and [ RFC6089], nanely the Fl ow
Identification Mbility Option and the Flow Mbility Sub-Options.

In case the LMA wants to convey flowlevel information to the MAG it
MUST include in the FM (or the PBA) a Flow Identification Mbility
Option for all the flows that the MAG needs to be aware with fl ow
granularity. Each Flow Identification Option MJST include a Traffic
Sel ect or Sub-Option including such flow1level information.

To renove a flow binding state at the MAG the LMA sinply sends a FM
(or PBAif it is in response to a PBU) nessage that includes flow
identification options for all the flows that need to be refreshed,
nmodi fi ed, or added, and sinply omts those that need to be renoved.

Note that even if a common set of prefixes is used, providing the MAG
with flowlevel information requires signaling to be exchanged in
this case between the LMA and the MAG This is done sending a FM
nmessage (or a PBAif it is sent in response to a PBU).

4. Message Formats

This section defines nodifications to the Proxy Mbile | Pv6 [ RFC5213]
protocol messages.

This specification requires inplenmentation of UPN [ RFC7077] and UPA
[ RFC7077] messages with the specific Notification Reason and Status
Code val ues as defined by this docunent. This docunent does not
require inplementation of any ot her aspects of [RFC7077].

4.1. Hone Network Prefix
A new flag (L) is included in the Home Network Prefix option to
indicate to the Mobil e Access Gateway whether the conveyed prefix has

to be hosted on-link or not on the point-to-point interface with the
nmobil e node. A prefix is hosted off-link for the flow nobility
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pur poses defined in this docunment. The rest of the Hone Network
Prefix option format remains the same as defined in [ RFC5213].

0 1 2 3
01234567890123456789012345678901
T S T i T S S s i S s
| Type | Length | L] Reserved | Prefix Length |
B i s T T S T et S S T S I T s sl s ol ST S S S
| |
+ +
| _ |
+ Horme Network Prefix +
I I
+ +
| |
B T i S S i S T h T i S S S S e

Of-link Home Network Prefix Flag (L):

The O f-link Home Network Prefix Flag is set to indicate to the
Mobi | e Access Gateway that the honme network prefix conveyed in the
option is not to be hosted on-link, but has to be considered for
flow mobility purposes and therefore added to the Mbile Access
Gateway routing table. |If the flag is set to 0, the Mbile Access
Gat eway assunes that the home network prefix has to be hosted on-
I'ink.

4.2. Flow Mbility Initiate (FM)

The FM nessage used in this specification is the Update Notification
(UPN) nessage specified in [RFC7077]. The nessage format, transport
and security consideration are as specified in [RFC7077]. The format
of the message is specified in Section 4.1 of [RFC7/077] . This
specification does not nodify the UPN nessage, however, it defines
the follow ng new notification reason value for use in this

speci fication:

Noti ficati on Reason:

{1 ANA-1} - FLOMM®BILITY. Request to add/refresh the prefix(es)
conveyed in the Honme Network Prefix options included in the
message to the set of prefixes for which flow nobility is

provi ded.

The Mobility Options field of an FM MJST contain the MN-ID, followed
by one or nore Hone Network Prefixes options. Prefixes for which
flow mobility was provided that are not present in the nessage MJST
be renoved fromthe set of flow mobility enabl ed prefixes.
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4.3. Flow Mbility Acknow edgement (FMA)

The FMA nessage used in this specification is the Update Notification
Ack (UPA) nessage specified in Section 4.2 of [RFC7077]. The nessage
format, transport and security consideration are as specified in
[RFC7077]. The format of the message is specified in Section 4.2 of
[ RFC7077]. This specification does not nodify the UPA nessage,
however, it defines the follow ng new status code values for use in
this specification:

St at us Code:
0: Success.
{1 ANA- 2}: Reason unspeci fi ed.
{1 ANA-3}: MN not attached.

When Status code is 0, the Mobility Options field of an FMA MJUST
contain the MN-1D, followed by one or nore Home Network Prefixes
options.

5. Conceptual Data Structures

This section sumari zes the extensions to Proxy Mobile |IPv6 that are
necessary to manage fl ow nobility.

5.1. Miltiple Proxy Care-of Address Registration

The binding cache structure of the local nobility anchor is extended
to allow nultiple proxy care-of address (Proxy-CoA) registrations,
and support the nobile node use the sane address (prefix) beyond a
single interface and nobile access gateway. The LMA nmaintains

mul ti pl e binding cache entries for an MN. The nunber of binding
cache entries for a nobile node is equal to the nunber of the MN's
interfaces attached to any MAGs.

This specification re-uses the extensions defined in [ RFC5648] to
manage nultiple registrations, but in the context of Proxy Mbile

I Pv6. The binding cache is therefore extended to include nore than
one proxy care-of address and to associate each of themwth a
binding identifier (BID). Note that the BIDis a local identifier,
assi gned and used by the local mobility anchor to identify which
entry of the flow nobility cache is used to decide howto route a
gi ven fl ow.
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Fommm e - oo - - Fomme oo R — o e oo dommm e e - +
| BIDPR | BID| MMID| ATT| HNP(s) | Proxy-CoA |
Fome e o R Fomm e m - B oo Fom e e a +
| 20 | 1 | ML | WFi | HNPL, HNP2 | IP1 (MAGL) |
| 30 | 2 | M1 | 3GPP | HNPL, H\P3 | IP2 (MAR) |
Fomme oo - oo - Fomee oo R o me e o e e e - +

Fi gure 6: Extended Bi nding Cache

Fi gure 6 shows an exanpl e of extended bindi ng cache, containing two
bi ndi ng cache entries (BCEs) of a nobile node MN1 attached to the
network using two different access technologies. Both of the two
attachnents share the same prefix (HNPl) and are bound to two
di fferent Proxy-CoAs (two MAGs).

5.2. Flow Mbility Cache
Each | ocal mobility anchor MJST maintain a flow nobility cache (FM)
as shown in Figure 7. The flow nobility cache is a conceptual |ist
of entries that is separate fromthe binding cache. This conceptual
list contains an entry for each of the registered flows. This
specification re-uses the format of the flow binding list defined in
[ RFC6089]. Each entry includes the follow ng fields:
o Flow ldentifier Priority (FID-PRI).
o Flow ldentifier (FID).
o Traffic Selector (TS).
o Binding ldentifier (BID).
0 Action.

o Activel/lnactive.

T +--- - - +--- - - [ S, T [ R +
| FIDPRI | FID| TS | BIDs | Action | Al |
Fomm e o H-- - - - H-- - - - Homm - - Fomm e o Fom e - +
[ 10 | 2 | TCP| 1 | Forward | Active |
| 20 | 4 | UDP | 1,2 | Forward | Inactive |
TR +--- - - +--- - - Fom e e TR [ RS +

Figure 7: Flow Mbility Cache

The BID field contains the identifier of the binding cache entry
whi ch packets matching the flow infornation described in the TS field
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will be forwarded to. Wen a flowis decided to be noved, the
affected BID(s) of the table are updated.

Simlar to flow binding described in [ RFC6089], each entry of the
flow mobility cache points to a specific binding cache entry
identifier (BID). When a flowis noved, the local nobility anchor
simply updates the pointer of the flow binding entry with the BID of
the interface to which the flowwi |l be noved. The traffic selector
(TS) in flow binding table is defined as in [RFC6088]. TS is used to
classify the packets of flows based on specific paraneters such as
service type, source and destination address, etc. The packets
matching with the same TS will be applied the same forwarding policy.
FID-PRI is the order of precedence to take action on the traffic.
Action may be forward or drop. |If a binding entry becones 'Inactive
it does not affect data traffic. An entry beconmes ’lnactive only if
all of the BlIDs are de-registered.

The nobil e access gateway MAY also maintain a similar data structure.
In case no full flow nobility state is required at the MAG the

Bi ndi ng Update List (BUL) data structure is enough and no extra
conceptual data entries are needed. |In case full per-flow state is
required at the nobile access gateway, it SHOULD al so naintain a flow
mobi l ity cache structure.

6. Mobile Node considerations

This specification assunes that the nobile node IP |layer interface
can sinultaneously and/or sequentially attach to nmultiple MAGs,

possi bly over multiple nedia. The nobile node MJST be able to
enforce uplink policies to select the right outgoing interface. One
alternative to achieve this multiple attachnent is described in
[I-D.ietf-netext-|ogical-interface-support], which allows the nobile
node supporting traffic flows on different physical interfaces
regardl ess of the assigned prefixes on those physical interfaces.

Anot her alternative is configuring the IP stack of the nobile node to
behave according to the weak host nodel [RFCl1122].

7. | ANA Consi der ati ons

This specification establishes new assignnents to the I ANA nobility
paraneters registry:

0 Handoff Indicator Option type: the value {I ANA-0} has to be
assigned fromthe "Handoff Indicator Option type values" registry
defined in http://ww.iana. org/assi gnments/nobility-paraneters/
nmobi | i ty- paramet ers. xht nl #nobi | i ty- paranmet er s- 9.
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8.

0 Update Notification Reason: the value ({IANA-1}) has to be
assigned fromthe "Update Notificati on Reasons Regi stry" defined
in http://ww.iana.org/assignments/ nmobility-paranmeters/mobility-
par anet er s. xht ml #upn-r easons.

0 Update Notification Acknow edgenent Status: values ({lANA-2} and
{I ANA-3}) have to be assigned fomthe "Update Notification
Acknow edgenent Status Registry". Since {IANA-2} and {| ANA-3} are
used in error nessages, their values have to be greater than 128
fromthe range defined in http://ww.iana. org/assi gnnments/
nmobi | i ty- paramet ers/ nobi lity-paraneters. xht m #upa- st at us.
Security Considerations
The protocol signaling extensions defined in this docunment share the
same security concerns of Proxy Mbile | Pv6 [RFC5213] and do not pose
any additional security threats to those already identified in
[ RFC5213] and [ RFC7077].
The mobil e access gateway and the local nobility anchor MJST use the
| Psec security nmechani sm mandated by Proxy Mbile I Pv6 [ RFC5213] to
secure the signaling described in this docunent.
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