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Abstract
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pPNFS. The text of this draft is substantially based on prior drafts
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permit striping for "filehandl e only" operations such as LOCK and
OPEN + CLAIM FH, without clients having to obtain nmetadata | ayouts on
regular files. W gratefully acknow edge the prinmary contributions
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I ntroducti on and Moti vati on

The NFSv4.1 specification describes pNFS [ NFSv4. 1]. pNFS distributes
(stripes) file data across multiple storage devices. In NFSv4.1
parall el access is limted to the data contents of regular files.
Metadata is not distributed or striped: the nodel presented in the
NFSv4. 1 specification is that of a single netadata server. This
docunent describes a nmeans to add netadata striping to pNFS, which

i ncludes the notion of nultiple netadata servers. Wth netadata
striping, nmultiple netadata servers nmay work together to provide a
hi gher parall el performance.

Two et hods are described. The first, called filehandle striping,
directs nmetadata operations associated with a file handle to a
preferred netadata server. The second, called directory striping,
distributes directory operations across a collection of netadata
servers.

Short List of Protocol Changes from Previous Drafts
File-systemwi de Striping for Filehandl e-Only Operations

Stripe hints redirect clients to a preferred nmetadata server for
filehandl e-only operations (below), but are backed by a single |ayout
per-file system rather than per-file, as in [ METASTRI PE]. The new
nmodel is lighter weight, but since it remains | ayout-based retains

t he advant ages of pNFS device indirection and garbage coll ection

Uni form Fi | ehandl es

[ METASTRI PE] offers inplenentations the option to propagate |ayout
filehandles for all nmetadata | ayout types. Since it would be

i mpossi bl e to reasonably support this under the new proposed nodel
for filehandl e-only operations, we propose instead that L-MS

fil ehandl es al ways be equivalent to |-MDS fil ehandl es.

3. Sinplified Miultipath Device Mde

[ METASTRI PE] defines two different nethods for encodi ng netadata
server locations, only the "sinple" nodel uses the pNFS device
mechanism In this draft, we propose a single nodel based on pNFS
devices, in which there is a one-to-one nappi hg bet ween devi ces and
L- MDS servers. This approach facilitates sharing device addresses
across |l ayouts which have servers in common and al so minimzes the
difficulty of reclaimng devices no |longer in use by any netadata

| ayout .
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2.4. Cookie Mde

NFSv4 associates with each entry in a directory a uni que val ue of
type cookie4, a 64-bit integer. [METASTRIPE] involves cookies in
stripe selection, and inposes specific requirenments on cookie val ues.
In the current proposal we treat cookies as opaque val ues except as
specified in ordinary NFSv4.1. W concur with [ METASTRI PE] that
cooki es MUST be unique within any |ogical directory regardl ess of the
striping pattern. As in ordinary NFSv4.1, the behavi or of READD R
(or PREADDI R, bel ow) when cookie has a value previously returned to a
client by the sanme server, but no |onger associated with any
directory entry, is not defined.

2.5, LAYQUTCOW T

In this draft, we introduce | ayout-subtype specific data for the
LAYOUTCOW T operati on.

2.6. Recomended Attributes
We propose two new recomended attri butes.
met a_stripe_deviceid (deviceid4)
meta_stripe_count (uint32_t)
2.6.1. meta_stripe_deviceid (deviceid4)
An attribute of type neta_stripe_deviceid represents a filehandl e
stripe hint. This attribute MJST NOT be offered to clients unless
they hold a valid filehandle striping |ayout on the containing file
system
2.6.2. nmeta_ stripe_count (uint32_t)
The meta_stripe_count attribute represents, for directory objects,
the directory’s current stripe count, which may help the client
decide if it will request a directory striping |layout on the
directory. This attribute MAY be offered only to clients which hold
a filehandl e striping | ayout on the containing file system
2.7. PREADDI R (Operation)
The NFSv4.1 READDI R operation has insufficient information to perform
all possible enunerations required in the proposed directory striping
nodel . W propose a new PREADDI R operation which takes, in addition

to all the current READDI R operations, also a controlling netadata
| ayout stateid and stripe nunber.
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3.

4.

Ter ni nol ogy

Initial Metadata Server (I-MDS). The I-MDS is the nmetadata server
fromwhich the client obtains a filehandle prior to acquiring any
| ayout on the file.

Layout Metadata Server (L-MDS). The L-MDS is the netadata server
fromwhich the client obtains a filehandle fromafter redirection
froma |ayout

Regular file: An object of file type NFAREG or NFANAMEDATTR

Fil ehandl e striping. H nt-based indirection to a preferred MDS
for filehandl e-based operations, backed by a fil esystemw de
met adata | ayout .

Directory striping. Fine-grained, |ayout-based indirection for
paral l el operations on directories, using a striping pattern

Scope of Metadata Layouts

This proposal assunmes a npdel where there are two or nobre servers
capabl e of supporting NFSv4.1 operations. At |east one server is an
| -MDS, and the |-MDS should be thought of as a normal NFSv4.1 server
with the additional capability of granting metadata | ayouts on
demand. The |-MDS m ght al so be capabl e of granting non-netadata

| ayouts, but this is orthogonal to the scope of netadata stri ping.

The nodel also requires at |east one additional server, an L-MS

that is capable of supporting NFSv4.1 operations that are directed to
the server by the I-MDS. It is pernmissible for an |-MDS to al so be
an L-MDS, and an L-MDS to also be an I-MDS. Indeed, a sinple
subnodel is for every NFSv4.1 server in a set to be both an |-MS and
L- MDS.

For conveni ence, we divide NFSv4.1 nmetadata operations into three
cl asses:

Fil ehandl e-only. These are operations that take only fil ehandl es
as argunents, i.e. the current filehandle, or both the current
filehandl e and the saved fil ehandl e, and no conponent nanmes of
files (e.g., LOCK, LAYOQUTGET).

Nane- based. These are operations that take one or two fil ehandl es
(i.e. the current filehandle, or both the current file handl e and
the saved fil ehandl e) and one or two conponent nanmes of files
(e.g., LINK, RENAME)
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Di rectory-enuneration. These are operations that take one
filehandl e and return the contents of a directory. Currently,
NFSv4 has only one such operation, READDIR  This draft adds a
section, PREADD R

Met adata striping applies to all of the foregoing NFSv4.x operations,
and is of two types:

filehandl e striping uses hints (attribute-based indications)
backed by a filesystemw de |ayout to direct clients to a
preferred MDS on which to performfilehandl e-only operations

directory striping uses fine-grained netadata |ayouts on
directories to support execution of nane-based operations
(directory enuneration, creates) on a set of MDS servers in
paral | el

4.1. Filehandl e Striping

To avoid an explosion of new client state, a coarse-grained hinting
mechanismis used to direct filehandle-only operations to a preferred
net adata server.

As specified in 5.12.1 of [NFSv4.1], when a client encounters file
system whi ch supports LAYOUT4_METADATA, it can obtain a netadata

| ayout of subtype LAYOUTMETA4 FI LEHANDLE, whose scope is the entire
file system using the LAYQUTGET operation on any fil ehandl e object
inthe file systemwhich it is permtted to access.

Then using ordi nary READDI R and CETATTR requests, the client can
obtain for any object in the file systema meta_stri pe_deviceid
attribute that indicates the preferred device to send fil ehandl e-only
or name-based operations for that object.

For exanpl e, suppose that after obtaining an ordinary fil ehandl e via
OPEN, a LAYOUTMETA4_FI LEHANDLE | ayout on the containing file system
and a neta_stripe_deviceid hint froma previous GETATTR, READDI R, or
PREADDI R,, the client wants to get a byte range lock on the file.
The client sends the LOCK request to the network address (pNFS
device, L-MDS) indicated by the neta_stripe_deviceid attribute.

4.2. Directory Striping

For name-based and directory enumerati on operations, a nore fine-
grai ned, |ayout-based redirection mechanismis used.

When a client obtains a filehandle for an object that is of type
directory and wi shes to take advantage of netadata striping, the

Benjam n, et al. Expi res January 25, 2015 [ Page 7]



Internet-Draft pNFS Met astri pe July 2014

client first obtains a nmetadata | ayout of subtype

LAYOUTMETA4_DI RECTORY on the directory. The client is provided with
a directory-specific list of network addresses (devices) to which to
send requests specific to objects in that directory.

4.2.1. Name-Based Operations

For name-based operations, the directory striping |ayout indicates
the preferred destinations in the network to send name-based
operations for that directory (e.g., CREATE). The preferred
destinations MJST apply to the current fil ehandl e that the operation
uses. In other words, for LINK and RENAME, which take both the saved
filehandl e and the current fil ehandl e as paraneters, the pNFS client
woul d use the stripe hint of the target directory (indicated in the
current filehandl e) for guidance where to send the operation. Note
that if an L-MDS accepts a LI NK or RENAME operation, the L-MDS MJUST
performthe operation atomcally. |If it cannot, then the L-MDS MJST
return the error NFS4ERR XDEV, and the client MJUST send the operation
to the |-MS.

The choice of destination is a function of the nanme the client is
requesting. For exanple, after the client obtains the filehandle of
a directory via LOKUP and the netadata | ayout via LAYOUTGET, the
client wants to open a regular file within the directory. As with
the LAYOUT4_NFSV4A_1 FILES layout type, the client has a list network
addresses to which to send requests. Wth the LAYOUT4_NFSV4_1 FI LES
| ayout, the choice of the index in the Iist of network addresses was
computed fromthe offset of the read or wite request. Wth the

met adata | ayout, the choice of the index is derived fromthe nane (or
sone ot her nmethod, such as the name and one or nore attributes of the
directory, such as the filehandle, fileid, as below ) passed to OPEN

4.2.2. Directory Enuneration

For directory-enuneration operations, the directory striping |ayout

i ndi cates the preferred destination in the network to send (P)READDI R
operations for that directory. For exanple, after the client obtains
the filehandle of a directory via LOOKUP and the netadata | ayout via
LAYOUTGET, the client wants to read the directory. As with the
LAYOUT4 NFSV4A_1 FILES layout type, the client has a |ist network
addresses to which to send requests. Wth the LAYOUT4_NFSV4 1 FI LES
| ayout, the choice of the index in list of network addresses was
conputed fromthe offset of the read or wite request. For directory
striping |ayouts, the index counts fromO to the directory stripe
count, less 1.
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5. The Metadata Striping Layout
5.1. Nane
The nane of the netadata striping |ayout type is LAYOUT4_ METADATA.
5.2. Value
The value of the metadata striping | ayout type is TBDL.
5.3. Data Type Definitions

5.3.1. Layout Hint

Il %

/1l %* Encoded in the |oh _body field of type |ayouthint4: */
Il %

/1] struct nmd_dirsize_ layouthint4 {

111 uint64_t *ndl h_m n_est;

Iy uint64_t *ndl h_avg_est;

Iy uint64_t *mdl h_max_est;

/11 uint32_t *ndl h_stripe_count;

/11 uint32_t *ndl h_stripe_nodul us;

B

Figure 1

The | ayout-type specific layouthint4 content for the LAYOUT4 METDATA
| ayout type is conposed of five fields, each optional. Using sone
conmbi nation of the ndlh_mn_est, ndl h_avg est, and ndl h_nax_est
fields, the client is enabled to give an indication of the directory
wor kl oad it expects for a new directory. The client also may suggest
an explicit stripe count or modul us preference in ndl h_stripe_count
or mdl h_stripe_nodul us, which SHOULD be congruent if specified

t oget her.

5.3.2. Devices
11l %/*

[l % * Encoded in the da_addr_body field of data type
[l % * device_addr4:

1l % */

/1] struct nd_| ayout _addr4 {

Iy multipath_list4 mdl a_mul tipath_|ist<>;
I

Fi gure 2
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enum nd_| ayout _subt ype4d {
LAYOUTMETA4_FI LEHANDLE = O,
LAYOUTMETA4_DI RECTORY

H

enum nd_nanebased_al g4 {
MDN_ALG_Cl TYHASH64 = 0,
MDN_ALG_CEPHFRAG = 1,
I* XXX TBD2 */

i

typedef uint32_t cephfrag4;

struct cephfragsplit4 {
cephfrag4 frag;
uint32_t bits;

b

enum cephhash4 {
MDC_HASH_LI NUX_DCACHE = 0,
MDC_HASH RIENKI NS = 1,
MDC_HASH Cl TYHASH32 =
b

struct nd_nanebased_al g cephfrag4 {

enum cephhash4 hash;
cephfragsplit4 fragtree<>;

H

struct nd_|ayout _directory {

swi t ch(enum nd_nanebased_al g4 ndl n_nanebased_al g) {
case MDN_ALG Cl TYHASH64:
uint32_t mdl n_cityhash_seed;
case MDN_ALG CEPHFRAG

pNFS Met astri pe

July 2014

md_nanebased_al g_cephfrag4 ndl n_cephfrag;

b

devi cei d4 ndl n_devi cel i st <>;

uint32_t mdl n_stripe_pattern<>;

H

struct nd_layout4d {
union nd_| ayout type

switch (enum nd_| ayout subtyped4 subtype) {

Expi res January 25, 2015
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11 case LAYOUTMETA4_FI LEHANDLE:
111 voi d;
111 case LAYOUTMETA4_DI RECTORY:
/11 nmd_| ayout _directory ndl | ayout;
1 }i
B
Figure 3

5.3.4. Layoutupdate4 | ou_body

111

/1]l struct nmd_directory_l ayoutupdate4 {
Iy int32 t ndlu_entries_added;

Iy int32_t nmdlu_entries_renoved;
/11 nfstime4 ndlu_| ast _updat e;

A

111

Il %>

[l % * Encoded in the |ou_body field of data type
1l % * |ayoutupdate4:

11 % */

/1] struct nd_| ayout updated {

111 union nd_| ayout type switch (enum nd_| ayout subtype4 subtype) {
11 case LAYOUTMETA4_FI LEHANDLE:

Iy voi d;

111 case LAYOUTMETA4_ DI RECTORY:

/11 nmd_directory_ | ayoutupdated4 mu_directory;

1 }i

B

| ayout updat e4 | ou_body
Figure 4
5.4. Metadata Layout Semantics

The reply to a successful LAYOUTGET request MJIST contain exactly one
element in logr_layout. The elenent contains the netadata | ayout.

5.4.1. LAYQUTGET Argunent Conventions

When a client requests a layout of type LAYOUT4_METADATA, it
specifies the desired subtype, which MJST be one of

LAYOUTMETA4_FI LEHANDLE or LAYOUTMETA4_DI RECTORY, as the value of the
LAYOQUTGET | oga_i onode argunent. Server inplenentations should reject
LAYOUTGET requests with other values for |oga_ionode.

Benjam n, et al. Expi res January 25, 2015 [ Page 11]



Internet-Draft pNFS Met astri pe July 2014

The val ue provided for loga_stateid may be any valid stateid for the
related file or directory, or else the anonynous st ateid.

The val ues provided for |oga offset, loga |length, and | oga _m nlength
are not defined for nmetastripe layouts, and server inplenentations
MUST NOT intepret these val ues.

5.4.2. Filehandl e Striping Layouts

If the requested layout is of subtype LAYOUTMETA4 FI LEHANDLE, the
value of the layout is void. The filehandle redirection information
i ssued under auspices of the layout will be entirely in the form of
filehandl e striping attribute hints.

As noted in Section 4, the scope of filehandle striping |layouts is an
entire file system The client can acquire the (singleton)
filehandl e striping layout for a given file system using any
corresponding file handle which it happens to hold, and whose object
the client is permitted to access. For exanple, the client could use
the file handle of the first directory it traverses on a given file
system provided the file server is an NFSv4.x file server that
supports | ayouts of type LAYOUT4 METADATA.

5.4.2.1. Filehandle Stripe Hnts

Fil ehandl e stripe hints are objects of type deviceid4, and are the
val ue of a new reconmended, get-only attribute nmeta_stripe_deviceid.

A client may successfully obtain the neta stripe_deviceid attribute
on any file object if and only if it has successfully obtained a
filehandl e striping |layout on the containing file system Since the
meta_stripe_deviceid hint is an ordinary NFSv4 attribute, the client
may acquire it froma GETATTR, READDI R, or PREADDI R request. A
server inplenentation SHOULD i nterpret a PREADDI R operation (which
has a controlling netadata | ayout stateid) as a request for just
those attributes that are appropriate for the layout stateid that has
been present ed.

At all events, when a client holds a filehandl e stripe hint for a
file object, it uses the GETDEVI CEI NFO operation to map the hint
value to a to a device address of data type nd_|ayout _addr4 in the
ordi nary pNFS nanner.

The server ensures that each such device remni ns accessi bl e

(unrecalled) for at least as long as any filehandle striping |ayout
exists for which the device has been named in a hint.
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5.4.3. Directory Striping Layouts

If the requested layout is of subtype LAYOUTMETA4 DI RECTORY, then the
| ayout contains a <device list, striping pattern, algorithm triple
enabling the client to performboth parallel directory enuneration
operations and stripe-aware nane-based operations, as outlined in
Section 4.

When the | ayout subtype is LAYOUTMETA4_ DI RECTORY, the |ayout content
provides an integer identifying a hashing algorithm a |ist of
deviceids, and a striping pattern. Then ndl n_nanebased _al g
identifies an algorithmthat maps a nane, as a conponent4, to an
integer. Each entry in the mdl n_devicelist specifies a set of

nmet adata servers that may be treated as equally valid for netadata
requests to the same block in the partitioned namespace. Each entry
in the stripe patternis an index into the device list.

To perform a nane based operation, the client maps the nane to a
nunber with the nanme based algorithm |ooks that nunmber up in the
stripe pattern (nmodulo the length of the stripe pattern), yielding a
device id that may be interpreted with GETDEVI CEI NFO, in the ordinary
pNFS manner. After resolving the device id as a device address of
data type nd_| ayout _addr4, the client sends the request to any of the
devi ces specified in the corresponding entry in the device list.

5.4.3.1. L-MDS Selection for Name-based Operations

Clients with | ayouts of type LAYOUTMETA4 DI RECTORY may use the
algorithmsupplied in field nmdl n_nanebased_al g of the | ayout content
to conmpute a preferred L-MDS to use when perform ng nane-based
operations, as follows:

Let F be the function specified in mdl n_nanebased_al g;

Let X = (x1, x2, x3, ...) sone set of inputs for function F, such
that x1 SHOULD be the conmponent name of the file, and x2, x3, ... any
addi tional parameters required for the chosen F, their argunents
asserted to be values available to the client.

Let stripe_unit_nunber = F(X)
Let stripe_count = nunber of elenments in ndl _|ayout.ndln_stripe pattern
Let idx =

mdl | ayout. nmdl n_stripe_pattern(stripe_unit_nunber % stripe_count);
Let deviceid = ndl _| ayout. ndl n_devicelist[idx];

pseudocode

Figure 5
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The client then selects an L-MDS indicated by the deviceid (using
GETDEVI CEINFO i n the norrmal nmanner), and sends the name-based
operation to that server

5.4.3.1.1. MDN_ALG Cl TYHASH64

A layout with MDN_ALG Cl TYHASH64 as the ndl n_nanebased_al g i ndi cates
the use of the 64-bit CityHash non-cryptographi ¢ hashing function
[CITY] for directory placenment, with x1 the desired conponent nane,
and x2 the 32-bit seed value returned in the |ayout.

5.4.3.1.2. NDN_ALG CEPHFRAG

A layout with MDN _ALG CEPHFRAG as the ndl n_nanebased_al g i ndi cates
the use of Ceph’s directory fragnentation algorithmfor directory
pl acenent.

Ceph uses a recursive algorithmto partition the hash space of a
directory into fragments, which are represented by an an ordered |i st
of splits called the fragtree. Fragnments are split into powers of
two, so each split stores this exponent in the field "bits’

Sinmlarly, the cephfrag4 encodes in its high 8 bits the total nunber

of bits 'n" it has split fromthe root fragnent. |In the next highest
'n’ bits, it encodes its position in the hash space. |If a given hash
value 'v' matches these 'n’ bits, the fragnent is said to contain

V.

For exanple, starting with the root fragnment root=0x00000000 and
splitting by 2 bits, we generate the four fragnents f1=0x02000000,

f 2=0x02400000, f 3=0x02800000 and f4=0x02C00000. Further splitting f3
by 1 bit, we generate two new fragnments g1=0x03800000 and
g2=0x03A00000. The resulting fragtree for this structure would be {
{0x00000000, 2}, {0x02800000, 1} }.

To place a given filenane, calculate its hash value 'v' using the
hash function indicated by the 'hash® enum Then, starting with the
root fragment f=0x00000000, follow these step recursively: * Search

for a split in the fragtree matching frag=f. |If no split is found
place the file in fragnment f. * Gven a split of 'n’ bits, find which
of the 2”n child fragnents contains the hash value 'v'. Assign this

child fragnent to 'f’ and continue.
5.4.3.1.2.1. NDC_HASH LI NUX_DCACHE

Specifies the use of the Linux dentry cache (needs reference) hashing
functi on.
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5.4.3.1.2.2. NDC_HASH_RJIENKI NS

Speci fies the use of Robert Jenkins’ [JENKINS] hashing function
5.4.3.1.2.3. NMDC_HASH Cl TYHASH32

Specifies the use of the 32-bit CtyHash [CITY] hashing function
5.4.3.2. Directory Enumeration

Clients with | ayouts of type LAYOUTMETA4 DI RECTORY nmay use the
following algorithmto performenuneration of striped directories
preferred netadata servers, in parallel

For stripe_nunber in O .. length(ndl _|ayout.ndl n_stripe_pattern) -1
do
Let stripe =
mdl | ayout. ndl n_stripe pattern[stripe_nunber];
Let device = ndl _|ayout. ndl n_devicelist[stripe];
<PREADDI R at device, |ayout_stateid, stripe_nunber>

pseudocode
Fi gure 6

That is, for each logical stripe in the directory, the client notes
stripe nunber (merely the stripe’s offset in the sequence), and
derives fromit the corresponding index into ndln_devicelist by
indirection on ndln_stripe_pattern. The object at

mdl n_devi celist[stripe_nunber] is a device id, which the client maps
to an L-MDS using GETDEVI CEI NFO, and perfornms a sequence of PREADD R
operations on that server. The PREADDI R operation behaves exactly as
described in section 18.23.3 of [NFSv4.1], but takes in addition to
the argunents of READDIR, a netadata | ayout stateid and stripe
number .

As in ordinary NFSv4.1, to performa full enuneration of the
directory entries at each conmponent L-MDS, the client comrences
iteration by sending a cookie argunment of zero for the first PREADDI R
operation in the current stripe, and continues perform ng PREADDI R
operations supplying for the cookie argunent the value of |ast cookie
value returned in the prior PREADDI R operation in the same |ogica
(L-MDS) enuneration only, until a PREADDI R operation indicates that
no further entries are available. The client and server behavior for
subsequent re-traversals of a previously-enunmerated |ogical directory
are exactly as in ordinary NFSv4.1, except with respect to entry and
cookie partitioning as described here. The client SHOULD present to
a conponent L-MDS only cookie values previously returned to that
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5.

5.

5.

5.

5.

5.

6.

client by that sane L-MDS, or O to commence iteration. An L-MDS MAY
reject with NFS4AERR BADCOOKI E PREADDI R oper ati ons using cookie val ues
that are valid cookies for the |logical directory, but which are |ocal
to anot her L-MDS segnent.

5. LAYOQUTCOW T

As filehandl e striping layouts are effectively read-only, clients
SHOULD NOT attenpt commits on filehandl e striping layouts. If a
server inplenentation receives a LAYQUTCOWM T for a valid fil ehandl e
striping layout, it SHOULD return NFS4ERR CK.

For nmetastripe |layouts of subtype LAYOUTMETA4_ DI RECTORY, the |ayout
specific data for LAYOUTCOWM T contai ns the signed count of itens
added to and removed fromthe directory since the | ast LAYOUTCOW T
operation.

6. Operation: PREADDIR - Parallel Read Directory

6.1. ARGUMENTS

/1] struct READDI Rd4args {

/11 /* CURRENT_FH directory */
111 nfs_cooki e4 cooki e;
111 verifier4d cooki everf;
Iy count 4 di rcount;
Iy count 4 maxcount ;
/11 bi t map4 attr_request;
/11 statei d4 | ayout _st at ei d;
111 ui nt 32_t stri pe_nunber;
T B

Figure 7

6.2. RESULTS
/1]l typedef struct READD R4res PREADDI R4res;
Figure 8
6.3. DESCRI PTI ON

6.4. | MPLEMENTATI ON

Furt her Consi derations
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6.1. Storage Access Protocols

The LAYOUT4_METADATA | ayout type uses NFSv4.1 operations (and
potentially, operations of higher mnor versions of NFSv4, subject to
the definition of a minor version of NFSv4) to access striped

met adata. The LAYOUT4 METADATA does not affect access to storage
devi ces, and indeed, in the protocol described here, layouts of type
LAYOUT4_METADATA and ordi nary pNFS |l ayouts for parallel data access
(e.g., LAYOUT4_NFSV4_1 FILES, LAYOUT4_OSD2_OBJECTS, or

LAYOUT4 BLOCK VOLUME, or a future flexible files layout), are

ort hogonal

6.2. Revocation of Layouts

Servers MAY revoke |ayouts of type LAYOUT4 _METADATA. A client
detects if layout has been revoked if the operation is rejected with
NFSA4ERR_PNFS_NO LAYQUT. In NFSv4.1, the error NFS4ERR_PNFS_NO _LAYOUT
could be returned only by READ and WRI TE. Wen the server returns a
| ayout of type LAYOUT4_METADATA, the set of operations that can
return NFS4ERR _PNFS_NO LAYQOUT is: ACCESS, CLOSE, COW T, CREATE
DELEGRETURN, GETATTR, LINK, LOCK, LOCKT, LOCKU, LOOKUP, LOOKUPP

NVERI FY, OPEN, OPENATTR, OPEN_DOANGRADE, PREADDI R, READ, READDI R
READLI NK, REMOVE, RENAME, SECI NFO, SETATTR, VERIFY, WRI TE,

GET_DI R_DELEGATI ON, SECI NFO SECI NFO_NO NAME, and WANT_DELEGATI ON

6.3. Stateids

The pNFS specification for LAYOUT4 NFSVA 1 FILES states data servers
MUST be aware of the stateids granted by MDS so that the stateids
passed to READ and WRI TE can be properly validated. Sinmilarly, in

| ayouts of type LAYOUT4_METADATA, the L-MDS MUST be aware of |ayout
stateids issued by the controlling I-MDS in the correspondi ng | ayout.

In addition, the L-MDS MUST be aware of any non-1layout stateids
granted by the I-MDS, if and only if the client is in contact the

L- MDS under direction of a nmetadata |ayout returned by the |-MS, and
the |-MDS has not recalled or revoked that layout. In addition
because an L-MDS can accept operations |ike OPEN and LOCK that create
or nodify stateids, the I-MDS MIUST be aware of stateids that an L-MS
has returned to a client, if and only if the |I-MDS granted the client
a nmetadata | ayout that directed the client to the L-MS

In sone cases, one L-MDS MJST be aware of a stateid generated by

anot her L-MDS. For example a client can obtain a stateid fromthe

L- MDS serving as the destination of name-based operations, which

i ncludes OPEN. However, operations that use the stateid will be
filehandl e-only operations, and the L-MDS the OPEN operation is sent
to mght differ fromthe L-MDS the LOCK operation for the sane target
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file is sent to.

When a client obtains a non-layout stateid froman L-MS, for
exanple, as the result of an OPEN operation, the stateid is asserted
to be valid at the issuing L-MDS, and al so the assocated |-MS, as
noted above. In addition, if the client holds a filehandl e striping
| ayout on the current file system it SHOULD request the associated
stripe hint on the object, ideally in the same COVMPOUND

When responding to client LAYOUTGET requests, server inplenentations
MUST accept the anonynous stateid as a valid stateid for both
LAYOUTMETA4_FI LEHANDLE and LAYOUTMETA4 DI RECTORY | ayouts, but MAY
return NFSAERR BADSTATEI D for ot her stateids, when appropriate.

6. 4. Lease Terns

Any state the client obtains froman I-MDS or L-MDS is guaranteed to
last for an interval lasting as long as the nmaxi mum of the | ease tine
attribute of the the I-MDS, and any L-MDS the client is directed to
as the result of a netadata |layout. The client has a | ease for each
client IDit has with an I-MDS or L-MDS, and each | ease MJST be
renewed separately for each client ID.

6.5. Layout Operations Sent to an L-MDS

An L-MDS MAY all ow a LAYQUTGET operation of type LAYOUT4_ METADATA.
One reason the L-MDS might allow such a LAYQUTGET operation is to

all ow hierarchical striping. For exanple, for name-based operations,
the pNFS server mght use a radix tree, (which the field

mdl n_nanebased_al g woul d indicate). The first four bytes of the
conponent nanme would be conbined to forma 32-bit stripe_unit_nunber.
Once the client contacted the L-MDS, it would repeat the algorithmon
the second four bytes of the conponent, and so on until the conponent
name was exhaust ed.

More typically, an L-MDS MAY all ow a LAYOUTCGET operation of type
LAYOUT4_NFSV4_1_FI LES, LAYOUT4_0OSD2_OBJECTS, or LAYOUT4_BLOCK VOLUME
Naturally, a reason to allow this would be for increased pNFS MS
scal ability.
Once an L-MDS grants a layout, the client MJST use only the L-MS
that granted the | ayout to send LAYOUTUPDATE, LAYOUTCOW T, and
LAYOUTRETURN.

6.6. Filehandl es in Metadata Layouts

Met adata | ayouts do not present filehandl es.
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6.7. Restriping
6.7.1. Layout Recall Cases

When a server inplenentation intends to performrestriping, it MJST
ensure that it has successfully recalled any netadata | ayout which
woul d be invalidated by the restriping.

If the inplenmentation wishes to restripe a directory on which there
are outstanding |ayouts of type LAYOUTMETA4 DI RECTORY, it nust first
successfully recall these layouts at their controlling |-MDS servers,
as described in [NFSv4. 1].

If the inplementation wishes to performfilehandl e restriping which
woul d invalidate any filehandl e stripe hint which it has issued to
clients, it MJST successfully recall all controlling |layouts of type
LAYOUTMETA4_FI LEHANDLE whi ch woul d conflict with the restriping.

Naturally, if a client requests an L-MDS to perform any operation
under the auspices of a netadata | ayout which is no | onger valid, the
L-MDS is not required to performit. The L-MDS SHOULD fail the
operation with NFS4ERR _PNFS NO LAYQOUT.

6.7.2. Hint Invalidation
When an i npl ementation wi shes to performfilehandl e restriping that
woul d invalidate an ilehandle stripe hint or hints it has issued to
clients, it can use ordinary NFSv4.1 invalidation to reclaimthe
hints. Since filehandle stripe hints are recomended attributes, the
controlling I-MDS or L-MDS does this by updating the change attribute
on the file being updated, as it would for any other file update.

6.8. Recovery

[[Comment.1l: it is likely this section will follow that of the files
| ayout type specified in the NFSv4.1 specification.]]

6.9. Failure and Restart of dient
TBD
6.10. Failure and Restart of Server

TBD
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The NFSv4.x client sends a GETATTR operation for attribute
fs_|ayout type.
either or both of filehandle or directory striping are supported,
subject to further verification by subsequent LAYOUTCET operations.
the client cannot use metadata striping.

If not,

8. Usage Exanpl es

If the reply contains the netadata |ayout type, then

This section contains illustrative exanples of the protocol.

8.1. open-lock-wite-close

8.2. parallel

Benj am n,

| - MDS:
| - MDS:
| - MDS:
| - MDS:

L- MDS:
L- MDS:
| - MDS:
| - MDS:

| - MDS:
| - MDS:

LAYOQUTGET for filehandle layout -> fh stateid
OPEN(’' foo’) -> open_stateid

GETATTR(net a_stri pe_deviceid) -> in_deviceid
GETDEVI CElI NFQ(i n_devi ceid) -> [L-MDS]

LOCK(open_stateid) -> |lock_stateid
WRI TE(| ock_st at ei d)

CLOSE(open_st atei d)

LAYOUTRETURN( f h_st at ei d)

Figure 9

create-l ayout conmi t

LAYOUTGET for filehandle layout -> fh stateid
LAYOUTGET(dir) for directory |ayout

-> {dir_stateid, dir_deviceid, dir_placenent}

| - MDS:

GETDEVI CElI NFQ( di r _devi cei d)

-> [L-MDS1, L-MDS2, L-MDS3]

dir_placenent(’'foo') -> L-MS1
L- MDS1: CREATE(dir, 'foo’)

dir_placenent (' bar’) -> L-MDS2
L- MDS2: CREATE(dir, ’bar’)

dir_placenent ('baz’) -> L-MDS3
L- MDS3: CREATE(dir, 'baz’)

| - MDS:
| - MDS:
| - MDS:

et al.

LAYOUTCOW T(dir_stateid, +3)
LAYOUTRETURN( dn_st at ei d)
LAYOUTRETURN( f h_st at ei d)
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8.

9.

3.

10.

11.

Fi gure 10
parall el directory listing

| -MDS: LAYOQUTGET for filehandle |ayout -> fh_stateid
| - MDS: LAYOUTGET(dir) for directory |ayout

-> dn_stateid, dn_deviceid
| - MDS: GETDEVI CElI NFQ( dn_devi cei d)

-> [L-MDS1, L-MDS2, L-MDS3]

L- MDS1: PREADDI R(dn_stateid, stripe=0, cookie=0)
->[a, b, c]
L- MDS2: PREADDI R(dn_stateid, stripe=1, cookie=0)

->[d, e, f]
L- MDS3: PREADDI R(dn_stateid, stripe=2, cookie=0)
-> [g! h! I]

| - MDS: LAYOUTRETURN( dn_st at ei d)
| - MDS: LAYOUTRETURN( f h_st at ei d)

Figure 11

Oper ational Recommendati on for Depl oynent

Depl oy the nmetadata striping layout when it is anticipated that the
wor kl oad wi Il involve a high fraction of non-1/0 operations on
fil ehandl es.
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Security Considerations

The security considerations of Section 13.12 of [NFSv4.1] which are
specific to data servers apply to |-MDSes. In addition, each |-MS
server and client are, respectively, a conplete NFSv4.1 server and
client, and so the security considerations of [NFSv4.1l] apply to any
client or server using the netadata |ayout type.
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12.

13.

13.

| ANA Consi derati ons
This specification requires an addition to the Layout Types registry
described in Section 22.4 of [NFSv4.1]. The five fields added to the
regi sty are:
1. Nanme of layout type: LAYOUT4_METADATA.
2. Value of layout type: TBDL.

3. Standards Track RFC that describes this |ayout: RFCTBD2, which
woul d be the RFC of this docunent.

4. How the RFC Introduces the specification: mnor revision (we
bel i eve).

5. Mnor versions of NFSv4 that can use the |layout type: [TBD].

This specification requires the creation of a registry of hash
al gorithms for supporting the field nmdl n_nanebased_al g. Additional
details TBD.

This specification introduces two new recomended attributes
(meta_stripe_deviceid and neta_stripe_count).

This specification introduces a new operati on (PREADDI R) .
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