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Abstract

The Pat h Conputation El enent (PCE) has been identified as an
appropriate technol ogy for the determ nation of the paths of point-
to-nmultipoint (P2MP) TE LSPs. The extensions described in
[I-D.ietf-pce-stateful -pce] provide stateful control of Miltiprotocol
Label Switching (MPLS) Traffic Engineering Label Switched Paths (TE
LSP) via PCE comuni cation Protocol (PCEP), for a nodel where the
Pat h Conputation Cdient (PCC) del egates control over one or nore
locally configured LSPs to the PCE. Further
[I-D.ietf-pce-pce-initiated-1sp] describes the creation and deletion
of PCE-initiated LSPs under the stateful PCE nodel. This docunent
provi des extensions required for PCEP so as to enable the usage of a
stateful PCE initiation capability in supporting point-to-nultipoint
(P2MP) TE LSP instantiation.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 18, 2014.
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1. Introduction

As per [RFC4655], the Path Conputation Elenent (PCE) is an entity
that is capable of conputing a network path or route based on a

net wor k graph, and applying conputational constraints. A Path
Conputation dient (PCC) nmay neke requests to a PCE for paths to be
comput ed.

[ RFCA857] descri bes how to set up point-to-multipoint (P2MP) Traffic
Engi neering Label Switched Paths (TE LSPs) for use in Miltiprotoco
Label Switching (MPLS) and Generalized MPLS (GWLS) networks. The
PCE has been identified as a suitable application for the conputation
of paths for P2MP TE LSPs ( [RFC5671]).

The PCEP is designed as a comunication protocol between PCCs and
PCEs for point-to-point (P2P) path conputations and is defined in
[ RFC5440]. The extensions of PCEP to request path conputation for
P2MP TE LSPs are described in [ RFC6006] .

Stateful PCEs are shown to be hel pful in many application scenari os,
in both MPLS and GVWPLS networks, as illustrated in
[I-D.ietf-pce-stateful -pce-app]. These scenarios apply equally to
P2P and P2MP TE LSPs. [I-D.ietf-pce-stateful-pce]provides the
fundanent al extensions needed for stateful PCE to support genera
functionality for P2P TE LSP. Further

[1-D. palle-pce-stateful -pce-p2np] focuses on the extensions that are
necessary in order for the deploynent of stateful PCEs to support
P2MP TE LSPs. It includes nmechanisnms to effect P2MP LSP state
synchroni zati on between PCCs and PCEs, del egation of control of P2MP
LSPs to PCEs, and PCE control of tinming and sequence of P2MP path
comput ations wi thin and across PCEP sessions and focuses on a nodel
where P2MP LSPs are configured on the PCC and control over themis
del egated to the PCE

[I-D.ietf-pce-pce-initiated-I|sp]provides the fundanental extensions
needed for stateful PCE-initiated P2P TE LSP instantiation

Thi s docunment describes the setup, maintenance and teardown of PCE-
initiated P2MP LSPs under the stateful PCE nodel, w thout the need
for local configuration on the PCC, thus allowing for a dynamc
network that is centrally controlled and depl oyed.

1.1. Requirenents Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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2. Term nol ogy

Term nol ogy used in this docunent is sane as term nology used in
[I-D.ietf-pce-stateful-pce], [I-D.ietf-pce-pce-initiated-I|sp]and
[ RFC6006] .

3. Architectural Overview
3. 1. Moti vati on

[1-D. palle-pce-stateful -pce-p2np] provides stateful control over P2MP
TE LSPs that are locally configured on the PCC. This nodel relies on
the Ingress taking an active role in delegating locally configured
P2MP TE LSPs to the PCE, and is well suited in environments where the
P2MP TE LSP pl acenent is fairly static. However, in environnents
where the P2MP TE LSP pl acenent needs to change in response to
application demands, it is useful to support dynam c creation and
tear down of P2MP TE LSPs. The ability for a PCE to trigger the
creation of P2MP TE LSPs on denand can be seam essly integrated into
a controll er-based network architecture, where intelligence in the
controll er can determ ne when and where to set up paths.

Section 3 of [I-D.ietf-pce-pce-initiated-|sp]further describes the
noti vation behind the PCE-Initiation capability, which are equally
appl i cable for P2MP TE LSPs.

3.2. (QOperation Overview

A PCC or PCE indicates its ability to support PCE provisioned dynanic
LSPs and P2MP operations during the PCEP Initialization Phase via
mechani sm descri bed in Section 4.

As per section 5.1 of [I-D.ietf-pce-pce-initiated-Isp], the PCE sends
a Path Conputation LSP Initiate Request (PClnitiate) nessage to the
PCC to instantiate or delete a P2P TE LSP. This document extends the
PClnitiate nmessage to support P2MP TE LSP Instantiation (see details
in Section 5.1).

P2MP TE LSP instantiation and del eti on operations are same as P2P LSP
Instantiation as described in section 5.3 and 5.4 of
[I-D.ietf-pce-pce-initiated-Isp]. This docunent focuses on

ext ensi ons needed for further handling of P2MP TE LSP Instantiation
(see details in Section 5.2).
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4.

5.

5.

Support of PCE Initiated P2MP TE LSPs

As per Section 3.1 of [RFC6006], PCE advertises P2MP capability via

| GP discovery or a P2VP capable TLV in open nessage. To support
instantiation of PCE-initiated P2MP TE LSPs, this docunent extends
the advertisenent of P2MP capable TLV in open nessage by all PCEP
speakers. As per Section 4 of [I-D.ietf-pce-pce-initiated-Isp], PCC
or PCE advertises capability for instantiation of PCE-initiated LSPs
via Stateful PCE Capability TLV (LSP-I NSTANTI ATI ON- CAPABI LI TY bit) in
open nessage. These nmechani sm when used together indicates the
instantiation capability for P2MP TE LSPs by the PCEP speaker

PCE-initiated P2MP TE LSP Operati ons
1. The PCInitiate message
As defined in section 5.1 of [I-D.ietf-pce-pce-initiated-1sp], PCE
sends a PClnitiate nessage to a PCCto instantiate a P2P TE LSP, this
docunent extends the format of PClnitiate message for the creation of
P2MP TE LSPs but the creation and del eti on operations of P2MP TE LSP
are sane to the P2P TE LSP

The format of PClnitiate nmessage is as follows:
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<PClnitiate Message> ::= <Conmon Header>
<PCE-initiated-Isp-list>

Wher e:

<PCE-initiated-Isp-list> ::= <PCE-initiated-I|sp-request>

[<PCE-initiated-Isp-1list>]

<PCE-initiated-Isp-request> ::=
(<PCE-initiated-1sp-instantiation> <PCE-initiated-I|sp-deletion>)

<PCE-initiated-Isp-instantiation> ::= <SRP>
<LSP>
<end- poi nt-path-pair-Iist>
[<attribute-Iist>]

<PCE-initiated-Isp-deletion> ::= <SRP>
<LSP>

Wher e:

<end-point-path-pair-list>:=
[ <END- POl NTS>]
<pat h>
[ <end- poi nt - pat h-pair-1ist>]

<pat h> ::= (<ERO>| <SERO>)
[ <pat h>]

<attribute-list> is defined in [ RFC5440] and extended
by PCEP ext ensi ons.

The PClnitiate nmessage with an LSP object with N bit (P2MP) set is
used to convey operation on a P2MP TE LSP. The SRP object is used to
correlate between initiation requests sent by the PCE and the error
reports and state reports sent by the PCC as described in
[I-D.ietf-pce-stateful-pce].

5. 2. P2\MP TE LSP Instanti ati on

The Instantiation operation of P2MP TE LSP is sanme as defined in
section 5.3 of [I-D.ietf-pce-pce-initiated-1sp] including handling of
PLSP-1 D, SYMBOLI C- PATH NAME etc. Rules of processing and error codes
remai ns unchanged. Further, as defined in section 6.1 of

[1-D. palle-pce-stateful -pce-p2np], N bit MJIST be set in LSP object in
PClnitiate nmessage by PCE to specify the instantiation is for P2MP TE
LSP and the PCC or PCE MUST follow the mechani smdefined in
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[1-D. palle-pce-stateful -pce-p2np] for del egati on and updati on of P2MP
TE LSPs.

Though N bit is set in the LSP object, P2MP-LSP-1DENTI FI ER TLV
defined in section 6.2 of [I-D.palle-pce-stateful-pce-p2np] MJST NOT
be included in the LSP object in PCintiitate nmessage as it SHOULD be
generated by PCC and carried in PCRpt nessage.

5.3. P2MP TE LSP Del eti on

The del etion operation of P2MP TE LSP is sane as defined in section
5.4 of [I-D.ietf-pce-pce-initiated-I1sp] by sending an LSP Initiate
Message with an LSP object carrying the PLSP-1D of the LSP to be
renoved and an SRP object with the R flag set (LSP-REMOVE as per
section 5.2 of [I-D.ietf-pce-pce-initiated-l1sp]). Rules of
processing and error codes renmi ns unchanged.

5.4. Adding and Pruning Leaves for the P2MP TE LSP

Addi ng of new | eaves and Pruning of old Leaves for the PCE initiated
P2MP TE LSP MJST be carried in PCUpd nmessage and SHOULD refer

[1-D. palle-pce-stateful -pce-p2np] for P2MP TE LSP extensions. As
defined in [ RFC6006], |eaf type = 1 for adding of new | eaves, | eaf
type = 2 for pruning of old | eaves of P2MP END- PO NTS (bj ect are used
in PCUpd nessage

5.5. P2MP TE LSP Del egation and Cl eanup

P2MP TE LSP del egati on and cl eanup operations are sane as defined in
section 6 of [I-D.ietf-pce-pce-initiated-l1sp]. Rules of processing
and error codes renains unchanged.

6. PCintiate Message Fragnentation

The total PCEP nessage |length, including the common header, is 16
bytes. In certain scenarios the P2MP LSP Initiate may not fit into a
singl e PCEP nessage (initial PCinitiate nmessage). The F-bit is used
in the LSP object to signal that the initial PClnitiate was too | arge
to fit into a single nessage and will be fragnented into multiple
nessages.

Fragnentati on procedure described below for PClnitiate message is

simlar to [ RFC6006] whi ch describes request and response nessage
fragment ati on.
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6.1. PCintiate Fragnentation Procedure

Once the PCE initiates to set up the P2MP TE LSP, a PClnitiate
message is sent to the PCC. If the PClnitiate is too large to fit
into a single PClnitiate nessage, the PCE will split the PClnitiate
over multiple nessages. Each PClnitiate nmessage sent by the PCE
except the last one, will have the F-bit set in the LSP object to
signify that the PClnitiate has been fragnented into multiple
messages. |In order to identify that a series of PClnitiate nmessages
represents a single Initiate, each nessage will use the sane PLSP-1D
(in this case 0) and SRP-I| D nunber.

[Editor Note: P2MP nessage fragnentation errors associated with a
P2MP path initiation will be defined in future version].

7. Non-Support of P2MP TE LSP Instantiation for Stateful PCE
The PCEP protocol extensions described in this docunent for PCC or
PCE with instantiation capability for P2MP TE LSPs MJUST NOT be used
if PCC or PCE has not advertised its stateful capability with
Instantiation and P2MP capability as per Section 4. |If this is not
the case and Stateful operations on P2MP TE LSPs are attenpted, then
a PCErr with error-type 19 (lnvalid Operation) and error-value TBD
needs to be generat ed.
[Editor Note: nmore information on exact error value is needed]

8. Security Considerations
TBD

9. Manageability Considerations

9.1. Control of Function and Policy
TBD.

9.2. Information and Data Mdel s
TBD.

9.3. Liveness Detection and Mnitoring

TBD.
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9.4. Verify Correct Operations
TBD.
9.5. Requirenents On Gt her Protocols
TBD.
9.6. Inpact On Network Operations
TBD.
10. | ANA Consi derations
TBD
11. Acknow edgnents
TBD
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