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Abst ract

I P networks rely nmore and nore on the conbination of advanced
functions (besides the basic routing and forwardi ng functions) for
the delivery of added value services. This docunent defines a
reference architecture and a framework to enforce Service Function
Chaining (SFC) with m nimumrequirenents on the physical topology of
t he network

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 16, 2014.
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I ntroduction
On the Proliferation of Service Functions

I P networks rely nore and nore on the conbination of advanced
functions (besides the basic routing and forwardi ng functions) for
the delivery of added val ue services. Typical exanples of such
functions include firewall (e.g., [RFC6092]), DPlI (Deep Packet

I nspection), LI (Lawful Intercept) nodul e, NAT44 [ RFC3022], NAT64

[ RFC6146], DS-Lite AFTR [ RFC6333], NPTv6 [ RFC6296], HOST_ID

i njection, HITP Header Enrichment function, TCP tweaking and

optim zation function, transparent caching, charging function, |oad-
bal ancer, etc.

Such advanced functions are denoted SF (Service Function) in this
docunent .

The dynam ¢ enforcenent of a SF-derived, adequate forwarding policy
for packets entering a network that supports such advanced Service
Functions has becone a key chall enge for operators and service
providers. SF-inferred differentiated forwarding is ensured by
tweaki ng the set of Service Functions to be invoked. Howto bind a
fl ow of packets that share at | east one comon characteristic to a
forwardi ng plane is policy-based, and subject to the set of SF
functions that need to be solicited for the processing of this
specific flow

Service Providers need to rationalize their service delivery |ogics
and master its underlying conplexity.
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The overall problem space is described in
[I-D.ietf-sfc-problemstatenent]. A conpani on docunent that lists a
set of requirenents is available at [I-D.boucadair-sfc-requirements].

Scope

Thi s docunent defines a framework to enforce Service Function
Chaining (SFC) with m ni mumrequirements on the physical topol ogy of
the network. The proposed solution allows for differentiated
forwardi ng: packets are initially classified at the entry point of an
SFC- enabl ed network, and are then forwarded according to the ordered
set of SF functions that need to be activated to process these
packets in the SFC- enabl ed domai n.

Thi s docunment does not make any assunption on the depl oyment context.
The proposed franmework covers both fixed and nobile networks (e.qg.

to rationalize the proliferation of advanced features at the G
Interface [ RFC6459]).

Consi derations related to the chaining of Service Functions that span
domai ns owned by nultiple admnistrative entities is out of scope.
Note, a single admnistrative entity nmay nmanage nul ti pl e domains

bj ecti ves
The main objectives of the proposed framework are |isted bel ow

0 Create service-inferred forwardi ng pl anes.

o Efficiently master the chained activation of Service functions,
regardl ess of the network topology and routing policies.

o Allow packets to be forwarded to the required Service Functions
wi t hout changi ng the network topol ogy or overlay transports
necessary for packet delivery to/from Service Functions.

o Alowfor differentiated packet forwardi ng by selecting the set of
Service functions to be invoked.

o Allowto easily change the sequentiality of the activation of
Service functions to be invoked.

o Allowto easily change the set of Service functions to be invoked.

o Ease managenent (including withdrawal) of Service functions and
m ni m ze any subsequent topol ogy update.

0 Automate the overall process of generating and enforcing policies
to accommpdate a set of network connectivity service objectives.

Assunpt i ons

The follow ng assunptions are nmde:
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1.5.

Not all SFs can be characterized with a standard definition in
terns of technical description, detailed specification
configuration, etc.

There is no global nor standard list of SFs enabled in a given
adm ni strative domain. The set of SFs varies as a function of the
service to be provided and according to the networking

envi ronnent .

There is no global nor standard SF chaining logic. The ordered
set of SFs that need to be activated to deliver a given
connectivity service is specific to each adm nistrative entity.
The chaining of SFs and the criteria to invoke sone of themare
specific to each admi nistrative entity that operates the SF-
enabl ed network (also called adninistrative donmain).

SF chaining logic and rel ated policies should not be exposed
outside a given adm nistrative domain.

Several SF chaining |ogics can be sinultaneously enforced within
an adnministrative donmain to neet vari ous business requirenents.
No assunption is nmade on how FIBs and RI Bs of involved nodes are
popul at ed.

How to bind the traffic to a given SF chaining is policy-based.

Rati onal e

G ven the assunptions listed in Section 1.4, the rationale of the
framework is as foll ows:

(0]

The framework separates the dynam c provisioning of required SF
functions from packet handling operations (e.g., forwarding
deci si ons).

The technical characterization of each SFis not required to
design the SFC architecture and SFC operations.

No I ANA registry is required to store the list of SFs. In
particul ar, assignnment of identifiers, header fields, or any other
i ndi cation of the Service Function Chain, are all strictly loca
in scope. An identifier assigned in one adm nistrative donain
will not indicate the same set of SFs in another adm nistrative
domai n.

No IANA registry is required to store the SF chai ni ng candi dat es.
The set of SFCs are local to each administrative domain, and are
as such not gl obal

No specific SF chaining is assuned. The description of SF chains
is an information that will be processed by the nodes that
participate to the delivery of a network service. The set of

i sted/ chained SF functions is generated by each adm nistrative
entity operating the network.

SF handling is policy-based: SF chains can be updated or del eted,
new SFs can be added without any inpact on existing SFs, etc. In
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particular, this design is conpliant with the gl obal framework

di scussed in [I-D.sin-sdnrg-sdn-approach].

For the sake of efficiency, policy enforcenment is automated (but
policies can be statically enforced, for exanple).

To mninize fragnentation, a mninmal set of information needs to
be signal ed (possibly in data packets).

Advanced features (e.g., l|oad bal ancing) are al so described and
may be configured according to policies that can be service-
specific. Policy decisions are made by a Policy Decision Point

[ RFC2753] and the solicited enforcenment points are responsible for
appl yi ng these deci sions, whatever the objective to achieve.

SFs can be enbedded in nodes that intervene in the transport
service or supported by dedicated nodes (e.g., dedicated servers).
The decision to inplenent one of these two nodels (or a

combi nation thereof) is deploynent-specific and it is orthogona
to the overall procedure.

Mul tipl e SFC-enabl ed donai ns can be depl oyed within the sanme

adm nistrative donain. Nodes are provisioned with the policy
tabl e of the SFC enabl ed donain they bel ong to.

The overall consistency of the differentiated forwarding policy is
ensured by the PDP

The PDP can be responsible to enforce other policies than those
described in the SFC Policy Tabl es.

Ter i nol ogy

Thi s docunment nmakes use of the follow ng terns:

(0]

SF (Service Function): refers to a function which is enabled in
the network operated by an administrative entity. One or nany
Servi ce Functions can be involved in the delivery of added-val ue
services. A non-exhaustive list of Service Functions include:
firewall (e.g., [RFC6092]), DPlI (Deep Packet Inspection), LI
(Lawful Intercept) nodule, NAT44 [RFC3022], NAT64 [ RFC6146], DS-
Lite AFTR [ RFC6333], NPTv6 [ RFC6296], HOST_ID injection, HITP
Header Enrichnent function, TCP optim zer, |oad-bal ancer, etc.
Thi s docunment does not make any assunption in the OSI Layer on
whi ch the Service Function acts on; the exact definition of each
Servi ce Function is deployment-specific.

SFC- enabl ed dormai n: denotes a network (or a region thereof) that
i mpl ements SFC

SF Identifier: is a unique identifier that unanbi guously
identifies a SF within a SFC enabl ed domain. SF Identifiers are
assi gned, configured and nanaged by the adnministrative entity that
operates the SFC-enabled domain. SF identifiers can be structured
as strings; other formats can be used. SF Identifiers are not
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required to be globally uni que nor be exposed to or used by
anot her SF-enabl ed domai n.

SF Map: refers to an ordered list of SF identifiers. Each SF Map
is identified with a unique identifier called SF Map | ndex.

SFC Policy Table: is a table containing a list of SF Maps, SFC
classification rules and Locators for all SF Nodes. A SFC Policy
Tabl e may contain a default SF Mp.

SF Locator: A SF Node identifier used to reach the said SF node.
A locator is typically an I P address or a FQDN

Legacy Node (Node for short): refers to any node that is not a SF
Node nor a SFC Boundary Node. This node can be located within a
SFC- enabl ed donmin or outside a SFC enabl ed donai n.

SF Proxy Node: a Network El enent along the data path, to enforce
SFC functions on behalf of |egacy SF nodes.

Functional El enents

The followi ng functional elenents are defined in this docunent:

(0]

SFC Boundary Node (or Boundary Node): denotes a node that connects
one SFC-enabl ed domain to a node either |ocated in another SFC
enabl ed donain or in a domain that is SFC unaware

SFC Egress Node (or Egress Node): denotes a SFC Boundary Node t hat
handl es traffic which | eaves the SFC enabl ed donain the Egress
Node bel ongs to.

SFC I ngress Node (or Ingress Node): denotes a SFC Boundary Node
that handles traffic which enters the SFC enabl ed domai n the
i ngress Node bel ongs to.

SF Node: denotes any node within an SFC-enabl ed donai n that enbeds
one or multiple SFs.

SFC Classifier (or Classifier): an entity that classifiers packets
for service chaining according to classification rules defined in
a SFC Policy Table. Packets are then narked with the
corresponding SF Map Index. SFC Cassifier is enbedded in a SFC
boundary (I ngress) Node. A SFC O assifier my be considered as a
Servi ce Function, and therefore be uniquely identified by a

dedi cated SF Identifier
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4. SFC Provi si oning

It is out of scope of this docunent to discuss SF-specific policy
enforcenent; only SFC considerations are el aborated.

4.1. Assign Service Function ldentifiers

The adninistrative entity that operates a SFC enabl ed domain

mai ntains a |l ocal repository that lists the enabled SFs. This
adm nistrative entity assigns a unique SF identifier for each SF
type.

SF identifiers are structured as character strings. SF identifiers
are case-sensitive

The main constraint on the format is that two SFs MJUST be assi gned
with different SF identifiers if they do not provide the exact sane
function, or do provide the same function but are unable to
differentiation packets based on policies provisioned to the SF using
an appropriate mechani sm

4.2. Service Function Locator

A SF may be enbedded in one or several SF Nodes. The SF locator is
typically the I P address or the FQDN to reach a given SF.

The use of an I P address is RECOVWENDED to avoid any extra complexity
related to the support of nane resolution capabilities in SF Nodes.
Resol ution capabilities are supported by the PDP (Policy Decision
Point). In the rest of the docunent, we assume a SF locator is
structured as an | P address (IPv4 or |Pv6).

A SF can be reached by one or nore locators. Wen multiple SF

| ocators are in use, the locator to be used to reach a given SF can
be driven by the PDP, a SF in a SFC, result of a | oad-bal ancing
heuristic, etc.

4.3. Service Function Discovery

The | ocal repository that lists the enabled SFs within an SFC-enabl ed
domain may be built as a direct input fromthe adm nistrative entity,
or they may be di scovered dynanically through appropriate protoco

di scovery means.

Wi chever nmethod is selected by the administrative entity is a loca
decision and is therefore outside the scope of this docunent. Any
Servi ce Function Discovery solution nust conply with the requirenents
identified in [I-D. boucadair-sfc-requirenments].
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4.4. Building Service Function Mps

Added- val ue services delivered to the end-user rely on the invocation
of several SFs. For each of these services, the adm nistrative
entity that operates an SFC- enabl ed donain builds one or several SF
Maps. Each of these naps characterizes the list of SFs to be invoked
with their exact invocation order.

Each SF Map is unanbiguously identified with a unique identifier
called the SF Map I ndex. The SF Map | ndex MUST be described as an
unsi gned i nt eger

Di stinct chains can be applied for inbound and outbound traffic. The
directionality of traffic is not included as an attribute of the SF
Map, but it rmay be inplicitly described by using two SF Maps
installed and nmaintained in the SFC Policy Table. In such case,

i ncom ng packets would be marked with Index_1 for exanple, while

out goi ng packets woul d be forwarded according to a distinct SF Map
identified with I ndex_2.

An exanple of SF Map to handle IPv6 traffic destined to an |IPv4
remote server is defined as foll ows:

{15, {IPv6_Firewall, HOST ID Inject, NAT64}}.

To handl e i nconi ng packets destined to the sane | Pv6 host, the
followi ng SF Map can be defi ned:

{10, {IPv4_Firewal |, NAT64}}.
4.5. Building Service Function Chaining (SFC) Policy Tables

A PDP (Policy Decision Point, [RFC2753]) is the central entity which
is responsible for naintaining SFC Policy Tables (Figure 1), and
enforcing appropriate policies in SF Nodes and SFC Boundary Nodes
(Figure 1). PDP-nmade decisions can be forwarded to the participating
nodes by using a variety of protocols (e.g., NETCONF [ RFC6241]).

One or multiple SFC enabl ed domai ns may be under the responsibility
of the sane PDP. Delimting the scope of each SFC-enabl ed domain is
under the responsibility of the adm nistrative entity that operates
t he SF-enabl ed network.
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Figure 1: SFC Policy Enforcenent Schene.
The SF Node MJST be provisioned with the follow ng information

0 Local SF Identifier(s): This information is required for an SF to
identify itself within an SF Map.

o List of SF Maps: The PDP may configure the full list (default
nmode) or only as subset of SF Maps in which SF(s) supported by the
SF Node is involved (see Section 10.7).

o List of SF Locators: The PDP may configure the full list of
| ocators (default node) or only the locators of next hop SFs of SF
Maps in which SF(s) supported by the local SF node is involved
(see Section 10.7).

[ DI SCUSSI ON NOTE: Discuss if we maintain both forns of the SFC
Policy table (full and lite) or select only one of them]

Li kewi se, the SFC Boundary Node MJST be provisioned with the
follow ng information:

o List of SF Maps
o List of SF Locators
o List of SF Map Cassification Rules (see Section 5.2).

In addition to the SFC Policy Table, other SF-specific policies can
be installed by the PDP (e.g., configure distinct user profiles,
activate specific traffic filters, configure traffic conditioners,
etc.).

Pol i ci es managed by the PDP may be statically instantiated or
dynanmically triggered by external neans (e.g., a AAA server).
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In the event of any update (e.g., define a new SF Map, delete an SF
Map, add a new SF Locator, update classification policy), the PDP
MUST forward the updated policy configuration information in all

rel evant SF Nodes and SFC Boundary Nodes.

Distributing the | oad anong several SF Nodes supporting the same SF
can be driven by the PDP. Indeed, the PDP can generate multiple
classification rules and SF Maps to neet sone | oad-bal anci ng

obj ecti ves.

Load bal ancing may al so be achieved locally by an SF Node. If the SF
Node, SF O assifier, or SF Boundary Node has a table that provides
the SF locator(s) of SF Nodes that provide a particular SF then it is
possi ble to nmake that |ocal |oad bal anci ng deci sion

The processing of packets by the nodes that belong to a SFC-enabl ed
domai n does not necessarily require any interaction with the PDP
dependi ng on the nature of the SF supported by the nodes and the
corresponding policies to be enforced. For exanple, traffic
conditioning capabilities [RFC2475] are typical SF functions that may
require additional solicitation of the PDP for the SF node to decide
what to do with sonme out-of-profile traffic.

5. Theory OF Operation

The behavi or of each node of a SFC-enabled domain is specified in the
foll owi ng sections. W assune that the provisioning operations

di scussed in Section 4 have been successful (i.e., SF functions have
been adequately configured according to the SFC-specific policy to be
enf or ced).

5.1. SFC Boundary Node

SFC Boundary Nodes act both as a SFC I ngress Node and as a SFC Egress
Node for the respective directions of the traffic.

Traffic enters a SFC-enabl ed domain at a SFC I ngress Node
(Section 5.3) and exits the domain at a SFC Egress Node
(Section 5.4).

5.2. SFC C assifier

The SFC O assifier classifies packets based on (sone of) the contents
of the packet. Particularly, it classifies packets based on the
possi bl e conbi nati on of one or nore header fields, such as source
address, destination address, DS field, protocol ID, source port and
destination port nunbers, and any other information.

Boucadair, et al. Expi res August 16, 2014 [ Page 11]



Internet-Draft SFC Franework & Architecture February 2014

Each SF Map O assification Rule MJST be bound to one single SF Map
(i.e., the classification rule nust include only one SF Map | ndex).

5.3. SFC I ngress Node

When a packet is received through an interface of the SFC I ngress
Node that connects to the outside of the SFC donain, the Ingress Node
MUST:

0 |Inspect the received packet and check whether any existing SF Map
Index is included in the packet.

* The SFC I ngress Node SHOULD be configurable with a paraneter to
i ndi cate whether received SF Map Index is to be preserved or
striped. The default behavior is to strip any received SF Map
| ndex.

* Unless explicitly configured to trust SF Map index, The SFC
I ngress Node MUST strip any existing SF Map Index if the packet
is received froman SFC enabl ed dormain that has not explicitly
been designated as "trusted"

0 Check whether the received packet matches an existing
classification rule (see Section 5.2).

o If norule matches, forward the packet to the next hop according
to |l egacy forwarding behavior (e.g., based upon the |P address
conveyed in the DA field of the header).

o If arule matches, proceed with the foll ow ng operations:

* Retrieve the |locator of the first SF as indicated in the SF Map
entry the rule matches. |If nmultiple locators are avail abl e,
the selection can be based on local criteria (e.g., the closest
[ best path).

* Check whether the corresponding SF node is an inmediate (L3)
nei ghbor .

+ |If so, update the packet with the SF Map | ndex of SF Map
entry it matches and then forward the packet to the
correspondi ng SF Node.

+ If not, (1) encapsul ate the original packet into a new one
that will be forwarded to the correspondi ng SF node, (2)
updat e the encapsul ated packet with the SF Map | ndex of SF
Map entry it nmatches, and (3) forward the packet to the next
hop to reach the first SF node.

As a result of this process, the packet will be sent to an SF Node or
an I nternedi ate Node.
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5.4. SFC Egress Node

When a packet is received through an interface that connects the SFC
Egress Node to its SFC domai n, the Egress Node MJST

o Strip any existing SF Map | ndex.
o Forward the packet according to | egacy forwardi ng policies.

5.5. SF Node

This section assunes the default behavior is each SF Node does not
enbed a Classifier as discussed in Section 10. 4.

When a packet is received by a SF Node, the SF Node MJST:

0 Check whet her the packet conveys a SF Map | ndex.

o I|If no SF Map Index is included, forward the packet according to
| egacy forwarding policies.

o |f the packet conveys a SF Map | ndex,

*

Retrieve the corresponding SF Map fromthe SFC Policy Tabl e.
If no entry is found in the table, forward the packet according
to | egacy forwardi ng policies.

[ DI SCUSSI ON NOTE: Anot her design choice is to drop the
packet and send a notification to the PDP. The
justification for avoiding to drop the packet is that an SF
can be part of the forwarding path of an SFC to which it
does not belong to.]

If an entry is found in the SFC Policy Table, check whether the
local SF Identifier is present in the SF Map

+

+

Boucadai r,

If not, forward the packet according to | egacy forwarding
pol i ci es.

[ DI SCUSSI ON NOTE: One woul d argue the packet should be
dropped. The justification for avoiding to drop the
packet is that an SF can be part of the forwarding path
of an SFC to which it does not belong to + the SF node is
provisioned with the full SFC Policy Table.]
If so, the packet is decapsulated (if needed) and then
presented as an input to the local SF. In case several SFs
are co-located in the same node, the packet is processed by
all SFs indicated in the SF Map. Once the packet is
successfully handl ed by |l ocal SF(s), the packet is forwarded
to the next SF Node in the list or to an intermediate node
(if the local SF Node is the last elenent in the SF Map).
If the local SF node is not the last one in the SF Map, it
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retrieves the next SF Node fromthe list, retrieve its

| ocator for the SFC Policy Table, and forwards the packet to
the next hop. |If the local SF Node is the last element in
the SF Map, it forwards the packet to the next hop according
to | egacy forwardi ng policies.

5.6. Internedi ate Nodes

An Internediate Node is any node that does not support any Service
Function and which is located within a SFC enabl ed domai n.

No nodification is required to internedi ate nodes to handl e incom ng
packets. In particular, routing and forwardi ng are achi eved using
| egacy procedures.

6. Fragnentation Considerations
I f addi ng the Service Chaining Header would result in a fragnented
packet, the classifier should include a Service Chaining Header in
each fragnent. Doing so would prevent SF Nodes to dedicate resource
to handl e fragnents.

7. Differentiated Services
When encapsul ating an | P packet, the Ingress Node and each SF Node
SHOULD use its Diffserv Codepoint (DSCP, [RFC2474]) to derive the
DSCP (or MPLS Traffic-C ass Field) of the encapsul ated packet.

Ceneric considerations related to Differentiated Services and tunnel s
are further detailed in [ RFC2983].

8. ECN (Explicit Congestion Notification) Considerations

When encapsul ating an | P packet, the Ingress Node and each SF Node
SHOULD fol | ow [ RFC6040] for ECN re-nmarking purposes

9. Design Considerations

This section discusses two main protocol issues to be handled in
order to deploy SFC

A detail ed design analysis is docunented in
[I-D. boucadai r - sf c-desi gn-anal ysi s] .
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Transmt A SFC Map | ndex In A Packet
1. SFC Map | ndex
A SF Map Index is an integer that points to a SF Map.

In order to avoid all nodes of a SFC-enabl ed donain to be SF-aware,
this specification recormends to undertake classifiers at boundary
nodes while internedi ate nodes forward the packets according to the
SF Map I ndex conveyed in the packet (SF Node) or according to typical
forwardi ng policies (any SF-unaware node).

An 8-bit field would be sufficient to acconmmodate depl oynment contexts
that assunme a reasonable set of SF Maps. A 16-bit (or 32-bit) field
woul d be nore flexible (e.g., to acconmpdate the requirenent

di scussed in Section 10.3).

2. \Were To Store SFC Map | ndexes In A Packet?
SF Map I ndexes can be conveyed in various |ocations of a packet:

At L2 |evel

Define a new | P option or a new | Pv6 extensi on header
Use | Pv6 Fl ow Label

Use MPLS Label

Re-use an existing field (e.g., DS field)

TCP option

GRE Key

Define a new shim

Etc.

OO0OO0OO0OO0OOO0OO0OO

Steer Paths To Cross Specific SF Nodes
A SFC I ngress Node or a SF Node MJUST be able to forward a packet that
mat ches an existing SF Map to the rel evant next hop SF Node. The
| ocator of the next SFis retrieved fromthe SFC Policy Table. In
case the next SF Node in the list is not an i mediate (L3) neighbor,
a solution to force the packet to cross that SF Node MJIST be
support ed.

Depl oynment Consi derati ons
1. Ceneric Requirenments
The follow ng depl oynent consi derations should be taken into account:

0 Avoid inducing severe path stretch conpared to the path foll owed
if no SFis involved.
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0 Mninize path conputation delays: due to the enforcenent of
classification rules in all participating nodes, nisconception of
Servi ce function chaining, inappropriate choice of nodes el ected
to enbed Service functions, etc., nust be avoided.

0 Avoid SF invocation | oops: the design of SF chainings should
m nimze as nuch as possible SF invocation loops. In any case,
forwardi ng | oops nust be avoi ded.

10. 2. Depl oynent Mbdel s
Bel ow are |isted some depl oynent nodel exanpl es:

1. A full marking mechani sm |ngress nodes performthe
classification and marki ng functions. Then, involved SF Nodes
process recei ved packets according to their marking.

2. SF node nechanism in which every SF Node enbeds al so a
classifier, and the ingress node only decides the first node to
forward to. Packets are forwarded at each node according to
| ocal policies. No marking is required when all SFs are co-
| ocated with a classifier. This nodel suffers from sone
limtations (see Section 10.4).

3. A router-based nechanism All SF Nodes forward packets once
processed to their default router. This default routes is
responsi bl e for deciding how the packet should be progressed at
each step in the chain. One or nultiple routers can be invol ved
in the same Service Function Chain.

4. A conbination thereof.

10.2.1. 1.1. Proxy Node for Legacy Service Functions
It is not uncommon to have nultiple | egacy service nodes |located in
close vicinity with a service chain proxy node, or one to two |links
away. The followi ng figure depicts typical network architecture for

chai ni ng those service nodes that are not aware of service |ayer
encapsul ati on.
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|1 ----- | n | 21 ---- | 2m
Ho - oo -+ Ho - oo -+ +-+---+ Ho - - oo -+

| SF1 | | SF2 | | SF3 | | SF4 |
o e oo -+ o e oo -+ oot - + e

\ / \ /
B + Fomm e - - + Fomm e oo - +
-- > SFC | -> Proxy |--------- > | Proxy | ---->
| dassifier | | Node-1 | | Node-i
o + Fom e e - -+ B =
|- |
\/ +o-->
Fomm e - - +
| Proxy |
S >
Fom e e e oo +

Vari ous depl oyment options can be envi saged:

1. Upgrade | egacy service nodes to support required SFC
functionalities.

2. Enabl e Proxy Service Nodes to involve these | egacy nodes in
i nstanti ated SFCs.

3. Exclude I egacy service nodes froma SFC domai n.

It is up to the responsibility of each Service Provider to decide
whi ch option to deploy within its networks.

10.3. On Service Function Profiles (a.k.a., Contexts)

Service Functions may often enforce nultiple differentiated policy
sets. These policy sets nmay be coarsely-grained or fine-grained. An
exanpl e of coarsely-grained policy sets would be an entity that
performs HTTP content filtering where one policy set may be
appropriate for child users whereas another is appropriate for adult
users. An exanple of finely-grained policy sets would be PCEF (3GPP
Policy Control Enforcenent Function) that has a | arge nunber of
differentiated QS and charging profiles that are mapped on a per-
subscri ber basi s.

The Service Function Chaini ng mechani smdirectly support coarsely-

grained differentiated policy sets and indirectly support finely-
grained differentiated policy sets.
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10.

From a Service Function Chai ning perspective, each coarsel y-grained
policy set for a Service Function will be considered as a distinct

| ogi cal instance of that Service Function. Consider the HITP content
filtering exanple where one physical or virtual entity provides both
child and adult content filtering. The single entity is represented
as two distinct |ogical Service Functions, each with their own
Service Function Identifier froma chaining perspective. The two
(logical) Service Functions may share the sanme | P address or may have
di stinct |IP addresses.

Fi nel y-grained policy sets, on the other hand, woul d unacceptably
expl ode the nunber of distinct Service Chains that were required with
an administrative domain. For this reason, Service Functions that
utilize finely-grained policy sets are represented as a single
Service Function that has its own internal classification nmechani sm
in order to determne which of its differentiated policy sets to
apply. Doing so avoids fromincreasing the size of the SFC Policy
Tabl e.

The threshold, in terns of nunber of policies, between choosing the
coarsel y-grained policy or finely-grained policy technique is left to
the adninistrative entity managi ng a gi ven donai n.

[ DI SCUSSI ON NOTE: This section will be updated to reflect the
concl usi ons of the discussions fromthe design analysis draft.]

4. SF Node is also a Classifier

If SF Nodes are also configured to behave as Classifiers, the SF Map
Index is not required to be explicitly signalled in each packet.
Concretely, the SFC Policy Table naintained by the SF Node incl udes
classification rules. These classification rules are enforced to
determ ne whether the |ocal SF nmust be involved. [If an incom ng
packet matches at | east one classification rule pointing to an SF Map
in which the SF Identifier is listed, the SF Node retrieves the next
hop SF fromthe SF Map indicated in the classification rule.

The packet is then handl ed by the |ocal SF, and the SF Node
subsequently forwards the packet to the next hop SF. If not, the
packet is forwarded to the next hop according to a typical IP
forwardi ng policy.

Let us consider the exanple shown in Figure 2. The |ocal SF Node
enbeds SFa. Once classification rules and the SF Maps are checked,
the SF Node concl udes SFa nust be invoked only when a packet matches
Rules 1 and 3. |If a packet matches Rule 1, the next SFis SFC. If a
packet matches Rule 3, the next SF is SFh
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10.

10.

T T e +
| SFC Policy Tabl e |
o mm e e e e e e e e e e e e e e e e e e e e e e e e e e ee— o +
| Local SF ldentifier: SFa [
. +

| A assification Rules

I
| Rule 1: If DEST=IP1; then SFC_MAP_I NDEX1 |
| Rule 2: If DEST=IP2; then SFC_MAP_I NDEX2 |
| Rule 3: IF DEST=IP3; then SFC_MAP_I NDEX3 |
o m e e e e e e e e e e e e e e e mee—eoo- +

| SF Maps |
| SFC_MAP_| NDEX1: {SFa, SFc} |
| SFC _MAP_| NDEX2: {SFd, SFb} |
| SFC MAP_I NDEX3: {SFa, SFh} |

Figure 2: SFC Policy Tabl e Exanpl e.
5. SFs within the Same Subnet

SF Nodes may be enabled in a SFC-enabl ed domain so that each of them
has a direct L3 adjacency with other SF Nodes. |In such
configuration, no encapsul ati on schene is required to exchange
traffic between these nodes.

6. Service Function Loops

SF Nodes use the SFC Policy Table to detect whether the |local SF was
al ready applied to the received packet (i.e., detect SF Loop). The
SF Node MUST invoke the local SF only if the packet is received from
a SFC Boundary Node or a SF Node having an identifier listed before
the local SF in the SF Map matched by the packet. SF Loop detection
SHOULD be a configurable feature

Fi gure 3 shows an exanple of a SFC Policy Table of a SF Node
enbeddi ng SFa. Assune a packet received fromLocb that matches Rule
2. SFa must not be invoked because SFb is listed after SFa (see the
SF Map list). That packet will be forwarded without invoking SFa.
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T T e +
| SFC Policy Tabl e |
o mm e e e e e e e e e e e e e e e e e e e e e e e e e e ee— o +
| Local SF ldentifier: SFa [
. +
| SF Maps |

| SFC_MAP_I NDEX1: {SFa, SFc}
| SFC_MAP_| NDEX2: {SFd, SFa, SFb, SFh} |

| SFC Locators [
| Locator_ SFb: Locb |
| Locator_SFC Locc [
| Locator_SFd: Locd [
| Locator_SFh: Loch |

Figure 3: Dealing Wth SF Loops.
10. 7. Lightweight SFC Policy Table
If SF | oop detection is not activated in an SFC- enabl ed domai n, the
PDP nmay provision SF nodes with a "lightweight" SFC Policy Table. A
i ghtweight SFC Policy Table is a subset of the full SFC Policy

Tabl e that i ncludes:

0 Only the SF Maps in which the Iocal SF is involved.
0 Only the next hop SF instead of the full SF chain.

An exanple of a |ightweight SFC Policy Table is shown in Figure 4.

T T e +
| SFC Policy Tabl e |
o mm e e e e e e e e e e e e e e e e e e e e e e e e e e ee— o +
| Local SF ldentifier: SFa [
. +

| Lite SF Maps |
| SFC_MAP | NDEX1, Next Hop_SF
| SFC_MAP_| NDEX2, Next Hop_ SF

| SFC Locators [
| Locator_ SFb: Locb |
| Locator_SFC Locc [

Fi gure 4: Lightweight SFC Policy Tabl e.
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10.

11.

12.

8. Liveness Detection O SFs By The PDP

The ability of the PDP to check the liveness of each SF invoked in a
service chain has several advantages, including:

o0 Enhanced status reporting by the PDP (i.e., an operational status
for any given service chain derived fromliveness state of its
SFs) .

0 Ability to support various resiliency policies (i.e., bypass SF
Node, use alternate SF Node, use alternate chain, drop traffic,
etc.)

0 Ability to support |oad balancing capabilities to solicit nultiple
SF instances that provide equival ent functions.

In order to determne the |iveness of any particul ar SF Node,
standard protocols such as | CWP or BFD (both single-hop [ RFC5881] and
mul ti-hop [ RFC5883]) may be utilized between the PDP and the SF
Nodes.

Because an SF Node can be responsive froma reachability standpoint

(e.g., IPlevel) while the function its provides may be broken (e.g.
a NAT nodul e nay be down), additional neans to assess whether an SF
is up and running are required. These neans nay be service-specific
(e.g., [RFC6849], [I-D.tsou-softwire-bfd-ds-lite]).

For nore sophisticated | oad-bal anci ng support, protocols that allow
for both Iiveness determnation and the transfer of application-
specific data, such as SNVP and NETCONF may be utilized between the
PDP and the SF Nodes.

| ANA Consi derati ons
Thi s docunent does not require any | ANA acti ons.

Security Considerations
Means to protect SFC Boundary Nodes and SF Nodes agai nst various
forns of DDoS attacks MJST be supported. For exanple, nutual PDP and
SF node aut hentication should be supported. Means to protect SF
nodes agai nst mal forned, poorly configured (deliberately or not) SFC
Pol i cy Tabl es shoul d be support ed.
SFC Boundary Nodes MUST strip any existing SF Map | ndex when handling
an inconmng packet. A list of authorized SF Map | ndexes are
configured in the SFC el enents.

NETCONF-rel ated security considerations are discussed in [ RFC6146].
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Means to prevent SF | oops shoul d be supported.

Nodes involved in the same SFC-enabl ed domain MJUST be provi sioned
with the sane SFC Policy Table. Possible table inconsistencies may
result in forwarding errors.
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