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Abst r act

Thi s docunent provides an overview of the issues associated with the
depl oynent of service functions (such as firewalls, |oad bal ancers,
etc.) in large-scale environments. The term service function
chaining is used to describe the definition and instantiation of an
ordered list of instances of such service functions, and the
subsequent "steering" of traffic flows through those service
functions.

The set of enabled service function chains reflect operator service
offerings and is designed in conjunction with application delivery
and service and network policy.

This docunent also identifies several key areas that the SFC working
group will investigate to guide its architectural and protocol work
and associ ated drafts.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
This Internet-Draft will expire on August 23, 2015.
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1. Introduction

The delivery of end-to-end services often require various service
functions including traditional network service functions (for
exanple firewalls and server |oad bal ancers), as well as application-
specific features such as http header nanipul ation. Service
functions may be delivered within the context of an isolated user
(e.g. a tenant), or shared anobngst many users/user groups.

Current service function deploynment nodels are often tightly coupl ed
to network topol ogy and physical resources resulting in relatively
rigid and static deploynents. The static nature of such depl oynents
greatly reduces, and in many cases, linmts the ability of an operator
to introduce new or nodify existing services and/or service
functions. Furthernore there is a cascading effect: changing one (or
nore) el enents of a service function chain often affects other
elements in the chain and/or the network el ements used to construct

t he chai n.

This issue is particular acute in elastic service environnments that
require relatively rapid creation, destruction or novenent of

physical or virtual service functions or network el enents.
Additionally, the transition to virtual platforns requires an agile
service insertion nodel that supports elastic and very granul ar
service delivery, post-facto nodification and the novenent of service
functions and application workl oads in the existing network. The
service insertion nodel nust also retain the network and service
policies and the ability to easily bind service policy to granul ar

i nformati on such as per-subscriber state.

Thi s docunment outlines the problenms encountered with existing service
depl oynent nodel s for Service Function Chaining (SFC) (often referred
to sinply as service chaining (in this document the terns will be
used i nterchangeably), as well as the problens of service chain
creation, deletion, nodification/update, policy integration with
service chains, and policy enforcenent within the network
infrastructure. The docunent highlights three key areas of WG focus
for addressing the issues highlighted in this draft that will form
the basis for the possible W5 solutions that address the current

probl ens.

1.1. Definition of Terms
Classification: Locally instantiated matching of traffic flows
agai nst policy for subsequent application of the required set of

network service functions. The policy nmay be custoner/network/
service specific.
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Net work Overlay: A logical network built, via virtual |inks or
packet encapsul ation, over an existing network (the underlay).

Net work Service: An offering provided by an operator that is
delivered using one or nore service functions. This may al so be
referred to as a conposite service. The term"service" is used to
denote a "network service" in the context of this docunent.

Not e: Beyond this docunent, the term"service" is overloaded with
varying definitions. For exanple, to sone a service is an

of fering conposed of several elenents within the operator’s

net wor k, whereas for others a service, or nore specifically a
network service, is a discrete elenment such as a "firewall".
Traditionally, such services (in the latter sense) host a set of
service functions and have a network | ocator where the service is
host ed.

Service Function: A function that is responsible for specific
treatment of received packets. A Service Function can act at
various |ayers of a protocol stack (e.g., at the network |ayer or
other OSI layers). As a logical conponent, a Service Function can
be realized as a virtual elenent or be enbedded in a physica
network elenent. One or nore Service Functions can be enbedded in
the sane network elenment. Miltiple occurrences of the Service
Function can exist in the sane adninistrative donain.

A non-exhaustive list of service functions includes: firewalls,
WAN and application accel eration, Deep Packet |nspection (DPl),
server | oad bal ancers, NAT44 [ RFC3022], NAT64 [ RFC6146], HITP
Header Enrichnment functions, TCP optinizer

The generic term"L4-L7 services" is often used to describe many
service functions.

Service Function Chain (SFC): A service function chain defines an
ordered or partially ordered set of abstract service functions
(SFs) and ordering constraints that nust be applied to packets
and/or franmes and/or flows selected as a result of classification.
An exanpl e of an abstract service function is "a firewall". The
i nplied order may not be a linear progression as the architecture
all ows for SFCs that copy to nore than one branch, and also all ows
for cases where there is flexibility in the order in which service
functions need to be applied. The termservice chain is often
used as shorthand for service function chain.
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Service Overlay: An overlay network created for the purpose of
forwarding data to required service functions.

Servi ce Topol ogy: The service overlay connectivity forns a service
t opol ogy.
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2. Probl em Space

The follow ng points describe aspects of existing service deployments
that are problenmatic, and that the Service Function Chaining (SFC
wor ki ng group ains to address.

2.1. Topol ogi cal Dependenci es

Net wor k service depl oynents are often coupled to network topol ogy,
whether it be physical or virtualized, or a hybrid of the two. For
exanple, use of a firewall requires that traffic flow through the
firewall, which require means placing the firewall on the network
path (often via creation of VLANs), or architecting the network
topology to steer traffic through the firewall. Such dependency

i nposes constraints on service delivery, potentially inhibiting the
network operator fromoptimally utilizing service resources, and
reduces flexibility. This limts scale, capacity, and redundancy
across network resources.

These topol ogi es serve only to "insert" the service function (i.e.
ensure that traffic traverses a service function); they are not
required froma native packet delivery perspective. For exanple,
firewalls often require an "in" and "out" |ayer-2 segnent and addi ng
a new firewall requires changing the topology (i.e., adding new

| ayer-2 segnents and/or |P subnets).

As nore service functions are required - often with strict ordering -
t opol ogy changes are needed in "front" and "behi nd" each service
function resulting in conplex network changes and device
configuration. |In such topologies, all traffic, whether a service
function needs to be applied or not, often passes through the same
strict order.

The topol ogical coupling linmts placenent and sel ection of service
functions: service functions are "fixed" in place by topol ogy and
t heref ore placenent and service function selection taking into
account network topol ogy information such as |oad, new links, or
traffic engineering is often not possible.

A common exanple is web servers using a server |oad bal ancer as the
default gateway. Wen the web service responds to non-|load bal anced
traffic (e.g., administrative or backup operations) all traffic from
the server nust traverse the |oad bal ancer forcing network

adm nistrators to create conplex routing schenes or create additiona
interfaces to provide an alternate topol ogy.
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2.2. Configuration conplexity

A direct consequence of topol ogi cal dependencies is the conplexity of
the entire configuration, specifically in deploying service function
chains. Sinple actions such as changing the order of the service
functions in a service function chain require changes to the | ogica
and/ or physical topology. However, network operators are hesitant to
make changes to the network once services are installed, configured
and depl oyed in production environnments for fear of msconfiguration
and consequent downtine. All of this leads to very static service
delivery deploynments. Furthernore, the speed at which these

t opol ogi cal changes can be made is not rapid or dynam ¢ enough as it
of ten requires manual intervention, or use of slow provisioning

syst ens.

2.3. Constrained High Availability

Since traffic reaches many service functions based on network
topol ogy, alternate, or redundant service functions nust be placed in
the sane topology as the primary service.

An effect of topol ogi cal dependency is constrai ned service function
high availability. Wrse, when nodified, inadvertent non-high
availability or downtine can result.

2.4. Consistent Ordering of Service Functions

Service functions are typically independent; service function_1
(SF1)...service function_n (SFn) are unrelated and there is no notion
at the service layer that SF1 occurs before SF2. However, to an

adm ni strator many service functions have a strict ordering that nust
be in place, yet the adm nistrator has no consistent way to inpose
and verify the ordering of the service functions that are used to
deliver a given service. Furthernore, altering the order of a

depl oyed chain is conpl ex and cunbersone.

2.5. Application of Service Policy

Service functions rely on topology information such as VLANs or
packet (re)classification to determ ne service policy selection

i.e., the service function specific action taken. Topol ogy
information is increasingly | ess viable due to scaling, tenancy and
compl exity reasons. Topology-centric information often does not
convey adequate information to the service functions, forcing
functions to individually performnore granular classification. In
other words, the topology information is not granular enough, and its
semantics often overl oaded
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2.6. Transport Dependence

Service functions can and will be deployed in networks with a range
of network transports, including network under and overlays, such as
Et hernet, GRE, VXLAN, MPLS, etc. The coupling of service functions

to topology may require service functions to support nany transport

encapsul ations or for a transport gateway function to be present.

2.7. FElastic Service Delivery

G ven that the current state of the art for addi ng/renoving service
functions largely centers around VLANs and routing changes, rapid
changes to the depl oyed service capacity (increasing or decreasing)
can be hard to realize due to the risk and conplexity of VLANs and/or
routing nodifications.

2.8. Traffic Selection Criteria

Traffic selection is coarse, that is, all traffic on a particular
segment traverses all service functions whether the traffic requires
service enforcement or not. This lack of traffic selection is

| argely due to the topological nature of service depl oynent since the
forwardi ng topol ogy dictates how (and what) data traverses which
service function(s). In sone deploynments, nore granular traffic

sel ection is achieved using policy routing or access contro
filtering. This results in operationally conplex configurations and
is still relatively coarse and inflexible.

2.9. Limted End-to-End Service Visibility

Troubl eshooting service related issues is a conplex process that

i nvol ve bot h network-specific and service-specific expertise. This
is especially the case when service function chains span nultiple
DCs, or across adnministrative boundaries. Furthernore, the physica
and virtual environnents (network and service), can be highly
divergent in terms of topology and that topol ogical variance adds to
t hese chal | enges.

2.10. Per-Service Function (re)d assification

Classification occurs at each service function independent from
previously applied service functions since there are limted
nmechani snms to share the detailed classification information between
services. The classification functionality often differs between
service functions, and service functions may not |everage the
classification results fromother service functions.
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2.11. Symmetric Traffic Flows

Servi ce function chains may be unidirectional or bidirectiona
dependi ng on the state requirenents of the service functions. In a
unidirectional chain traffic is passed through a set of service
functions in one forwarding direction only. Bidirectional chains
require traffic to be passed through a set of service functions in
both forwarding directions. Many conmon service functions such as
DPI and firewall often require bidirectional chaining in order to
ensure flow state is consistent.

Exi sting service depl oynent nodels provide a static approach to
realizing forward and reverse service function chain associati on nost
often requiring conmplex configuration of each network device

t hroughout the SFC. In other words, the same conpl ex network
configuration nust be in place for both "directions" of the traffic,
ef fectively doubling the configuration and associ ated testing.
Further, if partial symretry is required (i.e. only some of the
services in the chain required symetry), the network configuration
compl exity increases since the operator nust ensure that the
exceptions -- the services that do not need the symetry flow -- are
handl ed correctly via unique configuration to account for their
requirenents.

2.12. Milti-vendor Service Functions
Depl oyi ng service functions frommultiple vendors often require per-
vendor expertise: insertion nodels differ, there are |imted comon

attributes and inter-vendor service functions do not share
i nformati on, hence the need for standards to ensure interoperability.
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3. Service Function Chaining

Servi ce Function Chaining ains to address the aforenenti oned probl ens
associated with service deploynent. Concretely, the SFC wor ki ng
group will investigate solutions that address the follow ng el enents:

3.1. Service Overlay

Service function chaining utilizes a service specific overlay that
creates the service topology. The service overlay provides service
function connectivity, built "on top" of the existing network

topol ogy and all ows operators to use whatever overlay or underlay
they prefer to create a path between service functions, and to | ocate
service functions in the network as needed.

Wthin the service topol ogy, service functions can be viewed as
resources for consunption and an arbitrary topol ogy constructed to
connect those resources in a required order. Adding new service
functions to the topology is easily acconplished, and no underlying
net wor k changes are required.

Lastly, the service overlay can provide service specific information
needed for troubl eshooting service related issues.

3.2. Service Cassification

Classification is used to select which traffic enters a service
overlay. The granularity of the classification varies based on
device capabilities, custoner requirenments, and services offered.
Initial classification determ nes the service function chain required
to process the traffic. Subsequent classification can be used within
a given service function chain to alter the sequence of service
functions applied. Symmetric classification ensures that forward and
reverse chains are in place. Simlarly, asynmmetric -- relative to
required service function -- chains can be achi eved via service
classification.

3.3. SFC Encapsul ati on

The SFC encapsul ation enables the creation of a service chain in the
data plane and can convey infornmation about the chain such as chain
i dentification and OAM st at us.

The SFC encapsul ation al so carries data plane netadata whi ch provides
the ability to exchange information between |ogical classification
poi nts and service functions (and vice versa) and between service
functions. Metadata is not used as forwarding information to deliver
packets al ong the service overl ay.
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Met adata can include the result of antecedent classification and/or
informati on fromexternal sources. Service functions utilize
met adata, as required, for localized policy decisions.

In addition to sharing of information, the use of netadata addresses
several of the issues raised in section 2, nobst notably by decoupling
policy fromthe network topol ogy, and by renoving the need for per-
service function classification (and re-classification) described in
section 2.10.

A common approach to service netadata creates a comon foundation for
interoperability between service functions, regardl ess of vendor.
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4. | ANA Consi derations

Thi s docunment makes no request to | ANA
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5.

Security Considerations

Al t hough this problem statenent does not introduce any protocols,
when consi dering service function chaining, the three nain areas
begin investigated (see section 3) by the WG have security aspects
that warrant consideration

Service Overlay: The service overlay will be constructed using
exi sting transport protocols (e.g. MLS, VXLAN) and as such is
subject to the security specifics of the transport selected. |If
an operator requires authenticity and/or confidentiality in the
service overlay, a transport (e.g. |PSec) that provides such
functionally can be used.

Classification: Since classification is used to select the
appropriate service overlay, and required service encapsul ation
details, classification policy nust be both accurate and trusted.
Conveying the policy to a SFC edge devi ce node nay be done via a
mul ti tude of nethods depending on an operator’s existing
provi sioning practices and security posture.

Additionally, traffic entering the SFC donai n and being classified
may be encrypted thus linmiting the granularity of classification
The use of pervasive encryption varies based on type of traffic,
envi ronnment and | evel of operator control. For instance a |arge
enterprise can mandate how encryption is used by its users,

wher eas a broadband provider |ikely does not have the ability to
do so.

The use of encrypted traffic however does not obviate the need for
SFC (nor the problens associated with current depl oynent nodels
descri bed herein), rather when encrypted traffic nmust be
classified, the granularity of such classification nust adapt. In
such cases, service overlay selection nmight occur, for exanple,
using outer (i.e. unencrypted) header information, on the presence
of encryption, or via external information about the packets.

SFC Encapsul ation: As described in section 3, the SFC encapsul ation
carries information about the SFC, and data pl ane net adat a.
Dependi ng on environment and security posture, the SFC
encapsul ati on m ght need to be authenticated and/or encrypted.

The use of an appropriate overlay transport as descri bed above can
provi de data plane confidentially and authenticity.

The exchange of SFC encapsul ati on data such as netadata nust
originate fromtrusted source(s) and, if needed, be subject to
authenticity and confidentiality during the exchange to the
vari ous SFC nodes.
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SFC and Multi-tenancy: |If tenant isolation is required in an SFC
depl oynent, an appropriate network transport overlay that provides
adequate isolation and identification can be used. Additionally,
tenancy mght be used in the selection of the appropriate service
chain, however, as stated, the network overlay is still required
to provide transport isolation. SF deploynent and how specific
SFs m ght or mght not be allocated per tenant is outside the
scope of this docunent.

The SFC Architecture draft present a nore conplete review of the
security inplications of a conplete SFC architecture.
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