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1. Introduction

Thi s docunment describes an architecture used for the creation of
Service Function Chains (SFC) in a network. It includes
architectural concepts, principles, and conponents.

Servi ce Function Chaining enables the creation of conposite services
that consist of an ordered set of Service Functions (SF) that nust be
applied to packets and/or frames selected as a result of
classification. Each SF is referenced using an identifier that is
unique within an administrative domain. No IANA registry is required
to store the identity of SFs.

Service Function Chaining is a concept that provides for nore than
just the application of an ordered set of SFs to selected traffic;
rather, it describes a nethod for deploying SFs in a way that enables
dynani ¢ ordering and topol ogi cal independence of those SFs as well as
t he exchange of netadata between participating entities.

1.1. Scope

The architecture described herein is assuned to be applicable to a
single network administrative domain. Wile it is possible for the
architectural principles and conponents to be applied to inter-donain
SFCs, these are left for future study.

1.2. Definition of Terns

Classification: Locally instantiated policy and custoner/network/
service profile matching of traffic flows for identification of
appropriate outbound forwardi ng actions.

SFC Networ k Forwarder (NF): SFC network forwarders provide network
connectivity for service function forwarders (SFF) and service
functions (SF).

Servi ce Function Forwarder (SFF): A service function forwarder is
responsible for delivering traffic received fromthe SFC network
forwarder to one or nore connected service functions via
information carried in the SFC encapsul ati on

Service Function (SF): A function that is responsible for specific
treatment of received packets. A Service Function can act at the
network | ayer or other OSI layers. A Service Function can be a
virtual instance or be enbedded in a physical network el enent.
One of nultiple Service Functions can be enbedded in the sane
network elenent. Miltiple instances of the Service Function can
be enabled in the same adninistrative domain.
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A non-exhaustive list of Service Functions includes: firewalls,
WAN and application accel erati on, Deep Packet |nspection (DPl),
server | oad bal ancers, NAT44 [ RFC3022], NAT64 [ RFC6146], HOST_ID
i njection, HTTP Header Enrichment functions, TCP optin zer, etc.

An SF may be SFC encapsul ation aware, that is it receives, and
acts on information in the SFC encapsul ati on, or unaware in which
case data forwarded to the service does not contain the SFC
encapsul ati on.

Service Function Identity (SFID): A unique identifier that
represents a service function. SFIDs are unique for each SF
wi thin an SFC donai n.

Service: An offering provided by an operator that is delivered using
one or nore service functions. This may also be referred to as a
conposite service

Note: The term "service" is overloaded with varying definitions
For exanple, to sone a service is an offering conposed of severa
el ements within the operators network whereas for others a
service, or nore specifically a network service, is a discrete

el ement such as a firewall. Traditionally, these network services
host a set of service functions and have a network | ocator where
the service is hosted.

Service Node (SN): Physical or virtual elenment that hosts one or
nore service functions and has one or nore network | ocators
associated with it for reachability and service delivery.

Service Function Chain (SFC): A service Function chain defines an
ordered set of service functions that nust be applied to packets
and/ or frames selected as a result of classification. The inplied
order may not be a linear progression as the architecture allows
for nodes that copy to nore than one branch. The term service
chain is often used as shorthand for service function chain.

SFC Proxy: Renoves and inserts SFC encapsul ati on on behal f of a SFC
unawar e service function. SFC proxies are |ogical elenents.

Service Function Path (SFP): The instantiation of a SFCin the

network. Packets follow a service function path froma classifier
t hrough the requisite service functions
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2. Architectural Concepts

The follow ng sections describe the foundational concepts of service
function chaining and the SFC architecture.

2.1. Service Function Chains

In nmost networks services are constructed as a sequence of SFs that
represent an SFC. At a high level, an SFC creates an abstracted view
of a service and specifies the set of required SFs as well as the
order in which they nust be executed. Gaphs, as illustrated in
Figure 1, define each SFC. SFs can be part of zero, one, or many
SFCs. A given SF can appear one tinme or nultiple times in a given
SFC.

SFCs can start fromthe origination point of the service function
graph (i.e.: node 1 in Figure 1), or fromany subsequent SF node in
the graph. SFs may therefore beconme branching nodes in the graph
with those SFs sel ecting edges that nove traffic to one or nore
branches. SFCs can have nore than one term nus.

, -+ - - -
/ \ / \ / \ / \
(1 )#ee>( 2 )#ee>( 6 )-8 )
\ / \ / \ / \ /
, -+ - - - -
/ \ / \ / \ / \ / \
(1 )#ee>( 2 )aee>( 3 s> T Jeeee>( 9 )
\ /
, -+ - - - -
/ \ / \ / \ / \ / \
(1 )#ee>( 7 )aee>( 8 Jwese>( 4 Jeeeex( T )
\ /

Figure 1: Service Function Chain G aphs

The architecture allows for two or nbre SFs to be co-resident on the
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same service node. In these cases, sone inplenentations may choose
to use sonme formof internal inter-process or inter-VM nessaging
(comuni cation behind the virtual switching element) that is

optim zed for such an environnent. |Inplenentation details of such
mechani snms are consi dered out-of-scope for this docunent.

2.2. Service Function Chain Synmetry

SFCs may be unidirectional or bidirectional. A unidirectional SFC
requires that traffic be forwarded through the ordered SFs in one
direction (SF1 -> SF2 -> SF3), whereas a bidirectional SFC requires a
symretric path (SF1 -> SF2 -> SF3 and SF3 -> SF2 -> SF1). A hybrid
SFC has attributes of both unidirectional and bidirectional SFCs;

that is to say some SFs require symretric traffic, whereas other SFs
do not process reverse traffic.

SFCs may contain cycles; that is traffic nay need to traverse nore
than once one or nore SFs within an SFC

2.3. Service Function Paths

When an SFC is instantiated into the network it is necessary to

sel ect the specific instances of SFs that will be used, and to create
the service topology for that SFC using SF's network locator. Thus,
instantiation of the SFC results in the creation of a Service
Function Path (SFP) and is used for forwardi ng packets through the
SFC. In other words, an SFP is the instantiation of the defined SFC

This abstraction enables the binding of SFCs to specific instances,
or set of like instances of SFs based on a range of policy attributes
defined by the operator. For exanple, an SFC definition mnight
specify that one of the SF elenents is a firewall. However, on the
networ k, there m ght exist a nunber of instances of the same firewall
(that is to say they enforce the sane policy) and only when the SFP
is created is one of those firewall instances selected. The

sel ection can be based on a range of policy attributes, ranging from
simple to nore elaborate criteria.
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3. Architecture Principles

Service function chaining is predicated on several key architectura
princi pl es:

1. Topol ogi cal independence: no changes to the underlay network
forwarding topology - inplicit, or explicit - are needed to
depl oy and i nvoke SFs or SFCs.

2. Consistent policy identifiers: a common identifier is used for SF
policy selection

3. Cassification: traffic that satisfies classification rules is
forwarded according to a specific SFC. For exanple,
classification can be as sinple as an explicit forwarding entry
that forwards all traffic fromone address into the SFC
Multiple classification points are possible within an SFC (i.e.
form ng a service graph) thus enabling changes/update to the SFC
by SFs.

4. Shared Metadata: Metadatal/context data can be shared anbngst SFs
and classifiers, between SFs, and between external systens and
SFs (e.g. orchestration).

General | y speaking, the netadata can be thought of as providing,
and sharing the result of classification (that occurs with the
SFC dormain, or external to it) along an SFP. For exanple, an
external repository mght provide user/subscriber information to
a service chain classifier. This classifier in turn inposes that
information in the SFC encapsul ation for delivery to the
requisite SFs. The SFs in turn utilize the user/subscriber
information for |ocal policy decisions.

5. Heterogeneous control/policy points: allowi ng SFs to use
i ndependent nechani sns (out of scope for this docunent) like |F-
MAP or Dianmeter to popul ate and resolve |ocal policy and (if
needed) | ocal classification criteria.
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4. Core SFC Architecture Conponents

The follow ng sub-sections provide details on each |ogical component
that formthe basis of the SFC architecture. An overview of how each
of these conponents interact is provided in the follow ng figure.

S + S +
[ SFC- awar e [ | SFC-unaware [
| Service Function| | Service Function|
N Fommamann + N Fommamann +
SFC Encapsul ati on No SFC Encapsul ati on
| |
[ Fomm - - +
R LR L | SFC Pr oxy|
\ Fommeoo-- +
oo - oo +
SF For war der |
| (SFF) |
Fom oo - Hom e e oo - +

Fomm oo - Fomm e - - +
| SFC Net wor k |
| Forwarder (NF) |
o e e oo +

Fi gure 2: Service Function Chain Architecture Conponents
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4.1. SFC Encapsul ation

The SFC encapsul ation enabl es service function path selection and the
sharing of netadata/context infornation

The SFC encapsul ation provides explicit information used to identify
the SFP. However, the SFC encapsul ation is not a transport

encapsul ation itself: it is not used to forward packets within the
network fabric. The SFC encapsul ation therefore, relies on an outer
network transport. Transit nodes -- such as router and switches --
simply forward SFC encapsul at ed packets based on the outer (non-SFC)
encapsul ati on.

One of the key architecture principles of SFCis that the SFC
encapsul ati on remai n transport independent and as such any network
transport protocol nay be used to carry the SFC encapsul ation

4.2. Service Function (SF)

The concept of a SF evol ves; rather than being viewed as a bunp in
the wire, a SF becones a resource within a specified adm nistrative
domain that is available for consunption as part of a conposite
service. As such, SFs have one or nore network | ocators through
whi ch they are reachable, and a variable set of attributes that
descri be the function offered. The conbination of network | ocator
and attributes are used to construct an SFP. SFs send/receive SFC
encapsul ated data from one or nore SFFs.

Wil e the SFC architecture defines a new encapsul ation - the SFC
encapsul ati on - and several |ogical conponents for the construction
of SFCs, existing SF inplenentations may not have the capabilities to
act upon or fully integrate with the new SFC encapsul ation. In order
to provide a nechanismfor such SFs to participate in the
architecture a |l ogical SFC proxy function is defined. The SFC proxy
acts a gateway between the SFC encapsul ati on and SFC unaware SFs.

The integration of SFC-unaware service function is discussed in nore
detail in the SFC proxy section

4.3. Service Function Forwarder (SFF)

The SFF is responsible for forwardi ng packets and/or franes received
froman NF to one or nore SFs associated with a given SFF using
i nformati on conveyed in the SFC encapsul ati on

The collection of SFFs creates a service plane using an overlay in
whi ch SFC-aware SFs, as well as SFC-unaware SFs reside. Wthin this
service plane, the SFF conponent connects different SFs that forma
servi ce function path.
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SFFs maintain the requisite SFP forwarding i nformation. SFP
forwarding information is associated with a service path identifier
that is used to uniquely identify an SFP. The service forwarding
state enables an SFF to identify which SF of a given SFC shoul d be
applied as traffic flows through the associated SFP. Each SFF need
only maintain SFC forwarding information that is relevant |ocally.
The SFC forwarding state at all SFFs collectively represents the SFPs
associated with each SFC in the SFC domai n.

Fom e e oo e e e e e e e e e ee e +
| SFP | Ordered Service Functions |
------ S o
I ID | orderl | order2 | order3 | |
- - - - - [ S [ S [ S E SR +
| SFP1 | SFIDL | SFID5 | SFID20 | [
Fom e e o m e e oo o m e e oo o m e e oo Fom e e +
| SFP4 | SFID100|] SFID3 | SFID4 | SFID9 |
oo - [ S, [ S, [ S, o m oo - +
| | | | | |
- - - - - [ S [ S [ S E SR +

Fi gure 3: SFF Tabl e

Figure 3 depicts a view of the service forwarding state for two SFPs
- SFP1 and SFP4. The SF columms of this table may conme from
different SFFs.

The SFF conponent has the following primary responsibilities:

1. SFP forwarding : Traffic arrives at an SFF from one or nore NFs.
The SFF determ nes the appropriate SF the traffic should be
forwarded to via informati on contained in the SFC encapsul ati on
Post-SF, the traffic is returned to the SFF, and if needed
forwarded to another SF associated with that SFF. |If there is
anot her hop in the SFP, the SFF, encapsulates the traffic in the
appropriate network transport and delivers it to the NF for
delivery to the next SFF along the path.

2. Termnating SFPs : An SFC is conpletely executed when traffic has
traversed all required SFs in a chain. Wen traffic arrives at
the SFF after the last SF has finished servicing it, SFF fails to
find the next SF or knows fromthe service forwarding state that
the SFC is conplete. SFF renoves the SFC encapsul ati on and
delivers the packet to an NF for forwarding.
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4.

4.

4.

3. Miintaining flow state: In sone cases, the SFF may be stateful
It creates flows and stores flowcentric information. Wen
traffic arrives after being steered through an SFC unaware SF,
the SFF nust performre-classification of traffic to determ ne
the SFP. A state-full SFF sinplifies such classification to a
flow | ookup.

3.1. Transport Derived SFF

Service function forwardi ng, as descri bed above, directly depends
upon the use of the service path information contained in the SFC
encapsul ation. Existing inplenentations nmay not be able to act on
the SFC encapsul ation. These platforns MAY opt to use a transport
mechani sm whi ch carries the service path information fromthe SFC
encapsul ati on, and information derived fromthe SFC encapsul ation, to
build transport infornmation

This results in the same architectural behavior and neani ng for
service function forwarding and service function paths. It is the
responsibility of the control conponents to ensure that the transport
path executed in such a case is fully aligned with the path
identified by the information in the service chaining encapsul ati on

4. Network Forwarder (NF)

This conponent is responsible for performng the overlay
encapsul ati on/ de-capsul ati on and forwardi ng of packets on the overl ay
network. NF forwarding nmay consult the SFC encapsul ation or the

i nner payl oad of an inconing packet only in the necessary cases to
achi eve optimal forwarding in the network

5. dassification/Re-classification

Traffic that satisfies classification criteriais directed into an
SFP and forwarded to the requisite service function(s).

Classification is handl ed by a | ogical service classification
function, and initial classification occurs at the edge of the SFC
domain. The granularity of the initial classification is determ ned
by the capabilities of the classifier and the requirenents of the SFC
policy. For instance, classification mght be relatively coarse: all
packets fromthis port are directed into SFP A or quite granul ar:

al | packets matching this 5-tuple are subject to SFP B.

As a consequence of the classification decision, the appropriate SFC
encapsul ation is inmposed on the data prior to forwarding al ong the
SFP.

The SFC architecture supports reclassification (or non-initia
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classification) as well. As packets traverse an SFP

recl assification my occur - typically performed by a classification
function co-resident with a service function. Reclassification my
result in the selection of a new SFP, an update of the associ ated
net adata, or both.

For exanple, an initial classification results in the selection of
SFP A DPI 1 --> SLB 8. However, when the DPl service function is
executed "attack"” traffic is detected at the application |ayer
DPI 1 reclassifies the traffic as "attack" and alters the service
path, to SFP B, to include a firewall for policy enforcenent:
dropping the traffic: DPl _1 --> FW4. In this sinple exanple, the
DPlI service function reclassified the traffic based on | oca
application layer classification capabilities (that were not
available during the initial classification step).

4.6. SFC Control Plane

The SFC control plane is responsible for constructing the SFPs;
translating the SFCs to the forwardi ng paths and propagating path
information to participating nodes - network and service - to achieve
requi site forwardi ng behavior to construct the service overlay. For

i nstance, a SFC construction nmay be static - using specific SF

i nstances, or dynanmic - choosing service explicit SF instances at the
time of delivering traffic to the SF. |In SFC, SFs are resources; the
control plane advertises their capabilities, availability and

| ocation. The control plane is also responsible for the creation of
the context (see below). The control plane may be distributed (using
new or existing control plane protocols), or be centralized, or a
conbi nation of the two.

The SFC control plane provides the followi ng functionality:

1. An adnministrative domain wide view of all avail able service
function resources as well as the network | ocator through which
they are reachabl e.

2. Uses SFC policy to construct service function chains, and
associ ated service function paths.

3. Selection of specific SF instances for a requested SFC, either
statically (using specific SF instances) or dynanically (using
service explicit SF instances at the time of delivering traffic
to the SF).

4. Provides requisite SFC data plane information to the SFC
architecture conponents, nost notably the SFF
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5. Allocation of nmetadata associated with a given SFP and
propagati on of netadata syntax to relevant SF instances and/or
SFC encapsul ation-proxies or their respective policy planes.

4.7. Shared Metadata
Sharing nmetadata allows the network to provi de network-derived
information to the SFs, SF-to-SF information exchange and the sharing
of service-derived information to the network. This conponent is
optional. SFC infrastructure enables the exchange of this shared
data along the SFP. The shared netadata serves several possible
roles within the SFC architecture

0o Allows elenments that typically operate as ships-in-the-night to
exchange i nfornmation.

0 Encodes information about the network and/or data for post-
servi ce forwarding.

0 Creates an identifier used for policy binding by SFs.
0 Context information can be derived in several ways

* External sources

*  Network node classification

* Service function classification

4.8. Resource Contro

The SFC system nmay be responsi ble for managing all resources
necessary for the SFC conponents to function. This includes network
constraints used to plan and choose the network path(s) between
servi ce nodes, characteristics of the nodes thensel ves such as

menory, nunber of virtual interfaces, routes, etc..., and
configuration of the SFs running on the service nodes.
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5.

The Rol e of Policy

Much of the behavior of service chains is driven by operator and
custoner policy. This architecture is structured to isolate the
policy interactions fromthe data plane and control | ogic.

Specifically, it is assumed that service chaining control plane
creates the service paths. The service chaining data plane is used
to deliver the classified packets along the service chains to the

i ntended Service Functions.

Policy, in contrast interacts with the systemin other places.
Policies, and policy engines, may nonitor service functions to decide
if additional (or fewer) instances of services are needed. Wen
appl i cable, those decisions may in turn result in interactions which
direct the control logic to change the service chain placenent or the
packet classification rules.

Simlarly, operator service policy, often managed by operational or
busi ness support systems (0SS or BSS), will frequently determn ne what
service functions are avail able. Depending upon operat or
preferences, these policies nay al so deternine which sequences of
functions are valid and to be used or nade avail abl e.

The offering of service chains to custonmers, and the selection of

whi ch service chain a custonmer wi shes to use are driven by a

combi nation of operator and customer policies using appropriate
portals in conjunction with the OSS and BSS tools. These sel ections
then drive the service chaining control logic which in turn
establ i shes the appropriate packet classification rules.
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6

Load Bal anci ng Consi derati ons

Supporting function elasticity and high-availability shouldn’t overly
conplicate SFC or |lead to unnecessary scalability problens.

In the sinplest case, where there is only a single function in the
chain (the next hop is either the destination address of the flow or
the appropriate next hop to that destination), one could argue that
there may be no need for SFC

In the case where the classifier is separate fromthe single function
or a function at the term nal address may need sub-prefix or per
subscri ber netadata, we would have a single chain (the netadata
changes but the SFC chain does not), regardl ess of the number of
potential term nal addresses for the flow This is the case of the
simpl e | oad bal ancer.

Fomm oo >web server
source+------ > sfl +----- >web server
[----+----- >web server
SRR S >web server

Figure 4: Sinple Load Bal anci ng

By extrapolation, in the case where internediary functions within a
chain had sinilar "elastic" behaviors, we do not need separate chains
to account for this behavior - as long as the traffic coal esces to a
common next-hop after the point of elasticity.

In the following figure, we have a chain of five service functions
between the traffic source and it’s destination
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+o-m - + +o-m - +
+-->| sf2 +--+ +-->| sfd4 +--+
IR | IR |
+oom oo +-o-- -+ L —_ + - > - - - - +-o-- -+ L —_ + - > - - - - +
| sf1 | +----- + | sf3 | +----- + | sf5 |
source+----- >|------ tomme o> SF2 |- [----+-->] sf4 |+---+>]----- | +--
-
| | | ----- | | | | ----- | | |
Fomm - +--- -+ L pp—— + - > - - - - +--- -+ L pp—— + - > - - - - +
| et | et
+--> sf2 +--+ +-->| sf4d +--+
|-~ | |----- |
+o-m - + +o-m - +

Figure 5: Load Bal anci ng

Ei t her through an inbedded action in sfl and sf3, or through externa
control, the service functions sf2 and sf4 are elastically expanded
and contracted dynami cally. This would be represented as one chain:
s1->s2->53->s4->s5, but with rmultiple paths (not as a nunber of
chains equal to the factorial conbination of potential end-to-end
paths). The load distribution decision will be localized (in
general , although there might be macro policy controlling that -
which is out of scope for the sake of a sinple exanple). In this
case, the control entity will push to the sf1l nodes, a table of
sorts: sf2 with a series of next hops, and if needed sonme wei ghted or
other netrics (these could al so be decided |ocally by sone policy,
but sf1 would need to be aware of expand/contract triggers and
actions). sfl would use local logic -- hash, state table, etc. -- to
di stribute the chai ned packets to sf2.

The addition of high availability should |likewi se not require a
mul titude of new chains.

Fomm - - +- + Fomm - - +- +
+--> sf2 |-|+ +--> sfd4 |-|+
ARRREEE > - |11 ARRREEE > - |11
Homm - - - +|---+ +--m - - + | -S>t +Ho---+ +--m - - + | -S>t +
| sf1 || +----- + +--->| sf3 || +----- + +--->| sfb
At R AEEEEES > st2 4> o-- AEEEEES > sta | 4--->] oo |---
+
| | N R EE N R EE |
| Homm - - - +H - -+ +--m - - + | -S>t +H - -+ +--m - - + | -S>t +
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Fi gure 6: Load Bal anci ng and HA

In the figure, sfl, sf3 and sf5 have a redundant counterpart for high
availability purposes (typical of stateful appliance/function
redundancy strategies, these entities may have private connections
for transferring state not shown). Note that the elasticity of sf2
and sf4 provide a separate high availability strategy for those
functions. |In the case where sf1', sf3 and sf5 provide transparent
dynami c repl acement (they assert the addressing characteristics of
their counterparts via an internal or external trigger), there is
still a single chain (again, not a factorial explosion).
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7

SFC Proxy

In order for the SFC architecture to support SFC-unaware SF s, an
optional, logical SFC proxy function may be used. This proxy renobves
the SFC encapsul ation and then uses a |l ocal attachnent circuit to
del i ver packets to SFC unaware SFs. More specifically:

For traffic received froma NF or SFF, destined to an SF, the SFC
pr oxy:

0 Renoves the SFC encapsul ation from SFC encapsul at ed packets and/ or
franes.

0 ldentifies the required SF to be applied based on information
carried in the SFC encapsul ati on.

0 Selects the appropriate outbound | ocal attachnent circuit through
which the next SF for this SFP is reachable. This information is
derived fromthe SFC encapsul ation or fromlocal configuration
Exanpl es of a local attachnent circuit include, but are not
limted to, VLANs, IP-in-1P, GRE, VXLAN.

o Forwards the original payload via a local attachnent circuit to
the appropriate SF.

When traffic is returned fromthe SF:

o0 Applies the required SFC encapsul ation. The determ nation of the
encapsul ati on details nay be inferred by the | ocal attachnent
circuit through which the packet and/or frane was received, or via
packet classification, or other local policy. |In sonme cases,
packet -ordering or nodification by the SF may necessitate
additional classification in order to re-apply the correct SFC
encapsul ati on.

0 |Inposes the appropriate SFC encapsul ati on based on the
identification of the SFC to be appli ed.
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8.

MIU Consi der ati ons

Modern systens are expected to be able to cope gracefully with MU

i ssues that may arise fromthe application of additional headers to a
packet. Adopting the recomendati ons of other WG s who have recently
tackled this issue (e.g. [RFC6830]), there are several nechani sns
for dealing with packets that are too large to transit the path from
the point of service classification to the last function (SFn) in the
SFC.

In the "stateful" approach, the classifier keeps a per-path record of
t he maxi num si ze all owed, and sends an | CMP Too Big nessage to the
original source when a packet which is too large is seen (where "too
large" inmplies after the inposition of the appropriate SFC

encapsul ation).

In the "statel ess" approach, for |Pv4, packets without the 'DF bit
set, too-large packets are fragnented, and then the fragnents are
forwarded; all other packets are discarded and an | CMP Too Big
message returned.

A recommendation of a specific mechanismand/or its inplenmentation is
beyond the scope of this docunent.
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9.

SFC OAM

Operations, Adm nistration, and Mai ntenance (QAM tools are an
integral part of the architecture. These serve various purposes,
including fault detection and isolation, and perfornmance nanagenent.
Service Function Paths create a services topol ogy, and OAM perf orns
various functions within this service layer. Furthernore, SFC OAM
follows the sanme architectural principles of SFCin general. For
exanpl e, topol ogi cal independence (including the ability to run OAM
over various overlay technol ogies) and cl assification-based policy.

We can subdivide the SFC OAM architecture in two parts:

0 In-band: OAM packets run in-band fate-sharing with the service
topol ogy. For this, they also follow the architectural principle
of consistent policy identifiers, and use the sane path IDs as the
service chain data packets.

0 CQut-of-band: reporting beyond the actual dataplane. An additiona
| ayer beyond the data-plane OAM allows for additional alerting
and neasurenents.

Sone of the detailed functions perforned by SFC OAM i ncl ude fault
detection, continuity checks, connectivity verification, service path
tracing, diagnostic and fault isolation, alarmreporting, performance
measur enent, | ocking and testing of service functions, and also all ow
for vendor-specific as well as experinental functions. SFC should

| everage, and if needed extend rel evant existing OAM nechani sns.
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10. Summary

Service function chains enabl e conposite services that are
constructed fromone or nore service functions. This docunent
provi des a standard architecture, including architectural concepts,

principles, and conponents, for the creation of Service function
chai ns.
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11. Security Considerations

Thi s docunent does not define a new protocol and therefore creates no
new security issues.
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14. | ANA Consi derations

Thi s docunent creates no new requirenments on | ANA nanespaces
[ RFC5226] .
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Appendi x A. Existing Service Depl oynents

Exi sting service insertion and depl oynent techniques fail to address
new chal | engi ng requirenents rai sed by nodern network architectures
and evol ving technol ogi es such as multi-tenancy, virtualization
elasticity, and orchestration. Networks, servers, storage

t echnol ogi es, and applications, have all undergone significant change
in recent years: virtualization, network overlays, and orchestration
have increasingly beconme adopted techniques. Al of these have
profound effects on network and services design

As network service functions evolve, operators are faced with an

array of formfactors - virtual and physical - as well as with a
range of insertion nmethods that often vary by vendor and type of
servi ce.

Such existing services are deployed using a range of techni ques, nost
often associated with topol ogy or forwardi ng nodifications. For
exanple, firewalls often rely on layer-2 network changes for

depl oynent: a VLAN is created for the "inside" interface, and another
for the "outside"” interface. In other words, a new L2 segnent was
created sinply to add a service function. In the case of server |oad
bal ancers, policy routing is often used to ensure traffic from
server’s returns to the |l oad balancer. As with the firewall exanple,
the policy routing serves only to ensure that the network traffic
ultimately flows to the service function(s).

The network-centric information (e.g. VLAN) is not limted to
insertion; this information is often used as a policy identifier on
the service itself. So, on a firewall, the layer-2 segnent
identifies the local policy to be selected. |f nore granular policy
discrimnation is required, nmore network identifiers nust be created
ei ther per-hop, or comunicated consistently to all services.
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Appendi x B. Issues with Existing Depl oynments

Due to the tight coupling of network and service function resources
in existing networks, adding or renoving service functions is a
complex task that is fraught with risk and is tied to
operationalizing topol ogical changes |eading to nmassively static
configuration procedures for network service delivery or update
purposes. The inflexibility of such deploynents limts (and in many
cases precludes) dynami c service scaling (both horizontal and
vertical) and requires hop-by-hop configuration to ensure that the
correct service functions, and sequence of service functions are
traversed

A non-exhaustive list of existing service deploynent and insertion

techni ques as well as the issues associated with each may be found in
[ NSCpr ob] .
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Appendi x C. SFC Encapsul ati on Requi rements

TBD

QUi nn & Hal pern Expi res Novenber 6, 2014 [ Page 30]



Internet-Draft SFC Architecture May 2014

Aut hors’ Addr esses

Paul Quinn (editor)
Cisco Systens, Inc.

Emai | . paul g@i sco. com
Joel Hal pern (editor)
Eri csson

Emai | : j mh@ oel hal pern. com

QUi nn & Hal pern Expi res Novenber 6, 2014 [ Page 31]






