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Abstract

Conmonl y used networking APls are currently limted by the transport
layer’'s inability to expose services instead of protocols. An API/
application/user is therefore forced to use exactly the services that
are inplemented by the selected transport. This docunent surveys
net wor ki ng APls and di scusses how they can be inproved by a nore
expressive transport |layer that hides and automatizes the choice of
the transport protocol
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1. Introduction

The intention of this docunment is to create an understandi ng of sone
commonly used network APls and how t he nechani sns they provide could
possi bly be enhanced via a richer set of transport services. A non-
conprehensive list of APIs is given, along with a brief description
and a discussion of how they relate to services provided by current
transports.

To understand what tools a transport system could have available to

better realize nechanisns that higher level APIs offer, the next
section gives a high-level (and nost certainly inconplete) overview
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of services offered by transports that have been published by the
| ETF or are currently being proposed.

This overview is followed by two sections describing different types
of transport APIs: general APls and APl s exposing the underlying
transport.

The general APlIs can intuitively benefit froma richer set of
transport services as they do not expose the underlying transport to
the application. Section 3 describe a subset of these APIs and

anal yze how they can benefit fromtransport services. The conplexity
of these APIs range from providing sinple transport interfaces to
provi di ng advanced conmuni cation libraries utilizing nmessage-oriented
m ddl eware. APlI-wi se there are two broad cl asses of such m ddl eware
centralized solutions where a server manages the conmuni cation and
decentral i zed ones where the endpoints conmunicate directly.

Al though there is no standard interface for these types of m ddl eware
the JM5 APl (see Section 3.4) can be thought of as the canonical API
for centralized solutions and the BSD socket API, as inplenented by
nanonsg (see Section 3.2), for the decentralized.

APl s that expose the underlying transport, including e.g. BSD
sockets, differ a lot fromgeneral APIs as they both require an
explicit choice of transport, and then expose this choice. This is a
significant limtation in the context of transport services, as an
explicit choice of transport also limts the amount of services that
can be used. It is, however, possible to enhance this type of APIs
as sone transports provide services that are not fully exposed to
applications. Section 4 explains how such services can be used and
provi des descriptions of the nost conmon APIs and how they can be
enhanced.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Services Ofered by | ETF Transports

From [WGL1], TCP [RFC0793] [RFC5681], UDP [ RFCO768], UDP-Lite

[ RFC3828], SCTP [ RFC4960] and DCCP [ RFC4340] offer various

conbi nations of: TCP-1ike congestion control / "snmooth" congestion
control (which is expected to have less jitter); application PDU
bundling (which is the nmechanismcalled "Nagle" in TCP); error
detection (using a checksumw th full or partial payload coverage);
reliability (yes/no); delivery order. The point of not always
requiring full reliability and ordered delivery is that these
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mechani sms can cone at the cost of extra delay which is unnecessary
if these properties of the data transm ssion are not needed. After
the publication of [WGL1], some nore features were defined, e.qg.
SCTP now al so offers partial reliability using a tiner.

MPTCP [ RFC6824] and SCTP offer nultihoming for inproved robustness
(as a backup in case a path fails), which is a mechanismthat is
listed in [WGL1] but could perhaps be hidden from an application
Simlarly, it was shown in [WNGL1] that the benefits of nulti-
stream ng (mapping nultiple application streans onto one connection
or "association" in SCTP term nol ogy) can be exploited without
exposing this functionality to an application. Because of this
assunption, nulti-stream ng was not included as a service in [WGL1].

MPTCP and CMI-SCTP al so use nultiple paths to achi eve better
performance, at the possible cost of sone extra delay and jitter; as
di scussed in Appendi x A 2 of [RFC6897], an advanced MPTCP APl coul d
al | ow applications to provide high-Ievel guidance about its

requi renents in terns of high bandwi dth, low latency and jitter
stability, or high reliability.

The newly proposed Mnion [MNON] has a sonewhat different way of
transl ati ng sone of the above nentioned | ower-I|evel transport

mechani snms (e.g. nmulti-streaning or partial reliability) into
application services. |t provides nessage cancellation and has a
noti on of superseding nessages, i.e. a |later nessage rendering a
prior one unnecessary. Odered delivery is provided according to
pre-speci fied nmessage dependencies, and a request-reply communication
nodel is offered (i.e. a nessage can be a reply to anot her nessage,
i.e. address the original nmessage’s reply-handler).

When applying nulti-streamng, priorities between streans becone a
mere scheduling decision. |In the absence of nmulti-stream ng, there
is at |east one congestion control nmethod in an RFC that is nore
aggressive than standard Reno-li ke TCP (H ghSpeed TCP [ RFC3649]), and
there is also the nore recent LEDBAT [ RFC6817] which is specifically
designed for lowpriority "scavenger" traffic. Al inall, it is
probably correct to say that | ETF transports are likely to be able to
honor priorities between data streans in one way or another

3. General Networking APlIs

This section introduces and provides an analysis of comonly used
networking APls in the context of transport services. That is, how
are these APlIs currently designed and how, if at all, can these APIs
be sinplified and/or enhanced given a transport APl that exposes al
services provided by the operating system
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Pl ease note that the current list of APIs is inconplete and rather
arbitrary. Feedback is very wel cone!

3.1. ZeroMQ
3.1.1. Description

ZeroMQ is a nessaging library that sinplifies and inproves the usage
of sockets. It operates on nmessages, and has enbedded support for a
vari ety of comrunication styles including e.g. request/reply or pub/
sub. What this nmeans is that, for instance, a socket of type
"request" can issue one request, and then a reply nmust arrive on that
socket; any other sequence of commrunication will produce an error
message. ZeroMQ tries to be transport agnostic and currently works
on top of IPC, TCP and PGM

Internally, ZeroMld s functionality |largely depends on buffering
mechani sms. For instance, in contrast to native Berkel ey sockets, a
singl e server socket can be used to read and respond to requests from
multiple clients. To achieve this, ZeroM) nust accept incom ng
requests and read their data as they arrive fromnultiple clients,
buffer them and upon the application’s request hand the data over to
the application using fair queuing.

3.1.2. Analysis

Li ke M nion, ZeroM) introduces delimters into a TCP streamto send
frames of a given size using the ZeroM) Message Transport Protoco
[ZzMIP]. Sone formof multi-streaming is intended for the future:
According to the FAQ [ ZMJFAQ page, having multiple sockets share a
single TCP connection is being added to the next version of the zZMIP
protocol. Today one can acconplish this "using a proxy that sits
bet ween the external TCP address, and your tasks"

Mul ti-stream ng over standard TCP creates an RTT of HOL bl ocking
delay for all out-of-order packets that arrive at the receiver’s
buffer. This problemalso occurs with e.g. SPDY [ SPDYWP] [ SPDYI D]
over TCP; just |like SPDY works better over QU C [QU C], ZeroM) can be
made to work better over a transport that natively supports nulti-
stream ng.

Because ZeroMQ is inplenented as a user space library, it cannot

mul tiplex streans fromnultiple processes. This can be a significant
drawback when many small stand-al one services are co-located on the
same host. 1In contrast, inline with the way TCP and UDP are
currently inplemented, it is likely that broader transport services
woul d be provided nonolithically, e.g. in the systenis kernel

thereby elimnating this problem

Hurtig, et al. Expi res June 18, 2014 [ Page 5]



Internet-Draft Transport APls Decenber 2013

The notion of request and reply sockets seens to be similar in M nion
and in ZeroMQ) Hence, mapping such ZeroM) sockets onto Mnion is
probably an efficient way to inplement them One nmay wonder where to
draw t he boundari es between a transport |like Mnion and a m ddl eware
or library like ZeroM), i.e. is it really nore efficient to provide
request-reply functionality in the transport |ayer? Conceptually,
many of Mnion's functions (e.g., nessage cancellation and

super sedi ng nessages) relate to having direct access to the sender
and receiver-side buffers, which is otherwise |imted dependi ng on
the TCP i npl enentation, and by standard TCP's in-order-delivery
requirenent. At the sane tine, ZeroMJ s functions have to do with
controlling the sender and receiver-side buffers; it therefore seens
natural that transports such as Mnion could inprove the perfornmance
of ZeroMQ

Not abl y, some transports might turn out to be a poor match for
ZeroMQ  For exanple, MPTCP requires a larger receiver buffer than
standard TCP due to the |l arger expected reordering. However, if
ZeroMl) s ZMIP protocol does or will (in accordance with the FAQ
menti oned above) multiplex data from several sockets over a single
TCP stream this mght create extra delay before the the receiver-
side ZeroMQ i nstance can take the data fromthe buffer and hand it
over to the application

3.2. nanonsg
3.2.1. Description
3.2.2. Analysis
3.3. enet

3.3.1. Description

enet started out as a networking layer for a first-person shooter
where | ow | atency communication with very frequent data transni ssion
was needed. It is a lightwight library that is entirely based on
UDP, which it extends with a set of optional features such as
reliability and in-order packet delivery.

Its features include connection managenent (nonitoring of a
connection with frequent pings), optional reliability, sequencing
(mandatory for reliable transm ssion), fragnentation and reassenbly,
aggregation, flow control. It gives its user control over the packet
size (a function call allows a packet to be resized), and sequenti al
delivery is enforced
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Reliability in enet is a binary choice; it does not allow providing a
deadl i ne or maxi mum nunber of retransm ssions per packet; if a per-
host - confi gurabl e nunber of retries is exceeded, the host is

di sconnect ed.

Because HOL bl ocki ng del ay can arise when guaranteei ng sequentia
delivery, enet also has a formof nulti-streanming (called
"channel s").

enet provides wi ndow based fl ow control for reliable packets and a
dynanic throttle that drops packets fromthe send buffer if the
network i s congested based on a given probability. This probability
is based on neasuring the RTT to a peer; if the current RTT is
significantly greater than the mean RTT, the probability is increased
up to a configurable maxi num val ue. Each host’s bandwidth limits are
taken into account as an upper bound for the bandw dth used by enet.

A broadcast function can be used to send a packet to all currently
connected peers on a host.

3.3.2. Analysis

Many of the functions in enet resenble functions found in SCTP and
Mnion -- e.g., control over the packet size, optional reliability,
multi-streanming. Since enet intends to be "thin", sinply using these
protocol s instead probably would not make it better. However, enet’s
goal being low |l atency, it could benefit from other functions such as
SCTP's and MPTCP's nmulti-path capability (picking the |ower |atency
path). The congestion control also appears to be rather rudinmentary
-- there are known issues with using the RTT as a congestion signa
(for one, it is incapable of distinguishing between congestion on the
forward and backward path). Probably, using the congestion contro
enbedded in an | ETF-standardi zed protocol could inprove enet’s
performance under certain situations. Finally, the "broadcast"
functionality could benefit fromnulticast.

3.4. Java Message Service
3.4.1. Description

3.4.2. Analysis

3.5. Chrone Network Stack
3.5.1. Description

3.5.2. Analysis
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3.6. CFNetwork

3.6.1. Description

3.6.2. Analysis

3.7. Apache Portable Runtine

3.7.1. Description

3.7.2. Analysis

3.8. VirtlO

3.8.1. Description

3.8.2. Analysis

4. Networking API's with Exposed Transport
Much of the notivation behind the transport services concept cones
fromthe Iinmtations posed by networking APls that require the user
to explicitly chose a transport, and thus confine itself to a certain
nunber of "services". It is, however, possible to include such APIs
in the transport services concept if mechanisnms can be hidden from
the application [ WNG11].
This section describes a nunber of commonly used APls that expose the
underlying transport and anal yzes how these particular APls could be
i nproved with transport services

4.1. Berkel ey Sockets

4.1.1. Description

4.1.2. Analysis

4.2. Java Libraries

4.2.1. Description
The Java library has classes to handle TCP and UDP sockets. There is
al so a separate library, not included with the regular Java
distribution, that interfaces SCTP.
The java.net library contains the two classes Socket and Server Socket

that handl e TCP sockets. These sockets wite a nessage at a tine,
but read character streans. A ServerSocket contains a nethod called
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"accept", that waits for a connection request froma client. The

cl ass Dat agr anSocket handl es UDP-sockets. It "receive"s and "send"s
obj ects of the class DatagranPacket that contain characters. The

"cl ose" nmethod closes the connection. Finally the library contains a
class called Networklnterface that can be used to query the operating
system about avail abl e network interfaces.

The separate Java library that handle SCTP a is called
comsun.nio.sctp. Simlar to the TCP-sockets there are cl asses

cal l ed SctpChannel and Sct pServer Channel. An instance of the fornmer
can control a single association only, while an instance of the
latter can control multiple associations. Instances of the class

Sct pMul ti Channel can also control multiple associations.

4.2.2. Analysis

The Java socket api is very sinmlar to the Berkel ey socket api. A
main difference is that the transport to be used is defined as a
paraneter to the socket() call in the Berkeley socket api, while in

Java different classes is used for the different protocols. There is
no well known support for DCCP in Java.

When a socket object is created it can either be connected

i medi ately, or the "connect" nethod can be called later. |If not
al ready bound, a socket is bound to a |ocal address by calling the
met hod "bind". To shut down the connection, "close" is called. |If

an application calls "receive" on a datagram socket, the method cal
will block the application until a packet is received, which may
never happen using an unreliable transfer. Wen operations on
Sockets fail, an exception is thrown.

The SCTP interface is event driven. Wen the SCTP stack wants to
notify the applications, it generates a Notification object. This
obj ect is passed as paraneter to the nethod "handl eNotification" in
an instance of the class NotificationHandl er. An association will be
implicitly set up by a send or receive nethod call if there is no
current association. The SCTP library is only supporter at run tine
by Linux and Sol ari s.

4.3. Netscape Portable Runtine

4.3.1. Description

Hurtig, et al. Expi res June 18, 2014 [ Page 9]



Internet-Draft Transport APls Decenber 2013

9.

1.

.2. Analysis
I nfini band Ver bs
.1. Description
.2. Analysis
I nput / Qut put Conpl etion Port

.1. Description

.2. Analysis

Security Considerations
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Probl em Statenment: Wiy the | ETF Needs Defined Transport Services
draft-noncaster-tsvwg-transport-services-01

Abst r act

The | ETF has defined a wide range of transport protocols over the
past three decades. However, the mgjority of these have failed to
find traction within the Internet. This has left developers with
little choice but to use TCP and UDP for nobst applications. In many
cases the developer isn't interested in which transport protocol they
shoul d use. Rather they are interested in the set of services that
the protocol provides to their application. TCP provides a very rich
set of transport services, but offers no flexibility over which
services can be used. By contrast, UDP provides a mninmal set of
services

As a consequence many devel opers have begun to wite application-

| evel transport protocols that operate on top of UDP and offer them
some of the flexibility they are Iooking for. W believe that this
highlights a real problem applications would like to be able to
specify the services they receive fromthe transport protocol, but
currently transport protocols are not defined in this fashion. There
is an additional problemrelating to howto ensure new protocols are
able to be adopted within the Internet, but that is beyond the scope
of this problem statenent.
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This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
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1. Introduction

The | ETF has defined a wide array of transport protocols including
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DCCP [ RFC4340] and MPTCP [ RFC6824]. I n npbst cases new protocol s have
been defi ned because the | ETF has established that there is a need
for a set of behaviours than cannot be offered by any existing
transport protocol
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However, for an application progranmer, using protocols other than
TCP or UDP can be hard: not all protocols are avail abl e everywhere
hence a fall-back solution to TCP or UDP nust be inplenented. Some
protocol s provide the sane services in different ways. Layering
deci si ons nust be nade (e.g. should a protocol be used natively or
over UDP?). Because of these conplications, progranmers often resort
to either using TCP (even if there is a nismatch between the services
provi ded by TCP and the services needed by the application) or

i npl ementing their own custom sed solution over UDP, and the
opportunity of benefiting fromother transport protocols is |ost.
Since all these protocols were devel oped to provide services that
solve particular problens, the inability of applications to nmake use
of themis in itself a problem |Inplenenting a new solution e.g.
over UDP al so neans re-inventing the wheel (or, rather, re-

i npl ementing the code) for a nunber of general network functions such
as nmethods to interoperate through NATs and PMTUD.

We believe this mismatch between the application |ayer and transport

| ayer can be addressed in a sinple fashion. |If an APl allowed
applications to request transport services w thout specifying the
protocol, the transport system underneath could automatically try to
make the best of its available resources. It could use available
transport protocols in a way that is nost beneficial for applications
and without the application needing to worry about problens with

m ddl ebox traversal. Adopting this approach could give nore freedom
for diversification to designers of Operating Systens.

1.1. Changes in This Version (to be renoved by RFC Editor)

From draft-noncaster-tsvwg-transport-services-00 to -01: Editorial
corrections and clarifications including:

* Updated Section 2.1 to highlight that we will take a hybrid
approach to identifying Transport Services, both top down (by
exam ning existing APIs) and bottomup (by | ooking at existing
transport protocols).

* Updated Section 2.2 to commit to delivering at | east one
exanpl e APl for this work

* Replaced Section 4. The new version nakes it clear that we
will preserve the status quo where the transport may or may nhot
choose to inplement security.

2. Transport Services

The transport |ayer provides nmany services both to the end
application (e.g. nultiplexing, flow control, ordering, reliability)
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and to the network (e.g. congestion control). For the purposes of
this docunment we define Transport Services as follows:

o0 A Transport Service is any service provided by the transport |ayer
that can only be correctly inplenented with information fromthe
appl i cation.

The key word here is "information" -- many existing transport
protocol s function perfectly adequately because the choice of
protocol inplicitly includes information about the desired transport
capabilities. For instance the choice of TCP inplies a desire for
reliable, in-order data delivery. However we think that such
implicit information is not always sufficient. The rest of this
section explains how we propose to identify Transport Services and
how t hose services mght then be exposed to the application

2.1. ldentifying Transport Services

One of the key aspects of this work is how to identify which
Transport Services should actually be supported. W are taking a
two- pronged approach. Rather than trying to identify every possible
service that popular applications mght need, we will survey a given
set of common APIs that applications use to conmuni cate across the
network. We will conplenent this with a bottomup approach where we
establish the set of services that have already been published in
RFCs coming fromthe Transport Area. This way, much of the

di scussi on about the need to specify these services has already taken
place, and it is unnecessary to re-visit those discussions. It is
our hope that this approach will lead to identifying a set of service
primtives that can be conbined to offer a rich set of services to
the application.

2.2. Exposing Transport Services

These Transport Services would be exposed to the application via an
APl . The definition of such an APl and the functionality underneath
the APl are beyond the scope of this problemstatenent. W briefly
descri be three possible approaches bel ow.

One approach could be to develop a transport systemthat fully
operates inside the Operating System This transport system woul d
provide all the defined services for which it can use TCP as a fall-
back at the expense of efficiency (e.g., TCP's reliable in-order
delivery is a special case of reliable unordered delivery, but it may
be less efficient). To test whether a particular transport is
available it could take the Happy Eyeballs

[1-D.wi ng-tsvwg- happy-eyebal | s-sctp] approach proposed for SCTP -- if
the SCTP response arrives too late then the connection just uses TCP
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and the SCTP association information could be cached so that a future
connection request to the same destination |IP address can
automatically use it.

Pol yversal TCP [ PVTCP] offers another possible approach. This starts
by opening a TCP connection and then attenpts to establish other
pat hs using different transports. The TCP connection ensures there’s
al ways a stable fallback. Having established the initial connection
PVTCP can then use service requests com ng through setsockopt() to
sel ect the nost appropriate transport fromthe avail abl e set.

Anot her approach could be to always rely on UDP only, and devel op a
whol e new transport protocol above UDP which provides all the
services, using a single UDP port. Instead of falling back to TCP
this transport systemcould return an error in case there is no other
i nstance of the transport system avail able on the other side; the
first packets could be used to signal which service is being
requested to the other side (e.g., unordered delivery requires the
receiving end to be aware of it).

3. Wy Now?

So why do we need to deal with this issue now? There are severa
answers. Firstly, after several decades of dom nance by various
flavours of TCP and UDP (plus limted depl oynment of SCTP [ RFC4960]),
transport protocols are undergoi ng significant changes. Recent
standards allow for parallel usage of nultiple paths (MPTCP [ RFC6824]
and CMI-SCTP [I-D.tuexen-tsvwg-sctp-nultipath]) while other standards
all ow for scavenger-type traffic (LEDBAT [RFC6817]). What sets these
apart frome.g. DCCP [ RFC4340] is that they have al ready seen
deploynent in the wild -- one of the Internet’s nost popul ar
applications, BitTorrent, uses LEDBAT and MPTCP is already seeing
depl oynent in major operating systens [Bonaventure-Blog]. Meanwhile
there is a trend towards tunnelling transports inside UDP -- SCTP
over DTLS over UDP is now being shipped with a popular browser in
order to support WebRTC [ RFC6951][I-D.ietf-tsvwy-sctp-dtls-encaps]
while RTMFP [ -D.thornburgh-adobe-rtnfp] and QUC [QU C] are recent
exanpl es of transport protocols that are inplenented over UDP in user
space. In a simlar vane, Mnion [I-D.iyengar-mnion-protocol] is a
proposal to realise sone SCTP-1like services with a downwar ds-

conpati ble extension to TCP

Al'l of a sudden, application developers are faced with a

het er ogeneous, conpl ex set of protocols to choose from Every
protocol has its pro’s and con’s, but often the reasons for making a
particul ar choi ce depend not on the application's preferences but on
the environnent (e.g., the choice of Mnion vs. SCTP woul d depend on
whet her SCTP coul d successfully be used on a given network path).
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Choosing a protocol that isn't guaranteed to work requires

i mpl ementing a fall-back nethod to e.g. TCP, and nuki ng the best
possi bl e choice at all tines may require sophisticated network
measur enent techni ques. The process could be inproved by using a
cache to | earn which protocols previously worked on a path, but this
woul dn’t always work in a cloud environment where virtual nachines
can and do migrate between physical nodes.

We therefore argue that it is necessary to provide nmechani sns that
aut onate the choice and usage of the transport protocol underneath
the APl that is exposed to applications. As a first step towards
such automation, we need to define the services that the transport

| ayer shoul d expose to an application (as opposed to today' s typica
choi ce of TCP and UDP).

4. Security Considerations

Whet her or not to enable TLS[RFC5246] is currently left up to

i ndi vi dual protocol inplenmentations to decide. Wile there is sone
debat e about whether this is correct we have chosen to keep the
status quo.

5. | ANA Consi derati ons

Thi s docunment nmakes no request to | ANA although in future an | ANA
regi ster of Transport Services may be required.

6. Concl usi ons

After decades of relative stagnation the |ast few years have seen
many new transport protocols being devel oped and adopted in the wild.
This evol ution has been driven by the changi ng needs of application
devel opers and has been enabl ed by noving transport services into the
application or by tunnelling over an underlying UDP connecti on.

Application devel opers are now faced with a genui ne choi ce of
different protocols with no clear nechanismfor choosing between
them At the sane tine, the still-limted depl oynent of some
protocol s neans that the devel oper nust always provide a fall-back to
an alternative transport if they want to guarantee the connection
will work. This is not a sustainable state of affairs and we believe
that in future a new transport APl will be needed that provides the
nmechani snms to facilitate the choice of transport protocol. The first
step towards this is to identify the set of Transport Services that a
transport protocol is able to expose to the application. W propose
doing this in a bottomup fashion, starting fromthe |list of services
available in transport protocols that are specified in RFCs.
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Comments Solicited

To be renoved by RFC Editor: This draft is the first step towards an
| ETF BoF on Transport Services. Comments and questions are
encouraged and very wel cone. They can be addressed to the current
mailing list <transport-services@fi.uio.no> and/or to the authors.
We al so have a website at <https://sites.google.conlsite/

transport prot ocol servi ces/ >
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