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Abst r act

This docunment is intended to provide operational guidelines for

dat acenter operators planning to deploy IPv6 in their

infrastructures. It ains to offer a reference framework for

eval uating different products and architectures, and therefore it is
al so addressed to nmanufacturers and sol ution providers, so they can
use it to gauge their solutions. W believe this will translate in a
snoot her and faster IPv6 transition for datacenters of these

i nfrastuctures.

The docunent focuses on the DC infrastructure itself, its operation,
and the aspects related to DC interconnection through IPv6. It does
not consider the particular nechani sns for nmaking | nternet services
provi ded by applications hosted in the DC avail abl e t hrough | Pv6
beyond the specific aspects related to how their deploynent on the
Data Center (DC) infrastructure.

Apart fromfacilitating the transition to | Pv6, the nechanisns
outlined here are intended to nake this transition as transparent as
possible (if not conpletely transparent) to applications and services
running on the DC infrastructure, as well as to take advantage of

I Pv6 features to sinmplify DC operations, internally and across the

I nternet.

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
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wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 7, 2014.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The need for considering the aspects related to | Pv4-to-1Pv6
transition for all devices and services connected to the Internet has
been widely nentioned el sewhere, and it is not our intention to nake
an additional call on it. Just let us note that many of those
services are already or will soon be located in Data Centers (DC)
what makes considering the issues associated to DC infrastructure
transition a key aspect both for these infrastructures thensel ves,
and for providing a sinpler and clear path to service transition.

Al'l issues discussed here are related to DC infrastructure
transition, and are intended to be orthogonal to whatever particul ar
mechani sms for nmaking the services hosted in the DC avail abl e t hrough
| Pv6 beyond the specific aspects related to their depl oynment on the
infrastructure. General nechanisns related to service transition
have been discussed in depth el sewhere (see, for exanple [ RFC6883]
and [I-D.ietf-v6ops-enterprise-increnental -i pv6]) and are consi dered
to be independent to the goal of this discussion. The applicability
of these general nechanisns for service transition will, in many
cases, depend on the supporting DC s infrastructure characteristics.
However, this docunent intends to keep both problens (service vs.
infrastructure transition) as different issues.

Furt hernmore, the conbination of the regularity and controlled
managenent in a DC interconnection fabric with I Pv6 universal end-to-
end addressing should translate in sinpler and faster VM m grations
either intra- or inter-DC, and even inter-provider

2. Architecture and Transition Stages

Thi s docunment presents a transition framework structured al ong
transition stages and operational guidance associated with the degree
of penetration of IPv6 into the DC comuni cation fabric. It is worth
noting we are using these stages as a classification nmechanism and
they have not to be associated with any a succession of steps froma
vd-only infrastructure to full-fledged v6, but to provide a franmework
that operators, users, and even nmanufacturers could use to assess
their plans and products.

There is no (explicit or inplicit) requirement on starting at the
stage describe in first place, nor to follow themin successive
order. According to their needs and the avail abl e sol utions, DC
operators can choose to start or remain at a certain stage, and
freely nove fromone to another as they see fit, w thout contravening
this docunent. In this respect, the classification intends to
support the planning in aspects such as the adaptation of the
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different transition stages to the evolution of traffic patterns, or
risk assessnment in what relates to depl oyi ng new conponents and

i ncorporating change control, integration and testing in highly-
conpl ex multi-vendor infrastructures.

Three nain transition stages can be consi dered when anal yzing | Pv6
depl oynent in the DC infrastructure, all conpatible with the
availability of services running in the DC through |Pv6:

(0]

2. 1.

Experimental. The DC keeps a native IPv4 infrastructure, with
gateway routers (or even application gateways when services
require so) perfornmng the adaptation to requests arriving from
the 1 Pv6 Internet.

Dual stack. Native IPv6 and IPv4 are present in the
infrastructure, up to whatever the layer in the interconnection
schene where L3 is applied to packet forwarding.

| Pv6-Only. The DC has a fully pervasive |Pv6 infrastructure,
including full 1Pv6 hypervisors, which performthe appropriate
tunneling or NAT if required by internal applications running
| Pv4.

Ceneral Architecture

The diagramin Figure 1 depicts a generalized interconnection schema

in
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+----- +----- + +----- +----- +
| Gateway | | Gateway | Internet / Renbte Access
+----- +----- + +----- +----- + Modul es
I I
o e oo +
I I
o e -+ o e -+
| CoreO | | CoreN | Core
Hom - - -+ Hom - - -+
I\ / /
/ \----- \ /
/ /---1 \
Fomm e - - + Fomm e - - +
+ - - - - - + + - - - - - + |
| Aggr01 | +----- | AggrNL | + Aggr egati on
Ho oo - - -4/ S NIy +/
/ \ / \
/ \ / \

+----- + +----- + +----- + +----- +

| T11 |... | Tix | | T21 |... | T2y | Access

+-- - - - + +-- - - - + +-- - - - + +-- - - - +

| HyV | | HyV | | HyV | | HyV | Physi cal Servers

+iooio+ R R R +iooio+

| VM | | VM | | VM | | VM | Virtual Machines

+----- + +----- + +----- + +----- +

+-- - - - + +-- - - - + +-- - - - + +-- - - - +

| HyV | | WV I | HV| | HyV |

+iooio+ R R R +iooio+

| WMs | | WMs | | WMs | | WMs |

+----- + +----- + +----- + +----- +

Figure 1: DC Interconnnection Schena

0 Hypervisors provide connection services (anong others) to virtua
machi nes runni ng on physical servers.

0 Access elenments provide connectivity directly to/from physica
servers. The access elenents are typically placed either top-of-
rack (ToR) or end-of -row EOR).

0 Aggregation elenments group several (many) physical racks to
achi eve local integration and provide as nmuch structure as
possi bl e to data pat hs.

0 Core elenents connect all aggregation elenments acting as the DC
backbone.
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0 One or several gateways connecting the DC to the Internet, Branch
O fices, Partners, Third-Parties, and/or other DCs. The
interconnectivity to other DC may be in the form of VPNs, WAN
links, netro links or any other form of interconnection

In many actual deploynents, depending on DC size and design

deci sions, some of these elenments nmay be conbined (core and gat eways
are provider by the sane routers, or hypervisors act as access

el ements) or virtualized to sone extent, but this |layered schema is
the one that best accommpdates the different options to use L2 or L3
at any of the different DC interconnection layers, and will help us
in the discussion along the docunent.

2.2. Experinental Stage. Native IPv4 Infrastructure

This transition stage corresponds to the first step that nmany
datacenters nmay take (or have taken) in order to nake their externa
services initially accessible fromthe IPv6 Internet and/or to

eval uate the possibilities around it, and corresponds to IPv6 traffic
patterns totally originated out of the DC or their tenants, being a
smal | percentage of the total external requests. At this stage, DC
net wor k schene and addressing do not require any inportant change, if
any.

It is important to remark that in no case this can be considered a
permanent stage in the transition, or even a long-term solution for
incorporating IPv6 into the DC infrastructure. This stage is only
recommended for experinentation or early eval uation purposes.

The translation of |Pv6 requests into the internal infrastructure
addressing format occurs at the outnost |evel of the DC Internet
connection. This can be typically achieved at the DC gat eway
routers, that support the appropriate address translati on mechani sns
for those services required to be accessed through native | Pv6
requests. The policies for applying adaptation can range from
performing it only to a limted set of specified services to
providing a general translation service for all public services.
More granul ar mechani sms, based on address ranges or nore

sophi sticated dynam c policies are also possible, as they are applied
by a limted set of control elenments. These provide an additiona

| evel of control to the usage of | Pv6 routable addresses in the DC
envi ronnment, which can be especially significant in the
experinentation or early depl oynment phases this stage is applicable
to.

Even at this stage, sone inplicit advantages of |Pv6 application cone
into play, even if they can only be applied at the ingress el enents:
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2

2

o Flow labels can be applied to enhance | oad distribution, as
described in [RFC7098]. |If the incom ng |IPv6 requests are
adequately | abel ed the gateway systens can use the flow | abels as
a hint for applying | oad-bal anci ng nechani sns when transl ating the
requests towards the I Pv4 internal network.

o During VMmigration (intra- or even inter-DC), Mbile |Pv6
mechani sms can be applied to keep service availability during the
transient state.

2.1. Of-shore v6 Access

This nmodel is also suitable to be applied in an "of f-shore" node by
the service provider connecting the DC infrastructure to the
Internet, as described in [I-D.sung-v6ops-contents-transition].

When this off-shore node is applied, the original source address will
be hidden to the DC infrastructure, and therefore identification
techni ques based on it, such as geolocation or reputation evaluation
will be hanpered. Unless there is a specific trust link between the
DC operator and the ISP, and the DC operator is able to access

equi val ent identification interfaces provided by the ISP as an

addi tional service, the off-shore experinental stage cannot be

consi dered appli cabl e when source address identification is required.

3. Dual Stack Stage. Internal Adaptation

This stage requires dual -stack elenents in sone internal parts of the
DC infrastructure. This brings sone degree of partition in the
infrastructure, either in a horizontal (when data paths or nanagenent
interfaces are mgrated or left in IPv4d while the rest mgrate) or a
vertical (per tenant or service group), or even both.

Al though it may seeman artificial case, situations requiring this
stage can arise fromdifferent requirenents fromthe user base, or
the need for technol ogy changes at different points of the
infrastructure, or even the goal of having the possibility of
experinenting new solutions in a controlled real -operations
environnment, at the price of the additional conplexity of dealing
with a doubl e protocol stack, as noted in [ RFC6883] and el sewhere.

This transition stage can acconmpdate different traffic patterns,
both internal and external, though it better fits to scenarios of a
clear differentiation of different types of traffic (external vs.
internal, data vs managenent...), and/or a nore or |ess even
distribution of external requests. A comobn scenario would include
native dual stack servers for certain services conbined with single
stack ones for others (web server in dual stack and dat abase servers
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only supporting v4, for exanple).

At this stage, the advantages outlined above on | oad bal anci ng based
on flow | abels and Mbile | P nmechani sns are applicable to any L3-
based nechanism (intra- as well as inter-DC). They will translate
into enhanced VM nobility, nore effective |oad bal anci ng, and hi gher
service availability. Furthernore, the sinpler integration provided
by 1Pv6 to and fromthe L2 flat space to the structured L3 one can be
applied to achi eve sinpler deploynments, as well as alleviating
encapsul ati on and fragnentation i ssues when traversing between L2 and
L3 spaces. Wth an appropriate prefix nmanagenent, autonatic address
assi gnnent, discovery, and renunbering can be applied not only to
public service interfaces, but nost notably to data and managenent
paths. Oher potential advantages include the application of

mul ticast scopes to limt broadcast floods, and the usage of specific
security headers to enhance tenant differentiation

In general, all these advantages are especially significative to
overlay techniques applied to support nulti-tenancy and inter-DC
operati on.

On the other hand, this stage requires a nuch nore careful planning
of addressing (please refer to ([ RFC5375]) schenmas and access
control, according to security levels. While the experinental stage
inmplies relatively few global routable addresses, this one brings the
advant ages and risks of using different kinds of addresses at each
poi nt of the IPv6-aware infrastructure.
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2.3.1. Dual-stack at the Aggregation Layer

Fom e e e e oo oo +
| Internet / External |
TR Fom e e oo - +
+emm - L----+
| Gateway |
+----- +----+
Core Level
F- - - -+
| FW |
+- - - -+
| Aggregation Leve
+--4- -+
| MB |
F- - - -+
_ o\
/ \
+- - - -+ +- - - -+
| Wb | ... | Wb |
+-- - -+ +-- - -+
I
|/ Vo
+-- -+ +-- -+
| Cache| | DB |
H--- o= + H--- o= +

Figure 2: Data Center Application Scheme

An initial approach corresponding to this transition stage relies on
taki ng advantage of specific elenents at the aggregation |ayer
described in Figure 1, and make them abl e to provi de dual -stack
gatewayi ng to the | Pv4-based servers and data infrastructure

Typically, firewalls (FW are deployed as the security edge of the
whol e service domain and provi des safe access control of this service
domai n from other function dormains. |n addition, sonme application
optinmi zati on based on devices and security devices (generally known
as m ddl eboxes, e.g. Load Balancers, SSL VPN, IPS and etc.) may be
depl oyed in the aggregation level to alleviate the burden of the
server and to guarantee deep security, as shown in Figure 2. The
choice of a particular kind of mddlebox for this dual-stack approach
shal | be based on the nature of the services and the depl oynent of

t he m ddl eboxes in the DC infrastructure.
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The mi ddl ebox coul d be upgraded to support the data transm ssion
There may be two ways to achieve this at the edge of the DC

Encapsul ati on and NAT. 1In the encapsul ation case, the m ddl ebox
function carries the IPv6 traffic over |Pv4 using an encapsul ation
(IPv6-in-1Pv4). In the NAT case, there are already sone technol ogies

to solve this problem For exanple, DNS and NAT devi ces could be
concatenated for |Pv4/IPv6 translation if |IPv6 host needs to visit

| Pv4 servers. However, this may require the concatenation of
mul ti pl e network devices, which nmeans the NAT tables needs to be
synchroni zed at different devices. As described below, a sinplified
| Pv4/ 1 Pv6 transl ation nodel can be applied, which could be

i mpl emented in the device. The mapping information of | Pv4d and | Pv6
will be generated automatically based on the information of the

m ddl ebox. The host | P address will be translated w thout port
transl ati on.

o e +
| Dual Stack| |Pv4-only . +
| | +----|Web Server |
| - - - - - |------ + / S + |

oo Bk o | | |

[ Internet|--| Gateway| ---|---+Load- Bal ancer +-- \ |

| | I | I S Tt + |

R + A + +o----- [------ + +----| Wb Server| |
| | R + |
Fom e - o mm e e e e e e e e e aa o n +

Figure 3: Dual Stack niddl ebox (Load-Bal ancer) nechani sm

As shown in Figure 3,the m ddlebox (a |oad-balancer, LB, in this
case) can be considered divided into two parts: The dual -stack part
facing the external border, and the |IPv4-only part which contains the
traditional LB functions. The IPv4 DCis allocated an | Pv6 prefix
which is for the VSIPv6 (Virtual Service |Pv6 Address). W suggest
that the I Pv6 prefix is not the well-known prefix in order to avoid
the I Pv4 routings of the services in different DCs spread to the | Pv6
network. The VSIPv4 (Virtual Service |Pv4d Address) is enbedded in
VSI Pv6 using the allocated I1Pv6 prefix. 1In this way, the LB has the
statel ess | P address nappi ng between VSI Pv6 and VSI Pv4, and

synchroni zation is not required between LB and DNS64 server

The dual -stack part of the LB has a private | Pv4 address pool. Wen
| Pv6 packets arrive, the dual -stack part does the one-on-one SIP
(source I P address) mapping (as defined in
[1-D.sung-v6ops-contents-transition]) between |IPv4 private address
and I Pv6 SIP. Because there will be too many UDP/ TCP sessi ons
between the DC and Internet, the |P addresses binding tables between
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| Pv6 and | Pv4 are not session-based, but SIP-based. Thus, the dual -
stack part of LB builds IP binding stateful tables for the host |Pv6
address and private | Pv4 address of the pool. Wen the follow ng

| Pv6 packets of the host come fromlilnternet to the LB, the dual stack
part does the |P address translation for the packets. Thus, the |IPv6
packets were translated to | Pv4 packets and sent to the |Pv4 only
part of the LB

2.3.2. Dual-stack Extended OS/ Hypervi sor

Anot her option for deploying a infrastructure at the dual -stack stage
woul d bring dual -stack rmuch closer to the application servers, by
requi ring hypervisors, VMs and applications in the v6-capable zone of
the DC to be able to operate in dual stack. This way, inconing
connections would be dealt in a seanl ess manner, while for outgoing
ones an OS-specific replacenent for systemcalls |ike gethostbynane()
and getaddrinfo() would accept a character string (an IPv4 literal

an |Pv6 literal, or a domain nane) and would return a connected
socket or an error message, having executed a happy eyeballs

al gorithm ([ RFC6555]).

If these hypothetical systemcall replacenents were snmart enough
they would allow the transparent interoperation of DCs with different
| evel s of v6 penetration, either horizontal (internal data paths are
not mgrated, for example) or vertical (per tenant or service group).
Thi s approach requires, on the other hand, all the involved DC
infrastructure to becone dual -stack, as well as some degree of
explicit application adaptation

2.4. |1Pv6-Only Stage. Pervasive |Pv6 Infrastructure

We can consider a DC infrastructure at the final stage when al
network | ayer el enents, including hypervisors, are |Pv6-aware and
apply it by default. Conversely with the experinental stage, access
fromthe IPv4 Internet is achieved, when required, by protoco
translation performed at the edge infrastructure el enents, or even
supplied by the service provider as an additional network service.

There are different drivers that could notivate DC managers to
transition to this stage. In principle the scarcity of |Pv4
addresses may require to reclaimlPv4 resources fromportions of the
network infrastructure which no |onger need them Furthernore, the
unavail ability of |Pv4 address woul d nmake dual -stack environments not
possi bl e anynore and careful assessments will be perfuned to asses
where to use the remaining | Pv4d resources

Anot her inportant notivation to nove DC operations from dual -stack to
I Pv6-only is to save costs and operation activities that managi ng a
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singl e-stack network could bring in conparison with rmanagi ng two
stacks. Today, besides of |learning to manage two different stacks,
network and systemadm nistrators require to duplicate other tasks
such as | P address managenent, firewalls configuration, system
security hardening and nonitoring anong others. These activities are
not just costly for the DC rmanagenent, they nay also nmay lead to
configuration errors and security holes. |In particular, a few
activities have special inpact on costs for dual -stacked

i nfrastructures:

0 Devel opnent. Wen a new device or app version is released, it
nmust be tested three tines: |Pv4, dual-stack, and | Pv6-only.
Though this does not inply a triple the effort once the
devel opnment environnent is set up, a general estimate is that it
inmplies a 10% additional cost.

0 Test. Everything QA procedure nust be perforned at |east twce
and in many cases three tines, with an estinmate 10% i ncrenent al
effort.

0 Operation and troubl eshooting. Wile for L1/L2 problens we would
be talking of 1% increnental effort (in a few words, once ping6
wor ks, checking ping is very little effort), for L3 problens a
rough estinmate would an increnment of 5%

0o Application devel opnent. Many applications would require to keep
two branches, with a 10-30% additi onal cost. The estimate here
i nplies a higher range, as applications cover a wide variety of
cases.

0 Addition on new L3 devices, that should handle | Pv4 and | Pv6
flows, and provide higher perfornance to deal with both at the
same time. |t cones with a cost increnent of 5-10%

0 Network managenent. The increnmental costs of managing two L3
network plane woul d come at around a 10% i ncrenental cost.

In sunmmary, a full dual-stack datacenter would conme at an additiona
5-10% operating cost than a singl e-stack one.

This stage can be also of interest for new deploynments willing to
apply a fresh start aligned with future | Pv6 wi despread usage, when a
rel evant anount of requests are expected to be using |Pv6, or to take
advant age of any of the potential benefits that an | Pv6 support
infrastructure can provide. Oher, and probably nore conpelling in
many cases, drivers for this stage may be either a | ack of enough

| Pv4 resources (whether private or globally unique) or a need to
reclaimlPv4 resources fromportions of the network which no | onger
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need them |In these circunstances, a careful evaluation of what
still needs to speak |IPv4 and what does not will need to happen to
ensure judicious use of the remaining | Pv4 resources.

The potential advantages nentioned for the previous stages (| oad
distribution based on flow | abels, nmobility mechanisns for transient
states in VMor data migration, controlled nulticast, and better
mappi ng of L2 flat space on L3 constructs) can be applied at any

| ayer, even especially tailored for individual services. Obviously,
the need for a careful planning of address space is even stronger
here, though the centralized protocol translation services should
reduce the risk of translation errors causing disruptions or security
br eaches.

[ V6DCS] proposes an approach to a next generation DC depl oynent,
al ready denonstrated in practice, and clainms the advant ages of
mat eri alizing the stage fromthe begi nning, providing sone rationale

for it based on sinplifying the transition process. It relies on
statel ess NAT64 ([ RFC6052], [RFC6145]) to enable access fromthe | Pv4
I nt er net.

2.4.1. Overlay and Chaini ng Support

A DCinfrastructure in this final stage is in the position of
providing a nuch better support to requirenments that have been
recently fornulated, nostly in the scope of other recently created
| ETF wor ki ng groups.

In particular, support for highly scal able VPN and nulti-tenancy
according to the key requirenments defined in
[I-D.ietf-nvo3-overlay-problemstatenent]:

o Traffic isolation, so that a tenant’s traffic is not visible to
any ot her tenant.

0 Address independence, so that one tenant’s addressing schene does
not collide with other tenant’s addressing schenes or with
addresses used within the data center itself.

0 Support the placenent and migration of VMs anywhere within the
data center, without being limted by DC network constraints such
as the | P subnet boundaries of the underlying DC network.

Wth a pervasive IPv6 infrastructure, these goals can be achi eved by
means of native addressing and direct interaction of the applications
with the network infrastructure of the datacenter, and across

mul tiple datacenters connected via WAN |inks. Virtual networks can
be constructed by a natural consequence of addressing rules, traffic
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i sol ation guaranteed by routing nmechani sms, and migration directly
supported by signaling protocols.

On the other hand, service chaining is consolidating as a techni que
for dynam cally structuring network services, adapting themto user
requi renents, provider policies, and network state. |In this nodel,
servi ce functions, whether physical or virtualized, are not required
to reside on the direct data path and traffic is instead steered

t hrough required service functions, wherever they are depl oyed
[I-D.ietf-sfc-problemstatenent].

Service function chaining requires packets in a given flow intended
to follow a particular path to be tagged by a classifier, so

i ntermedi ate service nodes in the path can route them accordingly.
The usage of flow labels can greatly sinplify this classification and
all ow a nmuch sinpl er depl oynent of service function chains.
Furthernore, it offers nuch richer possibilities for network
architects building chains and paths inside themas well as to
application developers willing to get advantage of service chai ning,
since it provides the possibility of providing rich nmetadata for any
given flow, in a generalization of the use cases described in

[ RFC6294] and [ RFC7098].

2.5. Oher Operational Considerations

In this section we review some operation considerations rel ated
addr essi ng and managenent issues in V6 DC infrastructure.

2.5.1. Addressing

There are different considerations related on | Pv6 addressing topics
in DC. Many of these considerations are already docunmented in a
variety of | ETF docunents and in general the recomendati ons and best
practices nentioned on themapply in IPv6 DC environnents. However
we would Iike to point out sone topics that we consider inportant to
nment i on.

The first question that DC managers often have is the type of |Pv6
address to use; that is Provider Aggregated (PA), Provider

I ndependent (PlI) or Unique Local |Pv6 Addresses (ULAs) [ RFC4193]

Rel ated to the use of PA vs. PlI, we concur with [RFC6883] and
[I-D.ietf-v6ops-enterprise-increnmental -ipv6] that Pl provides

i ndependence fromthe | SP and decreases renunbering issues, it may
bring up other considerations as a fee for the allocation, a request
process and all ocation maintenance to the Regional Internet Registry,
etc. In this respect, there is not a specific recomendation to use
either Pl vs. PA as it would depend al so on busi ness and nmanagenent
factors rather than pure technical
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ULAs shoul d be used only in DCinfrastructure that does not require
access to the public Internet; such devices may be databases servers,
application-servers, and managenment interfaces of webservers and

net wor k devi ces anong others. This practice may decrease the
renunbering i ssues when PA addressing is used, as only public faced
devi ces woul d require an address change. Also we would like to know
that although ULAs nay provide some security the main notivation for
it used should be address managenent.

Anot her topic to discuss is the length of prefixes within the DC. In
general we reconmmend the use of subnets of 64 bits for each VLAN or
network segnent used in the DC. Al though subnet w th prefixes |onger
than 64 bits may work, it is necessary that the reader understands
that this may break statel ess autoconfiguration and at | east nanua
configuration nust be enployed. For details please read [ RFC5375].

Address plans should follow the principles of being hierarchical and
abl e to aggregate address space. W recommend at |east to have a /48
for each data-center. |f the DC provides services that require
subassi gnment of address space we do not offer a single recomendation
(i.e. request a /40 prefix froman RIR or ISP and assign /48 prefixes
to custoners), as this may depend on other no technical factors.
Instead we refer the reader to [ RFC6177].

For point-to-point |inks please refer to the recommendati ons in
[ RFC6164] .

2.5.2. Managenent Systens and Applications

Dat a-centers may use Internet Protocol address managenent (| PAM
sof tware, provisioning systens and other variety of software to

docunent and operate. It is inportant that these systens are
prepared and possibly nodified to support 1Pv6 in their data nodels.
In general, if IPv6 support for these applications has not been

previously done, changes nmay take sonetinme as they nmay be not just
addi ng nore space in input fields but also nodifying data nodels and
data migration.

2.5.3. Monitoring and Loggi ng

Monitoring and logging are critical operations in any network

envi ronnment and they should be carried at the same level for |Pv6 and
| Pv4. Mbonitoring and managenent operations in V6 DC are by no neans
different than any other |1Pv6 networks environnments. It is inportant
to consider that the collection of information from network devices
is orthogonal to the information collected. For exanple it is
possible to collect data fromIPv6 MBs using | Pv4 transport.
Similarly it is possible to collect IPv6 data generated by Netfl owd/
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| PFI X agents in IPv4 transport. In this way the inportant issue to
address is that agents (i.e. network devices) are able to collect
data specific to |Pv6.

And as final note on nonitoring, although IPv6 MBs are supported by
SNWVP versions 1 and 2, we recommend to use SNMP version 3 instead.

2.5. 4. Cost s

It is very possible that noving froma single stack data-center
infrastructure to any of the | Pv6 stages described in this docunent
may incur in capital expenditures. This may include but it is not
confined to routers, |oad-balancers, firewalls and software upgrades
anong ot hers. However the cost that nost concern us is operational
Movi ng the DC infrastructure operations froma single-stack to a
dual -stack may infer in a variety of extra costs such as application
devel opment and testing, operational troubleshooting and service
depl oynent. At the sane tine, this extra cost nmay be seeing as
savi ng when noving froma dual -stack DC to an | Pv6-Only DC,

Dependi ng of the complexity of the DC network, provisioning and other
factors we estinmate that the extra costs (and | ater savings) nmay be
around between 15 to 20%

2.6. Security Considerations

A thorough collection of operational security aspects for |Pv6
network is nmade in [I-D.ietf-opsec-v6]. Mst of them wth the
probabl e exception of those specific to residential users, are
applicable in the environnent we consider in this docunent.

2.6.1. Neighbor Discovery Protocol attacks

The first inportant issue that V6 DC nanager should be aware is the
attacks agai nst Nei ghbor Discovery Protocol [RFC6583]. This attack
is simlar to ARP attacks [RFC4732] in |IPv4 but exacerbated by the
fact that the comon size of an | Pv6 subnet is /64. In principle an
attacker would be able to fill the Neighbor Cache of the Iocal router
and starve its menory and processing resources by sending nultiple ND
packets requesting information of non-existing hosts. The result
woul d be the inability of the router to respond to ND requests, to
update its Nei ghbor Cache and even to forward packets. The attack
does need to be launched with nalicious purposes; it could be just
the result of bad stack inplenentation behavior.

R[ RFC6583] nentions sone options to mitigate the effects of the

attacks against NDP. For exanple filtering unused space, mninzing
subnet size when possible, tuning rate limts in the NDP queue and to
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rely in router vendor inplenentations to better handl e resources and
to prioritize NDP requests.

2.6.2. Addressing

O her inportant security considerations in V6 DC are related to
addressi ng. Because of the | arge address space is conmonly thought
that IPv6 is not vul nerable to reconnai ssance techni ques such as
scanning. Although that may be true to force brute attacks,
[I-D.ietf-opsec-ipv6-host-scanning] shows sone techni ques that nmay be
enpl oyed to speed up and inprove results in order to discover |Pv6
address in a subnet. The use of virtual machines and SLACC aggravate
this problem due the fact that they tent to use automatically-
generated MAC address well known patterns.

To mtigate address-scanning attacks it is recomended to avoid using
SLAAC and if used stable privacy-enhanced addresses
[I-D.ietf-6man-stabl e-privacy-addresses] should be the method of
address generation. Al so, for manually assigned addresses try to
avoid 1D |l owbyte address (i.e. fromO to 256), |Pv4-based addresses
and wordy addresses especially for infrastructure without a fully
qual i fied domai n nane.

In spite of the use of manually assigned addresses is the preferred
met hod for V6 DC, SLACC and DHCPv6 may be al so used for sone specia
reasons. However we recommend paying special attention to RA

[ RFC6104] and DHCP [I-D.ietf-opsec-dhcpv6-shield] hijack attacks. In
these kinds of attacks the attacker deploys rogue routers sending RA
messages or rogue DHCP servers to inject bogus information and
possibly to performa man in the mddle attack. 1In order to mitigate
this problemit is necessary to apply sone techniques in access

swi tches such as RA-Guard [ RFC6105] at | east.

Anot her topic that we would like to nmention related to addressing is
the use of ULAs. As we previously nentioned, although ULAs may be
used to hide host fromthe outside world we do not reconmend to rely
on themas a security tool but better as a tool to make renunbering
easi er.

2.6.3. Edge filtering

In order to avoid being used as a source of anplification attacks is
it inportant to follow the rules of BCP38 on ingress filtering. At
the sane tine it is inportant to filter-in on the network border al
the unicast traffic and routing announcenent that shoul d not be
routed in the Internet, commonly known as "bogus prefixes"
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2.6.4. Final Security Remarks

Finally, let us just enphasize the need for careful configuration of
access control rules at the translation points. This latter one is
specially sensitive in infrastructures at the dual -stack stage, as
the translation points are potentially distributed, and when protoco
translation is offered as an external service, since there can be
operati onal nismatches.
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