I nt ernet Engi neering Task Force J. Jaegdl
I nternet-Draft Zynga
I ntended status: |nformational L. Colitt
Expires: June 6, 2014 W Kunari
Googl e
E. Wncke
Cisco
M Kaeo
Doubl e Shot Security
T. Taylor, Ed.
Huawei Technol ogi es
Decenber 3, 2013

Why Qperators Filter Fragments and What It Inplies
draft-tayl or-v6ops-fragdrop-02

Abst ract

This meno was witten to make application devel opers and network
operators aware of the significant possibility that |1Pv6 packets
containing fragmentati on extensi on headers nay fail to reach their
destination. Sonme protocol or application assunptions about the
ability to use nmessages larger than a single packet may accordingly
not be supportable in all networks or circunstances.

This meno provi des observational evidence for the dropping of |Pv6
fragments along a significant nunber of paths, explores the
operational inpact of fragnentation and the reasons and scenari os
where drops occur, and considers the effect of fragnment drops on
applications where fragmentation is known to occur, particularly

i ncl udi ng DNS.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

Measurements of whether Internet Service Providers and edge networks

deliver IPv6 fragnents to their destination reveal that for IPv6 in

OGOV DMBDARMWWN

particul ar, fragments are being dropped al ong a substantial nunber of
paths. The filtering of IPv6 datagrans with fragnentati on headers is

presuned to be a non-issue in the core of the Internet, where
fragments are routed just like any other | Pv6 datagram However
fragmentation can creates operational issues at the edges of the
Internet that may |l ead to administratively inposed filtering or

i nadvertent failure to deliver the fragment to the end-system or
appl i cation.
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Section 2 begins with some observations on how often | Pv6 fragnent

| oss occurs in practice. W go on to |look at the operational reasons
for filtering fragments, a key aspect of which is the linmtations
they expose in the application of security policy, at resource

bottl enecks and in forwardi ng decisions. Section 2.2 then |ooks at
the inpact on key applications, particularly DNS

In the longer run, as network operators gain a better understanding
of the risks and non-risks of fragnentation and as ni ddl ebox,
custoner prenise equi pnent (CPE), and host inpl enentations inprove,
we believe that sone incidence of fragment dropping currently
required will diminish. Sone of the justifications for filtering
will persist in the long-term and application devel opers and network
operators must remain aware of the inplications.

This docunent deliberately refrains fromdiscussing possible
responses to the probl em posed by the dropping of |IPv6 fragnents.
Such a discussion will quickly turn up a nunber of possibilities,
application-specific or nore general; but the amount of tine needed
to specify and deploy a given resolution will be a major constraint

i n choosing anongst them |In any event, that discussion is likely to
proceed in nmultiple directions, occur in different areas and is

t heref ore consi dered beyond the scope of this neno.

2. (Observations and Rational e

[ Bl ackhol e] is a good public reference for some enpirical data on
IPv6 fragnent filtering. It describes experinments run to determ ne
the incidence and |l ocation of | CVP Packet Too Big and fragnent
filtering. The authors used fragnmented DNS packets to determ ne the
latter, setting the servers to an IPv6 m ni num of 1280 bytes to avoid
any PMIU issues. The tests found for IPv6 that filtering appeared to
be occurring on some 10% of the tested paths. The filtering appeared
to be located at the edge (enterprise and custoner networks) rather
than in the core

2.1. Possible Causes

Why does such filtering happen? One cause i s non-confornng

i npl ementations in CPE and | owend routers. Some network nanagers
filter fragnents on principle, thinking this is an easier way to
deter realizable attacks utilizing |IPv6 fragments wi thout thinking of
ot her network inpacts, similar to the practice of filtering | CWP
Packet Too Big. Both inplenentati ons and managenent shoul d i nprove
over time, reducing the probl em somewhat.

Sone filtering and dropping of fragments is known to be done for
har dwar e, performance, or topol ogical considerations.
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2.1.1. Stateful inspection

Stateful inspection devices or destination hosts can readily
experience resource exhaustion if they are flooded with fragnents
that are not followed in a tinely nmanner by the renaining fragnents
of the original datagram Holding fragnments for reassenbly even on
end-systemfirewalls can readily result in an effective denial of
service by menory and CPU exhaustion even if techni ques, such as
virtual re-assanbly exist.

2.1.2. Statel ess ACLs

Statel ess ACLs at layer 4 and up nay be difficult to apply to
fragments other than the first one in which enough of the upper |ayer
header is present. As [Attacks] denonstrates, inconsistencies in
reassenbly | ogi c between m ddl eboxes or CPEs and hosts can cause
fragments to be wongfully discarded, or can allow exploits to pass
undet ect ed through mni ddl eboxes. Statel ess |oad bal anci ng schenes may
hash fragmented datagrans fromthe same flow to different paths
because the 5-tuple nay be available on only the initial fragnment.
Wi | e rehashing has the possibility of reordering packets in ISP
cores it is not disastrous. However, in front of a statefu

i nspection device, |oad balancer tier, or anycast service instance,

wher e headers other than the L3 header -- for exanple, the L4 header
interface index (for traffic already rehashed onto different paths),
DS fields -- are considered as part of the hash, rehashing may result

in the fragments being delivered to different end-systens
2.1.3. Performance consi derations

Leavi ng aside these incentives towards fragment dropping, other
consi derations may weigh on the operator’s nind. One exanple cited
on the NANOG list was that of a router where fragment processing was
done by the control plane processor rather than in the forwarding

pl ane hardware, with a consequent hit on perfornance.

2.1.4. Oher considerations

Anot her incentive toward dropping of fragnents is the

di sproportionate nunber of software errors still being encountered in
fragment processing. Since this code is exercised | ess frequently
than the rest of the stack, bugs remain longer in the code before
they are detected. Sonme of these software errors can introduce

vul nerabilities subject to exploitation. It is common practice

[ RFC6192] to recomend that control -plane ACLs protecting routers and
net wor k devi ces be configured to drop all fragnents.
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2.1.5. Concl usions

Operators weigh the risks associated with each of the considerations
just enunerated, and conme up with the nost suitable policy for their
circunstances. It is likely that at |east sone operators will find
it desirable to drop fragnents in at |east sone cases

The |1 ETF and operators can help this effort by identifying specific
cl asses of fragments that do not represent legitimte use cases and
hence shoul d al ways be dropped. Exanples of this work are given by

[ RFC6946] and [I-D.ietf-6nman-oversi zed- header-chain]. The probl em of
i nconsi stent inplenentations may al so be mtigated by providing
further advice on the nore difficult points. However, sonme cases
will remain where legitimate fragments are discarded for legitimate
reasons. The potential problenms these cases pose for applications is
our next topic.

2.2. |Inpact on Applications

Some applications can |live wi thout fragmentation, some cannot. UDP
DNS is one application that has the potential to be inpacted when
fragment dropping occurs. EDNSO extensions [RFC2671] allow for
responses in UDP PDUs that are greater than 512 bytes. Particularly
wi th DNSSEC [ RFC4033], responses may be larger than the Iink MIU and
fragmentation would therefore occur at the sending host in order to
respond using UDP. The current choices open to the operators of DNS
servers in this situation are to defer deploynent of DNSSEC, fragnent
responses, or use TCP if there are cases where the rrset would be
expected to exceed the MIU. The use of fallback to TCP will inpose a
maj or resource and performance hit and increases vulnerability to
deni al of service attacks.

O her applications, such as the Network File System NFS, are al so
known to fragnment |arge UDP packets for datagrans |larger than the
MIU. NFS is nost often restricted to the internal networks of
organi zations. |In general, managi ng NFS connectivity should not be
i npact ed by deci sions manangi ng fragnent drops at network borders or
end- syst ens.
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5. Security Considerations

The potential for denial of service attacks, as well as linmtations

i nherent in upper-layer filtering when dealing with non-initial
fragments are significant issues under consideration by operators and
end-users filtering fragnents. This docunment does not offer
alternative solutions to that problem it does describe the inpact of
those filtering practices.
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