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Abst ract

Thi s use case document provides requirenents for noving Content
Distribution Networks (CDNs) from physical servers to a virtualized
environnment. This new kind of CDN, known as virtualized CDN (vCDN),
all ows for new constructs that sinplify the CDN architecture. The
mai n el ements of the CDN are anal yzed with regards to the degree of
elasticity demanded fromthemin ternms of computation, storage and
net wor k resources.

This use case docunent provides resiliency requirenents for
virtualization of the Content Distribution Network, known as
virtualized CDN (vCDN).

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 27, 2015.
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1 Introduction

Delivery of content, especially of video, is one of the major
chal | enges of all operator networks due to nassive grow ng anount of
traffic.

Gowmh of video traffic is driven by the shift from broadcast nedia
to unicast delivery via IP. This is also conplenmentary to the growh
of today’ s video on denmand traffic.

Addi tional on-demand content services to Internet end-users, have
simlar quality constraints as video, high bandwi dth and | ow | at ency,
and stored as close to users as possible.

A Content Delivery Network (CDN) represents a group of geographically
di spersed servers deployed to facilitate the distribution of

i nformati on generated by content providers in a tinely and efficient
nmanner .

As physical functions, including CDN conponents, are migrated to
virtual platfornms, Virtual Network Functions (VNF), a critical aspect
will be ensuring the VNF is resilient. Maintaining that resilience,
especially, when virtual resources are dynanmically nigrated and
managed wi Il require co-ordination between VNFs.

Thi s docunment di scusses the key network resilience objectives for the
virtualized CDN. It outlines the challenges and risks for the
appropriate resilience requirenents to negate or ensure m ni nal

i mpact of CDN- based services.

1.1 Defining Resilience

In the context of this I-Dresiliency will ensure the ability to
provide and maintain an acceptable |evel of service or function to
the user, in the event of faults and chall enges to nornal

operati on.

1.1.1 Resiliency for statel ess services
In the case of services that do not require maintaining state
information, it is sufficient to nove the VNF offering that service
to a new Virtual Mchine (VM or hardware entity.

1.1.2 Resiliency for stateful services
When a VNF is noved e.g., for failure mtigation, nmaintenance or
wor kl oad consolidation, the offered service and its perfornmance can
be mai ntai ned, which is regarded as "service continuity" by those

entities which are using it.
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2 VvCDN Use Case
2.1 Ternms and definitions

CDN Provi der: The service provider who operates a CDN and offers a
service of content delivery, typically used by a Content Service
Provi der or another CDN Provi der.

Content: Any formof digital data. One inportant form of Content
with additional constraints on distribution and delivery is
continuous nedia (i.e., where there is a tining relationship between
source and sink).

Content Delivery Network (CDN): The network infrastructure in which
the network el ements cooperate at Layers 4 through 7 for nore
effective delivery of Content to Users.

Net wor k Service Provider (NSP): Provides network-based connectivity
and services to Users.

Over-the-top (OTT): A service, e.g., content delivery using a CDN
operated by a different operator than the Qperator to which the users
of that service are attached

Service Continuity: ensure that if a service needs to be relocated to
anot her site due to an anomaly event (e.g. CPU overload, hardware
failure or security threat). The configuration of the VNF (e.g. IP
address) is preserved; thus (ideally) there is no inpact on the end
user or node.

Users: The end user that interacts with a Content service. Such
comruni cation is not restricted to HITP and nmay be via a variety of
protocols. Exanples of Users include: browsers, Set Top Boxes
(STBs), dedicated content applications (e.g., nedia players), etc.

2.2 Content Distribution Network Conponents

A number of functional components exist for deploynent and operation
of Content Distribution Networks (CDN), these include:

0 Content Cache Node to deploy content as close to each user as
possi bl e;

0 Content Controller to route the users request for content to the
cl osest avail able content store or content engine;

0 Content Load Bal ancing to distribute user requests across one or
mul tiple servers

0 Surrogate Servers for mrrored web content servers

o Content Proxies;

Aranda & King Expires April 27, 2015 [ Page 4]



Internet-Draft Virtualization of CDN Use Case Cct ober 1, 2014

o0 Content DNS Servers
0 CGeol P Informati on Servers;
o Content Peering Gateways.

In many CDN depl oynents, CDN nodes are dedi cated physical appliances
or software with specific requirenents on standard but dedicated
hardware. O ten physical appliances and servers for different

pur poses are depl oyed side-by-side. This comes with a nunmber of

di sadvant ages:

0 The capacity of the devices needs to be designed for peak hours
(typically on weekend eveni ngs). During weekdays and busi ness
hours, the dedi cated hardware appliances and CDN servers are mainly
unused.

oIt is not possible to react on unforeseen capacity needs e.g. in
case of a live-event as hardware resources need to be deployed in
advance.

0 The average peak utilization and resilience of CDN nodes for
dedi cat ed purposes or fromdifferent partners is lower as it could
be if the hardware resources woul d be shared between virtua
appl i ances on the sanme infrastructure.

o0 Dedi cated physical devices and servers from several parties drive
the conplexity of the operator network and increase the operationa
expenses.

0 Content delivery is a very volatile narket driven by new content
formats, protocols, device types, content protection requirenments
etc. Dedicated designed hardware hinders the necessary flexibility
to react on these changes.

o Content Delivery may inply sone Val ue Added Services, e.g., for
Security concerns or for optimzing Performances. It nmay be
val uabl e for the Network Operator to rely on Qutsourcing of a
Partner’s solution rather than having to operate its own sol ution.

Therefore, it is inportant for CDNs to offer service continuity to
users during partial failures of key CDN el enents, including: |oad
bal ancers, proxies and surrogate servers.

2.2.1 Cache Node

Qperators to deploy their proprietary cache nodes into the ISP
networ k. CDN cache nodes are dedi cated physical appliances or
software with specific requirenents on standard but dedicated
har dwar e

2.2.2 CDN Controller
A CDN controller objective is to select a cache node (or a pool of
cache nodes) for answering to the end-user request, and then redirect
the end-user to the selected Cache Node.
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The Cache Node shall answer to the end-user request and deliver the
requested content to the end user.

The CDN controller is a centralized conponent, and CDN cache nodes
are distributed within the Network and in nmultiple |ocations.

2.2.3 CDN Load Bal ancer

A CDN Load bal ancer objective is to distribute the demand to
different nodes in the CDN taking into account different criteria

i ncl udi ng geographical proxinmty, network-w se proximty (nunber of
hops, policies set by the operator like ASN, etc.) or

| oad/ performance parameters of the servers in the CDN. Additionally,
the CDN | oad bal ancer al so provides resilience and protection agai nst
contents server failure.

2.2.4 Surrogate Server

The CDN surrogate server interacts with other elenments of the CDN for
the control and distribution of content within it and with User
Agents for the delivery of the content to the users. This behavi our
corresponds with the surrogate in the WA context as defined in

[ RFC3040]. The surrogate server provides resilience and protection
agai nst contents server failure

2.2.5 Content Proxy

The content proxy is a server that acts as an internmediary for
requests fromclients seeking resources fromthe CDN content servers.
The content proxy provides resilience and protection against contents
server failure.

2.2.6 Content Peering Gateway

The content peering gateway is the elenent that interconnects
different CDNs [ RFC7337]. This elenent is a single point of failure.

2.3 vCDN Resiliency Requirenments
[TBD - Pedro & Dan]

2.3.1 Autonmatic scal e-out/scale-in for unpredictable traffic variation
One of the significant benefits of virtualization for CDN Providers
is the elasticity of resource provisioning. This enables the CDN
Providers to nmitigate unpredictable traffic variation. Due to the

unpredictability, the elastic resource nanagenent such as scaling
out/scaling in should be automatically performed by Service Contro
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Entity and Pool Manager, rather than manually perforned by human
oper at or s.

2.3.2 Quality assurance of content delivery
Since the quality of content delivery service is a key performance
i ndi cator of CDN Providers, it is crucial to assure the quality
during the process of scaling as well as after the conpletion of
scaling. In particular, geographical |ocations of added/remaining
Cache Nodes shoul d be taken into account. This is because these
geogr aphi cal |ocations have significant inpacts on the quality of
content delivery.

2.3.3 Mninuminpact on interconnection interfaces
I nt erconnections between CDNs [ RFC7336] have been
recogni zed as a new opportunity of value creation for CDN
Providers. In order for vCDN to foster this opportunity further,
VCDN should minimize its inpact on the interconnection interfaces
between CDNs. In particular, scaling in/scaling out vCDN shoul d
not require any change of the architecture, protocols, and IP
addr esses/ DNS nanes of interconnection points.

2.4 Service Degradation

CDN- based services will require suitable nonitoring of performance
metrics for delivering content. These incl ude:

o Connection tine

o DNS | ookup tinme

o0 Downl oad tine

o First byte response
o Latency

0o Page load tine

0 Response to request tine
0 Throughput

o Error Rate

o Packet Loss

o Uptinme
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In the event of failure or service degradation, the ability to switch
bet ween conparative VNFs will be required

2.5 Applicability of Virtual Network Function Pool (VNFPool)

The use case reveals the potential of VFNPOOL in sinplifying the CDN
architecture. Today’'s cache farnms could be sinplified in the way they
are depl oyed and handl ed. | magi ne you deploy a cache for a certain
contents (e.g. newspaper web site) as a VNF. (This, as such, is a
conpel I i ng use case, because the granularity is nuch finer and you

m ght | ower the mininmumrequirenments for deploying a cache.)

The VFNPOOL protocol would control the way the VNF is depl oyed onto
the VNFPOOL. Then, during its lifetime, it would control how it
scales in or out.

Finally, it would also control the way the VNF is deconm ssi oned
Apart fromscaling in and out, the VNFPOCL protocol would al so check
for integrity and control the way a VNF can junp into another for
resilience reasons.

This second kind of control should include state transfer and
synchroni zation fromthe Iife to the backup VNF in sone cases.

2.6 Coexistence of Virtualized and Non-virtualized Network Functions

Wth a CDN designed as | oosely coupled software conponents a variety
of scenarios of co-existing virtualized and non-virtualized
conponents are possible.

G ven that the CDN Controller is able to control Cache nodes depl oyed
on virtualized and non-virtualized server instances in parallel the
foll owi ng scenarios are possible:

0 More centralized | ocated Cache nodes can run on virtualized (d oud)
resources while Cache Nodes distributed deeper into the network
nmi ght run on physical appliances for operational reasons.

0 Centralized cache cluster mght run on dedicated non-virtualized
server for perfornmance reasons while Cache node instances
distributed within in the network are running on virtualized
resources available in other network devices

o Wthin a mgration scenario fromnon-virtualized to virtualized the
| egacy cache nodes can be kept in production until the end of their
hardware life-cycle is reached (i.e. operation efficiency is stil
sufficient) while new capacity is added to the CDN by depl oyi ng the
sane software on virtualized resources
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3 Security Considerations

4

5
5.1

5.2

Aut

<Security considerations text TBD>

| ANA Consi derati ons

<| ANA consi derations text TBD>
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