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Abstr act

In transport networks, there are requirenents where Ceneralized

Mul ti-Protocol Label Swtching (GWLS) end-to-end recovery schene
needs to enploy restoration Label Switched Path (LSP) while keeping
resources for the working and/or restoration LSPs reserved in the
network after the failure occurs. This docunment reviews how the LSP
association is to be provided using Resource Reservation Protocol -
Traffic Engineering (RSVP-TE) signaling in the context of GWLS end-
to-end recovery when using restoration LSP where failed LSP is not
torn down.

Thi s docunment conplinments existing standards by expl aining the

ni ssing pieces of information during the RSVP-TE signaling procedure
in support of resource sharing-based LSP setup/teardown in
GWLS-controlled circuit networks. No new procedures or nechani sns
are defined by this docunent, and it is strictly informative in

nat ure.

Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a nmaxi mum of six nonths

and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
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material or to cite themother than as "work in progress.

The list of current Internet-Drafts can be accessed at
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1.

I nt roducti on

Generalized Multi-Protocol Label Sw tching (GWLS) [RFC3945] defines
a set of protocols, including Open Shortest Path First - Traffic

Engi neering (OSPF-TE) [ RFC4203] and Resource ReserVation Protocol -
Traffic Engineering (RSVP-TE) [RFC3473]. These protocols can be used
to create Label Switched Paths (LSPs) in a nunber of depl oynent
scenarios with various transport technol ogies. The GWLS protoco

set extends MPLS, which supports only Packet Switch Capable (PSC) and
Layer 2 Switch Capable interfaces (L2SC), to also cater for
interfaces capable of Tine Division Miltiplexing (TDVM, Lanbda
Switching (LSC) and Fiber Switching (FSC). These switching
technol ogi es provide several protection schemes [ RFC4426] [ RFC4427]
(e.g., 141, 1:N and MN. Resource Reservation Protocol - Traffic
Engi neering (RSVP-TE) signaling has been extended to support various
GWPLS recovery schenes [ RFC4872] [ RFC4873], to establish Labe

Switched Paths (LSPs), typically for working LSP and protecting LSP

[ RFC4427] Section 7 specifies various schemes for GWLS recovery.

In GWLS recovery schemes generally considered, restoration LSP is
signal ed after the failure has been detected and notified on the
working LSP. In non-revertive recovery node, working LSP is assuned
to be renoved fromthe network before restoration LSP is signaled
For revertive recovery node, a restoration LSP is signaled while
wor ki ng LSP and/or protecting LSP are not torn down in control plane
due to a failure. In transport networks, as working LSPs are
typically signaled over a nomnal path, service providers would Iike
to keep resources associated with the working LSPs reserved. This is
to nake sure that the service (working LSP) can use the nom nal path
when the failure is repaired to provide determnistic behavior and
guar anteed Service Level Agreenent (SLA). Consequently, revertive
recovery nmode is usually preferred by recovery schenes used in
transport networKks.

The Make- Bef ore-Break (MBB) nechani sms exploiting the Shared-Explicit
(SE) reservation style can be enployed in MPLS networks to avoid
doubl e booki ng of resource during the process of LSP re-optim zation
as specified in [RFC3209]. This nmethod is also used in GWLS-
control |l ed networks [ RFC4872] [ RFC4873] for end-to-end and segnent
recovery of LSPs. This was further generalized to support resource
sharing oriented applications in MPLS networks as well as non-LSP
contexts, as specified in [ RFC6780].

Due to the fact that the features of GWLS-controlled networks
(specifically for TDM LSC and FSC), are not identical to that of the
MPLS networ ks, additional considerations for resource sharing based
LSP association are needed. As defined in [RFC4872] and being
considered in this docunment, "fully dynam ¢ rerouting sw tches nornal
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traffic to an alternate LSP that is not even partially established
only after the working LSP failure occurs. The new alternate route
is selected at the LSP head-end node, it may reuse resources of the
failed LSP at internediate nodes and may i nclude additi onal

i ntermedi ate nodes and/or links". During the signaling procedure for
resource sharing based LSP setup/teardown, the behaviors of the nodes
along the path may be different fromthat in the MPLS networks as
well as the effect it may have on the traffic delivery.

As described in [ RFC6689], ASSOCI ATION Obhject is used to identify the
LSPs for restoration using association type "Recovery" [RFC4872] and
for resource sharing using association type "Resource Sharing"

[ RFC4873] .

Fol | owi ng section describes the problem statenments for the GWLS
restoration and resource sharing based LSP setup and teardown.

2. Probl em Stat enent

Probl em statenents for the GWLS restorati on schenes and resource
shari ng-based LSP setup and teardown are described in this section

2.1. GQWLS Restoration
2.1.1. 1+R Restoration

One exanpl e of the recovery schene considered in this docunent is 1+R
recovery. The 1+R recovery is exenplified in Figure 1. 1In this
exanpl e, working LSP on path A-B-C-Z is pre-established. Typically
after a failure detection and notification on the working LSP, a
second LSP on path A-H1-J-Z is established as a restoration LSP.

Unli ke protection LSP, restoration LSP is signaled per need basis.

S + S + S + S +
| A +----+ B +----- + C +----- + Z |
+o- -+ E - + E - + +o- -+
\ /
\ /

+o - - -+ B + +o - - -+

| H +------- + | S NIy + J

S - + S - + S - +

Figure 1: An Exanpl e of 1+R Recovery Schene
During failure switchover with 1+R recovery schene, in general

wor ki ng LSP resources are not released and worki ng and restoration
LSPs coexist in the network. Nonethel ess, working and restoration
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LSPs can share network resources. Typically when failure is
recovered on the working LSP, restoration LSP is no | onger required
and torn down (e.g., revertive node).

2.1.2. 1+1+R Restoration

Anot her exanple of the recovery schenme considered in this docunent is
1+1+R. In 1+1+R, a restoration LSP is signaled for the working LSP
and/ or the protecting LSP after the failure has been detected and
notified on the working LSP or the protecting LSP. The 1+1+R
recovery is exenplified in Figure 2

+----- + +----- + +----- +
| D +------- + E 4-------- + F |
+--4- -+ +--- - - + +--4- -+

/ \

/ \
+--4--+ +----- + +----- + +--4--+
| A +----+ B +----- + C +----- + Z |
+--4- -+ +--- - - + +--- - - + +--4- -+

\ /

\ /
+--+- -+ +--a + +--+- -+
| H +------- + | Ty + J
+----- + +----- + +----- +

Figure 2: An Exanpl e of 1+1+R Recovery Schemne

In this exanple, working LSP on path A-B-C-Z and protecting LSP on
path A-D-E-F-Z are pre-established. After a failure detection and
notification on a working LSP or protecting LSP, a third LSP on path
A-H1-J-Z is established as a restoration LSP. The restoration LSP
in this case provides protection against a second order failure.
Restoration LSP is torn down when the failure on the working or
protecting LSP is repaired.

[ RFCA872] Section 14 defines PROTECTI ON Obj ect for GWLS recovery
signaling. As defined, the PROTECTION hject is used to identify
primary and secondary LSPs using S bit and protecting and wor ki ng
LSPs using P bit. Furthernore, [RFC4872] defines the usage of
ASSQOCI ATI ON hj ect for associating GWLS wor ki ng and protecting LSPs.

[ RFC6689] Section 2.2 reviews the procedure for providing LSP
associ ations for GWLS end-to-end recovery and covers the schenes
where the failed working LSP and/or protecting LSP are torn down.

Thi s docunment reviews how the LSP association is to be provided for
GWLS end-to-end recovery when using restoration LSP where working
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and protecting LSP resources are kept reserved in the network after
the failure.

2. 2. Resource Sharing-based LSP Setup/ Tear down

S - + S - +
| F +------ + G H-------- +
+- - - -+ H-- - - - + |
| |
I I
S + S + +o- - -+ S + +o- - -+
| A +----+ B +----- + C +--X---+ D +----- + E |
E - + E - + E - + E - + E - +

Figure 3: A Sinmple OIN Network

Using the Optical Transport Network (OIN) topol ogy shown in Figure 3
as an exanple, GWLS-controlled circuit LSP1 (A-B-CD-E) is the
working LSP and it allows for resource sharing when the LSP is
dynanmically rerouted due to link failure. Upon detecting the failure
of a link along the LSP1, e.g. Link CD, node A needs to decide on
which alternate path it will establish an LSP to reroute the traffic
In this case, AAB-CF-GE is chosen as the alternative path for the
LSP and the resources on the path segnent A-B-C are re-used by this
LSP. Since this is an OIN network, which is different fromthe
packet -swi t chi ng network, the | abel has a mapping into the data pl ane
resource used (e.g. wavel ength) and al so the nodes along the path
need to send triggering conmmands to data plane nodes for setting up
cross-connection accordingly during the RSVP-TE signaling process.
In this case, the following issues are |eft un-described in the
exi sting standards for resource sharing based LSP setup/teardown in
GWLS-controll ed circuit networks:

- Reservation style Shared-Explicit (SE) as defined in [ RFC3209] may
not be applicable due to the nature of the GWLS-controlled circuits.

It is not clear how reservation style is to be used by the GWLS
LSPs for resource sharing

- As described in [RFC3209], the purpose of Make-Before-Break (MBB)
is to "not disrupt traffic or adversely inpact network operations
while TE tunnel rerouting is in progress". Due to the nature of the
GWLS-controlled circuit networks, this may not be fulfilled under
certain scenarios. Thus, the name "Make-Before-Break" may no | onger
hol d true

- The existing MBB nethod nmay not be sufficient to support LSP setup
and teardown with resource sharing
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- In [RFC3209], the MBB nethod assunmes the old and new LSPs share the
same tunnel ID (i.e., sharing the same source and destination nodes).
[ RFCA873] does not inpose this constraint but limt the resource
sharing usage in LSP recoveries only. [RFC6780] generalizes the
resource sharing application, based on the ASSOCI ATION hject, to be
useful in MPLS networks as well as in non-LSP association such as
Voice Call-Waiting. Recently, there are also requirenents to
generalize resource sharing of LSPs with different tunnel |Ds, such
as the one nentioned in [PCEP-RSQ and LSPs with LSP-stitching across
multi-domains. In this case, how the signaling process can nake
i nternmedi at e nodes aware of the resource sharing constraint and
behave accordingly is an issue that needs to be described.

- The node behavior during traffic reversion in the GWLS-controlled
circuit network is mssing and should be clarified.

Thi s docunment reviews the signaling procedure for resource

shari ng-based LSP setup and teardown for GWLS-based circuits in OIN
networks. This includes the node behavior description, besides
clarifying some un-di scussed points for this process. Two typica
exanpl es nentioned in this docunent are LSP restoration and LSP re-
optinization, where it is desirable to share resources. This

docunment does not define any RSVP-TE signaling extensions. |f
necessary, discussion is provided to identify potential extensions to
the existing RSVP-TE protocol. It is expected that the extensions,

if there are any, will be addressed in separate docunents.

3. RSVP-TE Signaling For Restoration LSP Association

Where GWLS end-to-end recovery schenme needs to enpl oy restoration
LSP whi |l e keepi ng resources for the working and/or protecting LSPs
reserved in the network after the failure, restoration LSP is
signal ed with ASSOCI ATI ON hj ect that has association type set to
"Recovery" [RFC4872] with the association ID set to the LSP ID of the
LSP it is restoring. For exanple, when a restoration LSP is signal ed
for a working LSP, the ASSOCI ATI ON Object in the restoration LSP
contains the association ID set to the LSP ID of the working LSP
Simlarly, when a restoration LSP is signaled for a protecting LSP,
the ASSOCI ATION Object in the restoration LSP contains the
association ID set to the LSP ID of the protecting LSP

The procedure for signaling the PROTECTI ON Object is specified in

[ RFCA872]. Specifically, restoration LSP being used as a working LSP
is signaled with P bit cleared and being used as a protecting LSP is
signaled with P bit set.
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As discussed in Section 2 of this document, [RFC6689] Section 2.2
reviews the procedure for providing LSP associations for the GWLS
end-to-end recovery schenme using restoration LSP where the failed
wor ki ng LSP and/or protecting LSP are torn down.

4. RSVP-TE Signaling For Resource Sharing During LSP Setup/ Tear down

For LSP restoration upon failure, as explained in Section 11 of

[ RFC4872], the purpose of using MBB is to re-use existing resources.
Thus, the behavior of the internediate nodes during rerouting process
will not further inpact traffic since it has been interrupted due to
the al ready broken working LSP. However, for the follow ng two
cases, the behavior of internedi ate nodes may inpact the traffic
delivery: (1) LSP reversion; (2) LSP re-optim zation.

Anot her di nmension that needs separate attention is howto correlate
the two LSPs sharing resource. For the LSPs with the same Tunnel 1D,
[RFC4A872] and reviewed in this section. For the LSPs with different
Tunnel |1Ds, signaling procedure is clarified in Section 4.2 of this
docunent .

4.1. LSPs with Identical Tunnel ID

For resource sharing anong LSPs with identical Tunnel IDs, SE flag
and ASSOCI ATI ON (bj ect are used together. The SE flag is to enable
resource sharing and the ASSCOCI ATI ON Ohject with association type
"Resource Sharing" [RFC4873] is to identify the associ ated LSPs.

As a first step, in order to allow resource sharing, the original LSP
setup should explicitly carry the SE flag in the SESSI ON ATTRI BUTE
bj ect during the initial LSP setup, irrespective of the purpose of
resource sharing

The basic signaling procedure for alternative LSP setup has been
described by the existing standards. In [RFC3209], it describes the
basic MBB signaling flow for MPLS-TE networks. [RFC4872] adds

addi tional information when using MBB for LSP rerouting.

As nentioned before, for LSP setup/teardown in GWLS-controll ed
circuit networks, the network el enents along the path need to send
cross-connecti on setup/teardown conmands to data pl ane node(s) either
during the PATH nessage forwardi ng phase or the RESV nessage
f orwardi ng phase.

4.1.1. Restoration LSP Setup

For LSP restoration, the conplete signaling flow processes for both
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LSP restorations upon failure and LSP reversion upon link failure
recovery are described in this section

Tabl e 1: Node Behavi or during Restoration LSP Setup

Reusi ng exi sting resource on both input and out put

i nterfaces.

This type of nodes only needs to book the existing
resource when receiving the PATH nessage and no cross-
connection setup conmand i s needed when receiving

the RESV nessage.

Reusi ng exi sting resource only on one of the interfaces,
either input or output interfaces and need to use new
resource on the other interface.

This type of nodes needs to book the resources on the

i nterface where new resource are needed and re-use the
exi sting resource on the other interface when it receives
the PATH nmessage. Upon receiving the RESV nessage, it
needs to send the re-configuration the cross-connection
command to its correspondi ng data pl ane node.

Usi ng new resource on both interfaces.

This type of nodes needs to book the new resource when
recei ving PATH and send the cross-connection setup
command upon receiving RESV.

+ 4+ + + +

+

+ 4+ A+ A

+

+ 4+ + +

For LSP rerouting upon working LSP failure, using the network shown
in Figure 3 as an exanpl e.

Wirking LSP: A-B-CDE
Restoration LSP. A-B-CGF-GE

The restoration LSP may be cal cul ated by the head-end node or a Path
Conput ati on El enent (PCE) [ RFC4655]. Assuming that the
cross-connection configuration conmand is sent by the control plane
nodes during the RESV forwardi ng phrase, the node behavior for
setting up the alternative LSP can be classified into the follow ng
three categories as shown in Table 1.
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+---+ +---+ +---+ +---+ +---+ +---+
| Al | B | C| | F I | G| | E|
+- +- + +- +- + +- +- + +- +- + +- +- + +- +- +

I I I I I I

| PATH I I I I I
Cl +---------- X+ C1 [ [ [ [

I | PATH I I I I

| AREEEEPEEE X+ C2 | | |

I I | PATH I I I

| | ERREEEREEE X+ C3 | |

I I I | PATH I I

| | | ERREEEREES X+ C3 |

I I I I | PATH I

| | | | Hom e X+ C2

I I I I I I

I I I I I I

I I I I |  RESV I

| | | | C3 +X-mmmmmmm-- + Q2

I I I |  RESV I I

| | | C3 +X----o-e-e- + |

I I |  RESV I I I

| | C2 +X--mmmmnnn- + | |

I |  RESV I I I I

| Cl +Xe--nmmmnn- + | | |

|  RESV I I I I
CL +Xe-=--=n-=- + | | | |

Figure 4: Restoration LSP Setup Signaling Procedure

As shown in Figure 4, depending on whether the resource is re-used or
not, the node behaviors differ. This deviates fromnormal LSP setup
since some nodes do not need to re-configure the cross-connection
and t hus should not be viewed as an error. Also, the judgnent

whet her the control plane node needs to send a cross-connection
setup/ nodi fication command to its correspondi ng data pl ane node(s)
relies on the check whether the following two cases holds true: (1)
the PATH nmessage received include a SE reservation style; (2) the
PATH nessage identifies a LSP that sharing the sane tunnel ID as the
LSP to share resource with. For the second point, the processing
rul es and configuration of ASSOCI ATI ON Ohbj ect defined in [ RFC4872]
are foll owed.

4.1.2. LSP Reversion
If the LSP rerouting is revertive, traffic can be reverted to the

working or protecting LSP after its failure is recovered. From
resource sharing perspective reversion can be divided into two types:
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o Make-whil e-break reversion, where resources associated with
wor ki ng or protecting LSP are reconfigured while removing
reservations for restoration LSP

o Make-before-break reversion, where resources associated with
wor ki ng or protecting LSP are reconfigured before renoving
restoration LSP

It is worth nmentioning that in GWLS-controlled circuit OIN networks
both reversion types will result in a short traffic disruption

4.1.2.1. Make-whil e-break Reversion

In this technique, restoration LSP is sinmply requested to be del eted.
Renovi ng reservations for restoration LSP triggers reconfiguration of
resources associated with working or protecting LSP on every node
where resources are shared. Hence, whenever reservation for
restoration LSP is renoved froma node, data plane configuration
changes to reflect reservations of working or protection LSP as
signaling progresses. Eventually, after the whole restoration LSP is
del eted, data plane configuration will fully match working or
protecting LSP reservations on the whole path. Thus reversion is

conpl et e.
+---+ +---+ +---+ +---+ +---+ +---+
| Al | B | C| | F | G| | E|
+- +- + +- +- + +- +- + +- +- + +- +- + +- +- +

I I I I I I

| PATHTEAR | [ [ [ [
DL 4---------- X+ D1 | | | |

| | PATHTEAR | | | |

| oo X+ D2 | | |

| | | PATHTEAR | | |

| | AEREEEREES X+ DB | |

[ [ [ | PATHTEAR | [

| | | ARREEEEEEES X+ D3 |

| | | | PATHTEAR |

I I I + D2

I I I I

|
| dosoenness X
|

Figure 5: Signaling Procedure for LSP Make-whil e-break Reversion

Fi gure 5 shows signaling process of nake-while-break reversion of LSP
Pat hTear nmessage. For alarmfree LSP deletion, the nechanisns
described in Section 6 of [RFC4208] should be foll owed. Resource
sharing between working and restoration LSP takes place on nodes A,

B, Cand E. These are the nodes where reconfiguration of resources
associ ated with working LSP can take pl ace.
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Node behavi or upon renoving reservation for restoration LSP depends

on

how resources are shared with working or protecting LSP

Tabl e 2: Node behavior during LSP nake-whil e-break reversion

_________ o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm— .- =
Cat egory | Node behavi or during LSP make-whil e-break reversion
_________ o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e e mmm = =
D1 + Working and restoration LSP share resources on both
+ incom ng and outgoing interface.
+
+ CP change: Reservation for restoration LSP is renoved
+ DP change: None, as data plane configuration already
+ reflects working LSP reservation.
_________ o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e mmm =
D2 + Working and restoration LSP share resources on one of the
+ interfaces.
+
+ CP change: Reservation for restoration LSP is renoved
+ DP change: Resource on the interface that is not shared
+ between working and restoration LSP is freed.
+ Cross-connection is updated to reflect working LSP
+ reservation.
_________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e ———m =
D3 + Working and restoration LSP do not share resources.
+
+ CP change: Reservation for restoration LSP is renoved.
+ DP change: Resources associated with restoration LSP are
+ freed.
_________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e ———m =

Make-whi | e-break, while being relatively sinple inits logic, has a
few limtations which may be not acceptable in some inplenentations:

Zhang,

o No roll back

Del etion of a LSP is not a revertive process. |If for some
reason reconfiguration of data plane on one of the nodes to

mat ch working or protection LSP reservations fails, fa

i ng back

to restoration LSP is no |l onger an option, as its state night

have al ready been renoved from ot her nodes.
o No conpl etion guarantee

Del etion of a LSP provides no guarantees of conpletion

I'n

particular, if RSVP packets are |ost due to nodal or DCN

failures it is probable for a LSP to be only partially

del et ed.

To mtigate this, RSVP could naintain soft state reservations
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and hence eventual |y renove renuaining reservations due to
refresh timeouts. This approach is not feasible in circuit
net wor ks however, since control and data channels are often
separated and hence soft state reservations are not used.

Finally, one could argue that graceful LSP deletion [ RFC3473]
woul d provi de guarantee of conpletion. Wile this is true for
nmost cases, many inplementations will timeout graceful deletion
if LSP is not renmoved within certain anount of tine, e.g. due to
a transit node fault. After that, deletion procedures that
provide no conpletion guarantees will be attenpted. Hence in
corner cases conpl etion guarantee cannot be provided.

0 No explicit notification of conpletion to ingress node

In sone cases it may be useful for ingress node to know when the
data pl ane has been reconfigured to match working or protection
LSP reservations. This know edge coul d be used for initiating
operations |like enabling alarmnonitoring, power equalization
and others. Unfortunately, for the reasons nentioned above,
make- whi | e- break reversion | acks such explicit notification

4.1.2.2. Make-before-break Reversion

MBB reversion can be used to overcone limtations of make-whil e-break
reversion. It is simlar in spirit to MBB concept used for
restoration. Instead of relying on deletion of restoration LSP, it
chooses to establish a new LSP to reconfigure resources on the
wor ki ng or protection LSP path. Only if setup of this LSP is
successful will other LSPs be deleted. MBB reversion consists of two
parts:

A) Make part:
Creating a new reversion LSP follow ng working or protection
LSP's path - see Figure 6. Reversion LSP is sharing resources
both with working and restoration LSPs. As reversion LSP is
created, resources are reconfigured to match its reservations -
nodes foll ow procedures described in Table 1. Hence after
reversion LSP is created, data plane configuration essentially
reflects working or protecting LSP reservations.

B) Break part:
After 'make’ part is finished, working and restoration LSPs are
torn down. Renoving reservations for working and restoration
LSPs does not cause any resource reconfiguration on reversion
LSP's path - nodes follow sane procedures as for 'break’ part of
any MBB operation. Hence after working and restoration LSPs are
renoved, data plane configuration is exactly the sane as before
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restoration. Thus reversion is conplete.

+---+ +---+ +---+ +---+ +---+
| Al | B | C| | DI | E|
+-+-+ +-+-+ +-+-+ +-+-+ +-+-+

I I I I I

| PATH I I I I
CL +----m-n--- X+ Cl | | |

I | PATH | I I

| oo X+ C2 | |

I I | PATH I I

| | Fommm o m - X+ Cl |

I I I | PATH I

| | | ARREEEEEEEE X+ C2

I I I I I

I I I I I

I I I | RESV |

| | | Cl +X---------- + C2

I I | RESV. | I

| | C2 X - -eene + |

I | RESV | I I

| CL +X---n--mnn- + | |

| RESV. | I I I
Cl +Xe--------- + | | |
Figure 6: ' Make’: Reversion LSP Setup follows Wrking LSP s Path

Fi gure 6 shows signaling process of reversion LSP setup for working
LSP from Section 4.1.1. |In this exanple, resource sharing between
reversion and restoration LSP takes place on nodes A, B, C and E
Resource sharing between working and reversion LSP takes place on
whol e working LPS s path, i.e. A, B, C Dand E. Before reversion
LSP is signal ed, data plane configuration on nodes A, B, C and E
mat ch restoration LSP reservations. On node D data plane
configuration matches working LSP reservations.

As already nentioned, MBB reversion uses make-before-break
characteristics to overcone challenges related to nmake-whil e-break
reversion:

(0]

Rol | back

If ' make’
carry exi

part fails, restoration LSP will still be used to
sting traffic. Same logic applies here as for any MBB

operation failure.

o Conpl etion guarantee
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LSP setup is resilient against RSVP nessage | oss, as PATH and
RESV nessages are refreshed periodically. Hence, given that
network recovers its DCN eventually, setup is guaranteed to
finish with either success or failure.

0 Explicit notification of conpletion to ingress node

I ngress knows that data plane has been reconfigured to match
wor ki ng or protection LSP reservations when it receives RESV for
the reversion LSP

4.1.3. Re-optimnization LSP Setup and Reversion

For LSP re-optim zation where the new LSP and old LSPs share
resource, the signaling flow for new LSP setup and ol d LSP teardown
is simlar to those shown in Figures 4 and 5.

The issue that should be noted is the traffic will be disrupted if
the new path setup process changes the cross-connection configuration
of the nodes along the old LSP. If no traffic interruption is
desirable, it should either ensure that the old and new LSP do not
share the resource other than the source and destinati on nodes or use
other nechanisns. This is out the scope of this docunent.

Similarly, if LSP re-optinization fails and there is a need for LSP
reversion, the traffic may be disrupted when resources are shared and
cross-connections need to be reconfigured and reverted.

4.2. LSPs with Different Tunnel |Ds

For two LSPs with different Tunnel |Ds, the ASSOCI ATION hject is
used to specify that they are sharing resource (by setting
ASSQCI ATI ON type as "Resource Sharing"” (value 2) as well as to
identify these correlated LSPs. There are two types:

(1) Sharing the common nodes, such as segment recovery, the source
and destination nodes of the segment recovery LSP is the
i nt ermedi at e nodes al ong the wor ki ng LSPs;

(2) Resource sharing is used in a generalized context (such as
multi-layer or nulti-donmain networks); it may result in either
sharing source nodes in comon, or destination nodes in comobn, or
non end-points in conmmon, if viewed from one domain’s perspective.

The path conputation can either be performed by the source node or
edge nodes for the path/path segnent or carried out by the PCE, such
as the one explained in [PCEP-RSO. This docunent does not inpose
any constraint with regard to path conputation.
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[ RFCA873] considers resource sharing for LSP segnent recovery. The
ASSQOCI ATI ON hj ect usage is limted. [RFC6780] extends the usage of
ASSQCI ATI ON hj ect to cover generalized resource sharing
applications. The extended ASSCOCI ATION Object is primarily defined
for MPLS-TP, but it can be applied in a wider scope [RFC6780]. It
can be used in the second types nentioned above. The configuration
and processing rules of extended ASSOCI ATI ON Obj ect defined in

[ RFC6780] should be followed. The only issue that need pay attention
to is that uniqueness of LSP association for the second type should
be guaranteed when crossing the layer or domain boundary. The
mechani snms for how to ensure this are outside the scope of this
docunent .

O her than this, the signaling flow for this type of resource sharing
is simlar to the description provided in Section 4.1.1. Simlar to
what is discussed in previous sections, the traffic delivery may be
interrupted. Depending on whether the short traffic interruption is
acceptabl e or not, additional nechanisns may be needed and are

out side the scope of this docunent.

5. Security Considerations
Thi s docunent reviews procedures defined in [ RFC4872] and [ RFC6689]
and does not define any new procedure. This docunent does not incur
any new security issues other than those already covered in [ RFC3209]
[ RFC4872] [ RFC4873] and [ RFC6780] .

6. | ANA Consi derations
This informational docunent does not nake any requests for | ANA
action.
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