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Abst r act

Paral |l el NFS (pNFS) extends Network File Systemversion 4 (NFSv4) to
allowclients to directly access file data on the storage used by the
NFSv4 server. This ability to bypass the server for data access can
i ncrease both perfornmance and parallelism but requires additiona
client functionality for data access, sone of which is dependent on
the class of storage used, i.e., the Layout Type. The nmain pNFS
operations and data types in NFSv4 M nor version 1 specify a |ayout-
type-i ndependent | ayer; |ayout-type-specific information is conveyed
usi ng opaque data structures whose internal structure is further
defined by the particular |ayout type specification. This docunent
specifies the NFSv4.1 Flexible Files pNFS Layout as a conpanion to
the main NFSv4 M nor version 1 specification for use of pNFS with
Data Servers over NFSv4 or higher ninor versions using flexible, per-
file striping topol ogy.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
This Internet-Draft will expire on October 19, 2014.

Copyright Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Hal evy & Haynes Expi res Cctober 19, 2014 [ Page 1]



Internet-Draft

Thi s docunent

Provisions Relating to | ETF Documents

(http://trustee.ietf.org/license-info)
publication of this docunent.
careful ly,
to this docunent.

Fl ex Files Layout

April 2014

is subject to BCP 78 and the | ETF Trust’s Lega

in effect on the date of

Pl ease revi ew these docunents

as they describe your rights and restrictions with respect
Code Conponents extracted fromthis docunent nust

include Sinplified BSD Li cense text as described in Section 4.e of

the Trust Legal

described in the Sinplified BSD License.

Tabl e of Contents

1.

2

8.

9.

SURUENEN

(o]

10.
11.
12.
13.
14. .
Appendi x A, Acknow edgnent s

Hal evy & Haynes

WO oINS =

I nt roducti on

.1. Requirenents Language

Met hod of Operation .

.1. Security nodels . .

.2. State and Locking Nbdels

XDR Description of the Flexible Flles Layout Protoco
.1. Code Conponents Licensing Notice G

Devi ce Addressing and Di scovery .

.1. pnfs_ff_device_addr
.2. Data Server Miltipathing

Fl exi bl e Fil es Layout

Recoverrng fron1CI|ent I/O Errors
Fl exi bl e Files Layout Return

.1. pflr_errno

.2. pnfs_ff_ioerr

.3. pnfs_ff_iostats

.4. pnfs_ff Iayoutreturn

Flexible Files Creation Layout Hrnt

.1. pnfs_ff _|ayouthint

Recal | i ng Layouts

.1. CB_RECALL_ANY .

dient Fencing .

Security Cbn5|derat|ons . .
Striping Topol ogi es Extensrbrlrty .
| ANA Consi derations .

Nor mati ve References

Expi res Cctober 19,

pnfs_ff_layout . . .
Striping Topologies . . .
2.1. PFSP_SPARSE_STRI PI NG
2.2. PFSP_DENSE_STRI PI NG .
2.3. PFSP_RAID 4 .
2.4. PFSP_RAID S .
2.5. PFSP_RAID PQ . . .
2.6. RAID Usage and Inplenentatlon hbtes
Mrroring . e

2014

Provi sions and are provided wi thout warranty as

QOONNOUR_ADWWW



Internet-Draft Fl ex Files Layout April 2014
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Aut hors’ Addresses . . . . . . . . . . . . . . . . . . .. .. . 28
1. Introduction

In pNFS, the file server returns typed | ayout structures that
describe where file data is located. There are different |ayouts for
different storage systems and net hods of arranging data on storage
devices. This docunent defines the |layout used with fil e-based data
servers that are accessed using the Network File System (NFS)
Protocol : NFSv3 [ RFC1813], NFSv4 [ RFC3530], and NFSv4.1 [ RFC5661].

In contrast to the LAYOUT4_NFSVA_1 FILES | ayout type [RFC5661] that
al so uses NFSv4.1 to access the data server, the Flexible Files

| ayout defines a nodel of device netadata and striping patterns that
is inspired by the object |ayout [ RFC5664] that provide flexible,
per-file striping patterns and sinple device information suitable
aggregating standal one NFS servers into a centrally nmanaged pNFS
cluster.

To provide a global state nodel equivalent to that of the files

| ayout a back-end control protocol may be inplenented between the
nmet adata server (MDS) and NFSv4.1 data servers (DSs). It is out of
scope for this docunent to specify the wire protocol of such a
protocol, yet the requirenents for the protocol are specified in

[ RFC5661] and clarified in [ pNFSLayouts].

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Method of Qperation

Thi s section describes the semantics and format of flexible file-
based layouts for pNFS. Flexible file-based |layouts use the
LAYOUT4_FLEX FILES | ayout type. The LAYOUT4_FLEX FI LES type defi nes
striping data across nmultiple NFS Data Servers.

For the purpose of this discussion, we will distinguish between user
files served by the nmetadata server, to be referred to as User Files;
vs. user files served by Data Servers, to be referred to as Conponent
bj ect s.

Conponent Ohj ects are addressable by their NFS fil ehandl e. Each

Conponent Object may store a whole User File or parts of it, in case
the User File is striped across nultiple Conponent hjects. The
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striping pattern is provided by pfl_striping pattern as defined
bel ow.

Data Servers nmay be accessed using different versions of the NFS
protocol. It is required that the server MJST use Data Servers of
the same NFS version and minor version for striping data within each
I ayout. The NFS version and ninor version define the respective
security, state, and | ocking nodels to be used, as described bel ow.

2.1. Security nodels

Wth NFSv3 Data Servers, the Metadata Server uses synthetic uids and
gids for the Conponent Objects, where the uid owner of the Conponent
bjects is allowed read/wite access and the gid owner is allowed
read only access. As part of the layout, the client is provided with
the rpc credentials to be used (XREF pfcf_auth) to access the bject.
Fencing off clients is achieved by using SETATTR by the server to
change the uid and/or gid owners of the Conponent Cbjects to
implicitly revoke the outstanding rpc credentials. Note: it is
recomended to inplenent common access control methods at the Data
Server filesystemexports level to allow only the Metadata Server
root (super user) access to the Data Server, and to set the owner of
all directories holding Conponent (bjects to the root user. This
security nethod, when using weak auth flavors such as AUTH SYS,
provides a practical nodel to enforce access control and fence off
cooperative clients, but it can not protect against malicious
clients; hence it provides a level of security equivalent to NFSv3.

Wth NFSv4.x Data Servers, the Metadata Server sets the user and
group owners, node bits, and ACL of the Conponent Objects to be the
sane as the User File. And the client nust authenticate with the
Data Server and go through the same authorization process it would go
through via the Metadata Server

2.2. State and Locki ng Model s

User File OPEN, LOCK, and DELEGATI ON operations are al ways executed
only agai nst the Metadata Server.

Wth NFSv4 Data Servers, the Metadata Server, in response to the
state changi ng operation, executes them agai nst the respective
Conponent Objects on the Data Server(s). It then sends the Data
Server open stateid as part of the layout (see the pfcf_stateid in
Section 5.1) and it is then used by the client for executing READ
WRI TE operations agai nst the Data Server.
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St andal one NFSv4.1 Data Servers that do not return the
EXCHG D4_FLAG USE PNFS DS flag to EXCHANGE | D are used the same way
as NFSv4 Data Servers.

NFSv4.1 Clustered Data Servers that do identify thenselves with the
EXCHG D4_FLAG USE PNFS DS flag to EXCHANGE | D use a back-end contro
protocol as described in [ RFC5661] to inplement a global stateid
nodel as defined there.

3. XDR Description of the Flexible Files Layout Protoco

Thi s docunent contains the external data representation (XDR)

[ RFCA506] description of the NFSv4.1 flexible files |ayout protocol
The XDR description is enbedded in this document in a way that nakes
it sinple for the reader to extract into a ready-to-conpile form
The reader can feed this docunent into the followi ng shell script to
produce the nmachi ne readabl e XDR description of the NFSv4.1 objects
| ayout protocol

#!/ bi n/ sh
grep "N *[/]" $* | sed 's?M *[[] ??° | sed 's?" *[]]$??

That is, if the above script is stored in a file called "extract.sh"
and this docunent is in a file called "spec.txt", then the reader can
do:

sh extract.sh < spec.txt > pnfs_flex files_prot.x

The effect of the script is to renove | eading white space from each
line, plus a sentinel sequence of "///".

The enbedded XDR file header follows. Subsequent XDR descriptions,
with the sentinel sequence are enbedded throughout the documnent.

Note that the XDR code contained in this docunent depends on types
fromthe NFSv4.1 nfs4_prot.x file [RFC5662]. This includes both nfs
types that end with a 4, such as offset4, length4, etc., as well as
nmore generic types such as uint32_t and uint64_t.

3.1. Code Conponents Licensing Notice
Both the XDR description and the scripts used for extracting the XDR
description are Code Conmponents as described in Section 4 of "Lega
Provisions Relating to | ETF Documents" [LEGAL]. These Code
Conponents are |icensed according to the terns of that docunent.

1=
/1l * Copyright (c) 2012 | ETF Trust and the persons identified
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/1l * as authors of the code. Al rights reserved.

1=

/1l * Redistribution and use in source and binary fornms, wth
/1] * or without nodification, are permtted provided that the
/1l * following conditions are net:

1 *

/11 * o Redistributions of source code nust retain the above
1 copyright notice, this list of conditions and the
rr* foll owi ng discl ai ner.

1 *

/1l * o Redistributions in binary form nust reproduce the above
rrr = copyright notice, this list of conditions and the

1 * foll owi ng disclaimer in the docunentation and/or other
1 materials provided with the distribution

1=

/1l * o Neither the nane of Internet Society, |ETF or |ETF
1= Trust, nor the names of specific contributors, may be
rrr = used to endorse or pronote products derived fromthis
1 * sof tware without specific prior witten pernission
1=

1= THI' S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS

1 * AND CONTRI BUTORS "AS |'S" AND ANY EXPRESS OR | MPLI ED
1 * WARRANTI ES, | NCLUDI NG BUT NOT LIMTED TO, THE

rrr = | MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS
= FOR A PARTI CULAR PURPCSE ARE DI SCLAI MED. I N NO

1= EVENT SHALL THE COPYRI GHT OMER OR CONTRI BUTORS BE
1= LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL, SPECI AL,
1 * EXEMPLARY, OR CONSEQUENTI AL DAMAGES (| NCLUDI NG, BUT
1 * NOT LI M TED TO, PROCUREMENT OF SUBSTI TUTE GOODS OR
Hr* SERVI CES; LCSS OF USE, DATA, OR PROFITS; OR BUSI NESS
= | NTERRUPTI ON) HOWEVER CAUSED AND ON ANY THEORY OF
1= LI ABI LI TY, WHETHER | N CONTRACT, STRICT LIABILITY
1= OR TORT (I NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SI NG
1 * IN ANY WAY QUT OF THE USE OF THI S SOFTWARE, EVEN | F
1 * ADVI SED OF THE PCSSI BI LI TY OF SUCH DAMAGE

1 *

/1l * This code was derived fromdraft-bhal evy-nfsv4-flex-files-01

[[RFC Editor: please insert RFC number if needed]]
/1l * Please reproduce this note if possible.

1 *

111

1l

11 * pnfs_flex_files_prot.x
Il *

111

e

/1l * The followi ng include statenents are for exanple only.
/1l * The actual XDR definition files are generated separately
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4.

1.

/1l * and independently and are likely to have a different nane.
1 *

{11 9%tinclude <nfs4_prot. x>

/1] 9%ti ncl ude <rpc_prot. x>

1

Devi ce Addressing and Di scovery

Data operations to a data server require the client to know the
network address of the data server. The GETDEVI CEI NFO NFSv4. 1
operation is used by the client to retrieve that information.
pnfs_ff _devi ce_addr
The pnfs_ff_device_addr data structure is returned by the server as
t he storage-protocol -specific opaque field da_addr_body in the
device_addr4 structure by a successful GETDEVI CEI NFO operation

[ RFC5661] .

[l struct pnfs_ff_device_addr {

Iy multipath_list4 pf da_net addr s

/11 uint32_t pf da_versi on

/11 uint32_t pf da_m norversion

111 pat hnane4 pf da_pat h;

1y

111

The pfda netaddrs field is used to locate the data server. |t MJST

be set by the server to a list holding one or nore of the device
net wor k addr esses.

The pfda_version and pfda_m norversion represent the NFS protocol to
be used to access the data server. This |ayout specification defines

the semantics for pfda_versions 3 and 4. |If pfda_ version equals 3
then server MJST set pfda_minorversion to O and the client MJST
access the data server using the NFSv3 protocol [RFC1813]. |If

pfda_version equals 4 then the server MJST set pfda_minorversion to
either 0 or 1 and the client MJST access the data server using NFSv4
[ RFC3530] or NFSv4.1 [RFC5661], respectively.

The pfda_path MAY be set by the server to an exported path on the
data server for device identification. |f provided, the path MJST
exi st and be accessible to the client. |If the path does not exist,
the client MJST ignore this device information and any | ayouts
referring to the respective deviceid until valid device information
is acquired
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4.2. Data Server Miltipathing

The flexible file layout supports nultipathing to nultiple data
server addresses. Data-server-level multipathing is used for

bandwi dth scaling via trunking and for higher availability of use in
the case of a data-server failure. Miltipathing allows the client to
switch to another data server address which may be that of another
data server that is exporting the same data stripe unit, wthout
having to contact the netadata server for a new | ayout.

To support data server multipathing, pfda_netaddrs contains an array
of one nore data server network addresses. This array (data type
mul ti path_list4) represents a list of data servers (each identified
by a network address), with the possibility that sone data servers
will appear in the list nultiple tines.

The client is free to use any of the network addresses as a

destination to send data server requests. |If sone network addresses
are less optimal paths to the data than others, then the MDS SHOULD
NOT i nclude those network addresses in pfda_netaddrs. |If less

opti mal network addresses exist to provide failover, the RECOVMMENDED
met hod to offer the addresses is to provide themin a repl acenent

devi ce- 1 D-to-devi ce- address mapping, or a replacenent device ID

Wien a client finds no response fromthe data server using al
addresses available in pfda_netaddrs, it SHOULD send a GETDEVI CEl NFO
to attenpt to replace the existing device-IDto-device-address
mappings. |If the MDS detects that all network paths represented by
pfda_netaddrs are unavail able, the MDS SHOULD send a

CB NOTIFY DEVICEID (if the client has indicated it wants device ID
notifications for changed device IDs) to change the device-IDto-
devi ce- address mappings to the avail abl e addresses. |If the device ID
itself will be replaced, the MDS SHOULD recall all |ayouts with the
device ID, and thus force the client to get new | ayouts and device ID
mappi ngs via LAYOUTGET and GETDEVI CElI NFO.

Generally, if two network addresses appear in pfda_netaddrs, they
will designate the sane data server. Wen the data server is
accessed over NFSv4.1 or higher mnor version the two data server
addresses will support the inplenentation of client 1D or session
trunking (the latter is RECOWENDED) as defined in [RFC5661]. The
two data server addresses will share the same server owner or nmjor

I D of the server owner. |t is not always necessary for the two data
server addresses to designate the same server with trunking being
used. For exanple, the data could be read-only, and the data consi st
of exact replicas.
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5.

5.

1.

Fl exi bl e Fil es Layout

The layout4 type is defined in [ RFC5662] as foll ows:

/1] enum | ayouttyped {

111 LAYOUT4 NFSV4_1 FILES = 1,
/11 LAYOUT4_OSD2_OBJECTS = 2,
111 LAYOUT4_BLOCK_VOLUME = 3,
111 LAYOUT4_FLEX_FI LES =4

[[RFC Editor: please nodify the LAYOUT4_FLEX FI LES
to be the |layouttype assigned by | ANA]]

1y

11

/1] struct |ayout_content4 {

Iy | ayoutt ype4 | oc_type;
/11 opaque | oc_body<>
1y

111

/1] struct layoutd {

Iy of fset4 | o_offset;
Iy | engt h4 | o_l engt h;
/11 | ayout i onode4 | o_i onode;
/11 | ayout _content4 | o_content;
1y

April 2014

Thi s docunment defines structure associated with the |ayouttype4 val ue
LAYOUT4_FLEX FILES. [RFC5661] specifies the I oc_body structure as an
XDR type "opaque". The opaque layout is uninterpreted by the generic
pPNFS client |ayers, but obviously nust be interpreted by the flexible
files layout driver. This section defines the structure of this

opaque val ue, pnfs_ff_| ayout 4.

pnfs_ff_|ayout

Hal evy & Haynes Expi res Cctober 19, 2014
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/1l enum pnfs_ff_striping_pattern {

111 PFSP_SPARSE_STRI PING = 1,

111 PFSP_DENSE_STRI PING = 2,

111 PFSP_RAI D 4 = 4,

1 PFSP_RAI D 5 = b5,

111 PFSP_RAI D_PQ =6

1y

111

/1l enum pnfs_ff_conp_type {

111 PNFS_FF_COWP_M SSI NG = 0,

1 PNFS_FF_COW_PACKED = 1,

111 PNFS_FF_COWP_FULL =2

1y

111

{1l struct pnfs_ff_conp_full {

/11 devi cei d4 pf cf _devi cei d;
/11 nfs fh4a pf cf _fhandl e;
111 statei d4 pfcf _stateid;
11 opaque_aut h pf cf _aut h;
Iy uint32_t pfcf_metric;
1y

111

/1] union pnfs ff conp switch (pnfs_ff conp_type pfc_type) {
111 case PNFS _FF_COWP_M SSI NG

11 voi d;

111

111 case PNFS_FF_COWP_PACKED:

/11 devi cei d4 pf cp_devi cei d;
1

111 case PNFS_FF_COWP_FULL:

11 pnfs_ff_conmp_full pfcp_full;
1y

111

/1] struct pnfs ff layout {

/11 pnfs ff striping pattern pfl _striping_pattern;
111 uint32_t pfl _num conps;
11 ui nt 32_t pfl _nmirror_cnt;
111 | engt h4 pfl _stripe_unit;
Iy nfs fh4 pfl _gl obal _fh;
/11 uint32_t pfl _conps_i ndex;
/11 pnfs_ff _conp pfl _conmps<>;
1y

11

The pnfs_ff_layout structure specifies a |layout over a set of
Conponent Objects. The layout paraneterizes the algorithmthat maps
the file's contents within the returned byte range, as represented by
lo_offset and lo_|ength, over the Conponent (bjects.

Hal evy & Haynes Expi res Cctober 19, 2014 [ Page 10]
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It is possible that the file is concatenated from nore than one

| ayout segnent. Each |layout segnment MAY represent different striping
paraneters, applying respectively only to the |ayout segnment byte
range.

This section provides a brief introduction to the |ayout paraneters.
See Section 5.2 for a nore detail ed description of the different
striping schemes and the respective interpretation of the |ayout
paraneters for each striping schene.

In addition to mapping data using sinple striping schemes where |o0ss
of a single conponent object results in data | oss, the |ayout
paranmeters support mirroring and nore advanced redundancy schenes
that protect against |oss of conponent objects. pfl_striping pattern
represents the algorithmto be used for mapping byte offsets in the
file address space to correspondi ng conponent objects in the returned
| ayout and byte offsets in the conponent’s address space.

pfl _striping_pattern also represents nethods for storing and
retrieving redundant data that can be used to recover fromfailure or
| oss of conponent objects.

pfl _numconps is the total nunber of conponent objects the file is
striped over within the returned byte range, not counting mrrored
components (See pfl _mirror_cnt below). Note that the server MAY grow
the file by adding nore components to the stripe while clients hold
valid layouts until the file has reached its final stripe w dth.

pfl _mrror_cnt represents the nunber of mirrors each conponent in the
stripe has. |If there is no mrroring then pfmmrror_cnt MJST be O.
O herwi se, the nunber of entries listed in pfl_conps MJST be a

mul tiple of (pfl_mirror_cnt + 1).

pfl _stripe_unit is the nunber of bytes placed on one conmponent before
advancing to the next one in the list of conponents. Wen the file
is striped over a single conponent object (pfl_numconps equals to
1), the stripe unit has no use and the server SHOULD set it to the
server default value or to zero; otherw se, pfl_stripe_unit MJST NOT
be set to zero

The pfl _conps field represents an array of conponent objects. The
data placenent algorithmthat naps file data onto conponent objects
assunes that each conponent object occurs exactly once in the array
of conponents. Therefore, conponent objects MJST appear in the

pfl _conps array only once. The components array may represent al
objects conmprising the file, in which case pfl_conps_index is set to
zero and the nunber of entries in the pfl _conps array is equal to
pfl _numconps * (pfl _mrror_cnt + 1). The server MAY return fewer
components than pfl_num conps, provided that the returned byte range

Hal evy & Haynes Expi res Cctober 19, 2014 [ Page 11]
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represented by lo_offset and | o_count maps in whole into the set of
returned conponent objects. In this case, pfl_conps_index represents
the | ogical position of the returned conponents array, pfl_conps,
within the full array of conponents that conprise the file.

pfl _conps_index MJUST be a multiple of (pfl _mrror_cnt + 1).

Each conmponent object in the pfl _conps array is described by the
pnfs_ff_conp type

When a conponent object is unavailable pfc_type is set to

PNFS FF_COWVP_M SSI NG and no other information for this conponent is
returned. Wen a data redundancy schene is being used, as
represented by pfl_striping_pattern, the client MAY use a respective
data recovery algorithmto reconstruct data that is logically stored
on the m ssing conponent using user data and redundant data stored on
the avail abl e conponents in the containing stripe.

The server MJST set the sanme pfc_type for all avail abl e conponents to
ei ther PNFS_FF_COWP_PACKED or PNFS_FF_COWP_FULL.

When NFSv4.1 Clustered Data Servers are used, the netadata server

i npl ements the gl obal state nbdel where all data servers share the
sane stateid and filehandle for the file. |In such case, the client
MUST use the open, delegation, or lock stateid returned by the

nmet adata server for the file for accessing the Data Servers for READ
and WRITE; the global filehandle to be used by the client is provided
by pfl_global _fh. |If the metadata server filehandle for the file is
bei ng used by all data servers then pfl _global _fh MAY be set to an
enpty filehandl e.

pfcp_deviceid or pfcf_deviceid provide the deviceid of the data
server hol di ng the Conponent bject.

When standal one data servers are used, either over NFSv4 or NFSv4.1
pfl _global fh SHOULD be set to an enpty filehandle and it MJST be

i gnored by the client and pfcf_fhandl e provides the filehandle of the
Data Server file holding the Conponent Cbject, and pfcf_stateid
provides the stateid to be used by the client to access the file.

For NFSv3 Data Servers, pfcf_auth provides the RPC credentials to be
used by the client to access the Conponent (Objects. For NFSv4.x Data
Servers, the server SHOULD use the AUTH NONE flavor and a zero length
opaque body to minimze the returned structure length. The client
MUST ignore pfxf_auth in this case

When pfl _mrror_cnt is not zero pfcf_netric indicates the distance to

the client the distance of the respective conponent object, otherw se
the server MUST set pfcf _netric to zero. Wen reading data, the
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client the client is advised to read from conponents with the | owest
pfcf_metric. When there are several components with the sane
pfcf_metric client inplenentations may inplenment a | oad distribution
algorithmto evenly distribute the read | oad across several devices
and by so provide |arger bandw dth.

5.2. Striping Topol ogies
This section describes the different data nmappi ng schenes in detail

pnfs ff striping pattern determ nes the algorithmand pl acenent of
redundant data. This section defines the different redundancy
algorithms. Note: The term "RAID' (Redundant Array of | ndependent

Di sks) is used in this docunment to represent an array of Conmponent

bj ects that store data for an individual User File. The objects are
stored on independent Data Servers. User File data is encoded and
striped across the array of Conponent Objects using algorithns

devel oped for bl ock-based RAID systens.

5.2.1. PFSP_SPARSE_STRI PI NG

The mapping fromthe logical offset within a file (L) to the
Conponent Object C and object-specific offset Ois direct and
straight forward as defined by the followi ng equations:

L: logical offset into the file

W stripe width
W= pfl_num conps

S: nunber of bytes in a stripe
S =W* pfl_stripe_unit

N: stripe nunber
N=L/ S

C. component index corresponding to L
C=(L%S) / pfl_stripe_unit

O The conponent offset corresponding to L
O=1L

Note that this conputation does not accommodat e the sanme object
appearing in the pfl_conps array nmultiple times. Therefore the
server may not return |ayouts with the same object appearing nultiple
times. |If needed the server can return nultiple |layout segnents each
covering a single instance of the object.
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PFSP_SPARSE_STRI PI NG neans there is no parity data, so all bytes in
the conponent objects are data bytes |ocated by the above equations
for Cand O If a conponent object is marked as

PNFS FF COVMP_M SSI NG the pNFS client MJUST either return an I/O error
if this conponent is attenpted to be read or, alternatively, it can
retry the READ agai nst the pNFS server

5.2.2. PFSP_DENSE_STRI Pl NG

The mapping fromthe logical offset within a file (L) to the
conmponent object C and object-specific offset Ois defined by the
foll owi ng equati ons:

L: logical offset into the file

W stripe width
W= pfl_num conps

S: nunber of bytes in a stripe
S =W* pfl_stripe_unit

N: stripe nunber
N=L/ S

C. component index corresponding to L
C=(L%S) / pfl_stripe_unit

O The conponent offset corresponding to L
O=(N* pfl _stripe_ unit) + (L %pfl_stripe_unit)

Note that this conputation does not accommodat e the sanme object
appearing in the pfl _conps array nmultiple tinmes. Therefore the
server may not return |ayouts with the same object appearing nultiple
times. |If needed the server can return nultiple |ayout segnents each
covering a single instance of the object.

PFSP_DENSE_STRI PI NG nmeans there is no parity data, so all bytes in
the conponent objects are data bytes | ocated by the above equations
for Cand O If a conponent object is marked as

PNFS FF COVMP_M SSI NG the pNFS client MJUST either return an I/O error
if this conponent is attenpted to be read or, alternatively, it can
retry the READ agai nst the pNFS server

Note that the | ayout depends on the file size, which the client

|l earns fromthe generic return paraneters of LAYOUTGET, by doing
GETATTR commands to the Metadata Server. The client uses the file
size to decide if it should fill holes with zeros or return a short
read. Striping patterns can cause cases where Conponent Cbjects are
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5.

5.

shorter than other conponents because a hol e happens to correspond to
the | ast part of the Conponent Object.

.3. PFSP_RAID 4

PFSP_RAID 4 neans that the | ast conponent object in the stripe
contains parity information conputed over the rest of the stripe with
an XOR operation. |If a Conponent Cbject is unavailable, the client
can read the rest of the stripe units in the danmaged stripe and
reconpute the mssing stripe unit by XORing the other stripe units in
the stripe. O the client can replay the READ agai nst the pNFS
server that will presunably performthe reconstructed read on the
client’s behal f.

When parity is present in the file, then the nunber of parity devices
is taken into account in the above equations when cal culating (D),
the nunber of data devices in a stripe, as follows:

P: nunber of parity devices in each stripe
P=1

D: nunber of data devices in a stripe
D=W- P

|: parity device index
I =D

2.4. PFSP_RAID 5

PNFS_OBJ_RAID 5 neans that the position of the parity data is rotated
on each stripe. In the first stripe, the last conmponent holds the
parity. In the second stripe, the next-to-last conmponent holds the
parity, and so on. In this schene, all stripe units are rotated so
that 1/Ois evenly spread across objects as the file is read
sequentially. The rotated parity layout is illustrated here, with
hexadeci mal nunbers indicating the stripe unit.

012P
45 P 3
8 P67
P9ab

Note that the math for RAID 5 is similar to RAID 4 only that the
device indices for each stripe are rotated backwards. So start with
the equations above for RAID 4, then conpute the rotation as

descri bed bel ow
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P: nunber of parity devices in each stripe
P=1

PC. Parity Cycle
PC = W

R The parity rotation index
(N is as conputed in above equations for RAID 4)
R=N %PC

|: parity device index
| = (W+ W- (R+1) *P) %W

Cr: The rotated device index
(Cis as conmputed in the above equations for RAID 4)
C=(W+C- (R*P) %W

Note: Wis added above to avoid negative nunbers nodul o nmat h.
5.2.5. PFSP_RAID PQ

PFSP_RAID PQ is a double-parity schene that uses the Reed-Sol onon P+Q
encodi ng schene [ErrorCorrectingCodes]. 1In this layout, the last two
component objects hold the P and Q data, respectively. P is parity
computed with XOR. The Q conmputation is described in detail in

[Mat hOF RAID-6]. The sane pol ynom al "x"8+x"4+x"3+x"2+1" and Gal oi s
field size of 228 are used here. dients may sinply choose to read
data through the netadata server if two or nore conponents are

m ssing or danmaged.

The equations given above for enbedded parity can be used to nap a
file offset to the correct conponent object by setting the nunber of
parity conponents (P) to 2 instead of 1 for RAID-5 and conputing the
Parity Cycle length as the Lowest Common Miltiple of pfl_num conps
and P, divided by P, as described below. Note: This al gorithmcan be
used al so for RAID-5 where P=1.

P: nunber of parity devices
P=2

PC. Parity cycle:
PC=LCMW P) / P

Q The device index holding the Q conmponent

(I is as conmputed in the above equations for RAID-5)
Qev = (I +1) %W
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5.2.6. RAID Usage and I nplenmentation Notes

RAID | ayouts with redundant data in their stripes require additiona
serialization of updates to ensure correct operation. Qherw se, if
two clients sinultaneously wite to the sane |ogical range of an
object, the result could include different data in the sane ranges of
mrrored tuples, or corrupt parity information. It is the
responsibility of the metadata server to enforce serialization

requi renents such as this. For exanple, the netadata server may do
so by not granting overlapping wite layouts within mrrored objects.

Many al ternative encodi ng schenes exist for P >= 2

[ ErasureCodi ngLi braries]. These involve P or Q equations different
than those used in PFSP_RAID PQ Thus, if one of these schenes is to
be used in the future, a distinct value nust be added to

pnfs ff striping pattern for it. Wile Reed-Sol onbn codes are well
under stood, recently di scovered schenes such as Liberation codes are
nore conputationally efficient for small group_w dths, and Cauchy
Reed- Sol onon codes are nore conputationally efficient for higher

val ues of P.

5.3. Mrroring

The pfl _mrror_cnt is used to replicate a file by replicating its
Conmponent Cbjects. |If there is no mirroring, then pfs_mrror_cnt
MUST be 0. If pfl_mrror_cnt is greater than zero, then the size of
the pfl _conps array MIUST be a multiple of (pfl_mrror_cnt + 1).
Thus, for a classic mirror on two objects, pfl _mrror_cnt is one.
Note that mirroring can be defined over any striping pattern

Replicas are adjacent in the ol o_conponents array, and the value C
produced by the above equations is not a direct index into the

pfl _conps array. Instead, the foll owi ng equati ons determ ne the
replica conponent index RC, where i ranges fromO to pfl _nmirror_cnt.
FW = size of pfl_conps array / (pfl_mrror_cnt+1)

C = conponent index for striping or two-level striping
as cal cul ated usi ng above equati ons

i ranges fromO to pfl _mrror_cnt, inclusive
RCG = C* (pfl_mirror_cnt+1) + i

6. Recovering fromdCient I/O Errors
The pNFS client may encounter errors when directly accessing the Data

Servers. However, it is the responsibility of the Metadata Server to
recover fromthe /O errors. Wen the LAYOUT4 _FLEX FILES | ayout type
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is used, the client MIST report the I/O errors to the server at
LAYOUTRETURN time using the pflr_ioerr4 structure (see Section 7.1).

The nmet adata server anal yzes the error and deternines the required
recovery operations such as repairing any parity inconsistencies,
recovering nmedia failures, or reconstructing m ssing objects.

The met adata server SHOULD recall any outstanding |ayouts to allow it
exclusive wite access to the stripes being recovered and to prevent
other clients fromhitting the same error condition. 1In these cases,
the server MUST conpl ete recovery before handi ng out any new | ayouts
to the affected byte ranges.

Al t hough it MAY be acceptable for the client to propagate a
corresponding error to the application that initiated the I/0O
operation and drop any unwitten data, the client SHOULD attenpt to
retry the original |1/0O operation by requesting a new |l ayout using
LAYOUTGET and retry the 1/O operation(s) using the new | ayout, or the
client MAY just retry the I/0O operation(s) using regular NFS READ or
WRI TE operations via the nmetadata server. The client SHOULD attenpt
to retrieve a new |layout and retry the I/O operation using the Data
Server first and only if the error persists, retry the 1/0O operation
via the netadata server.

7. Flexible Files Layout Return
| ayoutreturn_file4 is used in the LAYOUTRETURN operation to convey

| ayout -type specific information to the server. It is defined in
[ RFC5661] as foll ows:
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struct layoutreturn_filed {

of fset4 I rf_offset;
| engt h4 I rf_l ength;
statei d4 I rf_stateid;
/* layouttyped specific data */
opaque I rf _body<>;

H

union | ayoutreturn4 switch(layoutreturn_typed |r_returntype) {
case LAYOUTRETURN4_FI LE
| ayoutreturn_file4d Ir_layout;
defaul t:
voi d;

H

struct LAYOUTRETURNargs {
/* CURRENT_FH: file */

bool lora reclaim

| ayoutreturn_stateid |l ora_recall stateid;
| ayout t ype4 | ora_Il ayout _type;

| ayout i onode4 | ora_i onode;

| ayout return4 |l ora | ayoutreturn

b

If the lora_layout_type | ayout type is LAYOUT4 _FLEX FILES, then the

I rf_body opaque value is defined by the pnfs_ff_|ayoutreturnd type.
The pnfs_ff layoutreturnd type allows the client to report 1/O error
informati on or |ayout usage statistics back to the netadata server as
defi ned bel ow.

7.1. pflr_errno

[1] enumpflr_errno {

111 PNFS_FF_ERR El O =1,
111 PNFS_FF_ERR_NOT_FOUND = 2,
/11 PNFS_FF_ERR_NO_SPACE = 3,
/11 PNFS_FF_ERR BAD STATEID = 4,
111 PNFS_FF_ERR_NO_ACCESS = 5,
111 PNFS_FF_ERR _UNREACHABLE = 6,
111 PNFS_FF_ERR_RESOURCE =7
NVARY

/11

pflr_errno4 is used to represent error types when read/wite errors
are reported to the metadata server. The error codes serve as hints
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to the netadata server that may help it in diagnosing the exact
reason for the error and in repairing it.

PNFS FF ERR EIO indicates the operation failed because the Data
Server experienced a failure trying to access the object. The
nost conmmon source of these errors is nmedia errors, but other
internal errors might cause this as well. 1In this case, the
nmet adat a server should go exam ne the broken object nore closely;
hence, it should be used as the default error code.

PNFS FF_ERR NOT_FOUND indicates the object ID specifies a Conponent
bj ect that does not exist on the Data Server.

PNFS _FF_ERR NO SPACE indicates the operation failed because the Data
Server ran out of free capacity during the operation.

PNFS FF_ERR BAD STATEID indicates the stateid is not valid.

PNFS_FF_ERR_NO ACCESS indicates the RPC credentials do not allow the
requested operation. This may happen when the client is fenced
off. The client will need to return the | ayout and get a new one
with fresh credentials.

PNFS_FF_ERR_UNREACHABLE indicates the client did not conplete the I/
O operation at the Data Server due to a comunication failure.
Whet her or not the I/ O operation was executed by the Data Server
i s undet ermn ned.

PNFS FF ERR RESOURCE indicates the client did not issue the I/0O
operation due to a local problemon the initiator (i.e., client)
side, e.g., when running out of nmenory. The client MJST guarantee
that the Data Server WRI TE operati on was never sent.

7.2. pnfs_ff _ioerr

/1l struct pnfs_ff_ioerr {

111 devi cei d4 i oe_devi cei d;
Iy nfs fh4 i oe_fhandl e;

Iy of fset4 i oe_conp_of fset;
/11 | engt h4 i oe_conp_| engt h;
/11 bool ioe_iswite;

111 pnfs_ff_errno i oe_errno;
1y

111

The pnfs _ff ioerr4 structure is used to return error indications for
Conponent Objects that generated errors during data transfers. These
are hints to the netadata server that there are problens with that
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object. For each error, "ioe_deviceid", "ioe_fhandle",
"ioe_conp_offset”, and "ioe_conp_Il ength" represent the Component

bj ect and byte range within the object in which the error occurred,
"ioe_ iswite" is set to "true" if the failed Data Server operation
was data nodifying, and "ioe_errno" represents the type of error

Conponent byte ranges in the optional pnfs_ff _ioerr4 structure are
used for recovering the object and MIST be set by the client to cover
all failed I/O operations to the conponent.

7.3. pnfs _ff iostats

/1l struct pnfs ff _iostats {_

Iy of fset4 i os_of fset;
Iy | engt h4 i os_| engt h;
/11 uint32_t i os_duration
/11 uint32_t ios_rd _count;
111 ui nt 64 _t i os_rd_bytes;
111 ui nt 32_t i 0S_w _count;
Iy ui nt 64 _t i os_w _bytes
1y

111

Wth pNFS, the data transfers are performed directly between the pNFS
client and the data servers. Therefore, the netadata server has no
visibility to the I/0O stream and cannot use any statistica

i nformati on about client /O to optinize data storage |ocation

pnfs ff iostats4 MAY be used by the client to report I/O statistics
back to the netadata server upon returning the layout. Since it is
infeasible for the client to report every I/O that used the |ayout,
the client MAY identify "hot" byte ranges for which to report 1/0
statistics. The definition and/or configuration mechani smof what is
considered "hot" and the size of the reported byte range is out of
the scope of this docunment. It is suggested for client

i mpl ementation to provide reasonabl e default val ues and an optiona
run-time managenent interface to control these paraneters. For
exanple, a client can define the default byte range resolution to be
1 MBin size and the thresholds for reporting to be 1 MB/second or 10
I/ O operations per second. For each byte range, ios_offset and

ios length represent the starting offset of the range and the range
length in bytes. io0s _duration represents the nunber of seconds the
reported burst of I/Olasted. ios_rd count, ios_rd _bytes,

ios_w _count, and ios_w _bytes represent, respectively, the nunber of
contiguous read and wite I/0s and the respective aggregate number of
bytes transferred within the reported byte range.
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7.4. pnfs_ff_layoutreturn

/1l struct pnfs_ ff_layoutreturn {

/11 pnfs_ff _ioerr pflr_ioerr_report<>
/11 pnfs ff iostats pflr_iostats_report<>
1y,

111

When object 1/0O operations failed, "pflr_ioerr_report<>" is used to
report these errors to the netadata server as an array of elenents of
type pnfs ff ioerrd4d. Each element in the array represents an error
that occurred on the Conponent Cbject identified by <ioe_deviceid,
ioe_fhandle> If no errors are to be reported, the size of the
pflr_ioerr_report<> array is set to zero. The client MAY al so use
"pflr_iostats_report<>" to report a list of 1/O statistics as an
array of elenments of type pnfs ff iostats4. Each elenent in the
array represents statistics for a particular byte range. Byte ranges
are not guaranteed to be disjoint and MAY repeat or intersect.

8. Flexible Files Creation Layout Hint
The layouthint4 type is defined in the [ RFC5661] as foll ows:

struct layouthint4 {

| ayout t ype4 | oh_type;

opaque | oh_body<>
b
The layouthint4 structure is used by the client to pass a hint about
the type of layout it would like created for a particular file. |If

the |l oh_type layout type is LAYOUT4_FLEX FILES, then the | oh_body
opaque value is defined by the pnfs_ff_|ayouthint type.

8.1. pnfs ff _|ayouthint
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/1] union pnfs_ff_max_conps_hint switch (bool pfmx_valid) {
Iy case TRUE:

Iy uint32_t onx_max_conps;
/11 case FALSE:

/11 voi d;

1y

11

/1] union pnfs_ff_stripe_unit_hint switch (bool pfsu_valid) {
11 case TRUE

/11 | engt h4 osu_stripe_unit;
/11 case FALSE:

111 voi d;

1y,

111

/1] union pnfs_ff _mrror_cnt_hint switch (bool pfntc_valid) {
11 case TRUE:

/11 uint32_t ont_nirror_cnt;
111 case FALSE:

11 voi d;

1y,

111

/1] union pnfs ff striping pattern_hint switch (bool pfsp valid) {
1 case TRUE:

111 pnfs_ff_striping_pattern pfsp_striping_pattern
11 case FALSE:

111 voi d;

1y,

11

/1] struct pnfs ff layouthint {

111 pnfs_ff max_conps_hint pfl h_max_conps_hint;
11 pnfs_ff_stripe_unit_hint pfl h_stripe_unit_hint;
Iy pnfs_ff_mrror_cnt_hint pfl h_mrror_cnt_hint;
Iy pnfs_ff_striping_pattern_hint pflh_striping_pattern_hint;
1y,

111

This type conveys hints for the desired data map. Al paraneters are
optional so the client can give values for only the paraneters it
cares about, e.g. it can provide a hint for the desired nunber of
mrrored conponents, regardl ess of the striping pattern selected for
the file. The server should nake an attenpt to honor the hints, but
it can ignore any or all of themat its own discretion and w thout
failing the respective CREATE operation
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9.

9.

1.

Recal | i ng Layouts

The Flexible Files netadata server should recall outstanding |ayouts
in the follow ng cases:

0o Wien the file's security policy changes, i.e., Access Contro
Li sts (ACLs) or perm ssion node bits are set.

o When the file s layout changes, rendering outstanding |ayouts
i nvalid.

0 When there are sharing conflicts. For exanple, the server wll
i ssue stripe-aligned | ayout segnents for RAID-5 objects. To
prevent corruption of the file's parity, nultiple clients nust not
hold valid wite layouts for the same stripes. An outstanding
READ WRI TE (RW | ayout shoul d be recalled when a conflicting
LAYOUTGET is received froma different client for LAYOUTI OMODE4 RW
and for a byte range overlapping with the outstanding | ayout
segnent .

CB_RECALL_ANY

The nmetadata server can use the CB RECALL_ANY cal | back operation to
notify the client to return sone or all of its layouts. The
[ RFC5661] defines the follow ng types:

const RCA4_TYPE_MASK FF_LAYQUT_M N - 2;
const RCA4_TYPE_MASK_FF_LAYOQOUT_MAX -1;
[[RFC Editor: please insert assigned constants]]

struct CB_RECALL_ANY4ar gs {
uint32_t craa_objects_to_keep
bi t map4 craa_t ype_mask

b

Typically, CB_RECALL_ANY will be used to recall client state when the
server needs to reclaimresources. The craa_type_rask bitmap
specifies the type of resources that are recalled and the
craa_objects_to_keep val ue specifies how many of the recalled objects
the client is allowed to keep. The Flexible Files |ayout type mask
flags are defined as follows. They represent the ionode of the
recalled layouts. In response, the client SHOULD return | ayouts of
the recalled ionode that it needs the | east, keeping at nobst
craa_objects_to_keep object-based | ayouts.
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10.

11.

/1l enum pnfs_ff_cb_recall _any_mask {

111 PNFS_FF_RCA4_TYPE _MASK READ = -2

111 PNFS_FF_RCA4_TYPE_MASK RW = -1

[[RFC Editor: please insert assigned constants]]
1y,

111

The PNFS_FF_RCA4_TYPE_MASK READ flag notifies the client to return

| ayouts of ionpde LAYOUTI OMODE4_READ. Similarly, the

PNFS FF RCA4 TYPE MASK RWflag notifies the client to return | ayouts
of ionode LAYOUTI OMODE4 RW \When both nmask flags are set, the client
is notified to return layouts of either ionode.

Client Fencing

In cases where clients are uncomunicative and their |ease has
expired or when clients fail to return recalled |ayouts within a

| ease period, at the |least the server MAY revoke client |ayouts and/
or devi ce address mappi ngs and reassi gn these resources to other
clients (see "Recalling a Layout" in [RFC5661]). To avoid data
corruption, the nmetadata server MIST fence off the revoked clients
fromthe respective objects as described in Section 2.1

Security Considerations

The pNFS extension partitions the NFSv4 file system protocol into two
parts, the control path and the data path (storage protocol). The
control path contains all the new operations described by this
extension; all existing NFSv4 security nechani snms and features apply
to the control path. The conbination of conponents in a pNFS system
is required to preserve the security properties of NFSv4 with respect
to an entity accessing data via a client, including security

count ernmeasures to defend against threats that NFSv4 provi des
defenses for in environments where these threats are considered
significant.

The met adata server enforces the file access-control policy at
LAYOUTGET time. The client should use suitable authorization
credentials for getting the layout for the requested i onode (READ or
RW and the server verifies the pernissions and ACL for these
credentials, possibly returning NFS4ERR ACCESS if the client is not
al l owed the requested ionode. |f the LAYOUTGET operation succeeds
the client receives, as part of the layout, a set of credentials
allowing it 1/0O access to the specified objects corresponding to the
requested ionode. Wien the client acts on I/ O operations on behal f
of its local users, it MJST authenticate and authorize the user by

i ssuing respective OPEN and ACCESS calls to the netadata server
simlar to having NFSv4 data delegations. |If access is allowed, the
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12.

13.

14.

client uses the corresponding (READ or RW credentials to performthe
I/ O operations at the object storage devices. Wen the netadata
server receives a request to change a file's permi ssions or ACL, it
SHOULD recall all layouts for that file and it MJST fence off the
clients holding outstanding | ayouts for the respective file by
implicitly invalidating the outstanding credentials on all Conponent
bj ects conprising before committing to the new pernissions and ACL.
Doing this will ensure that clients re-authorize their |ayouts
according to the nodified perm ssions and ACL by requesting new

| ayouts. Recalling the layouts in this case is courtesy of the
server intended to prevent clients fromgetting an error on |/ Gs done
after the client was fenced of f.

Striping Topol ogies Extensibility

New striping topologies that are not specified in this docunment nay
be specified using @@ These nust be docunented in the | ETF by
submitting an RFC augnenting this protocol provided that:

0 New striping topol ogies MIST be wi re-protocol conpatible with the
Fl exi bl e Fil es Layout protocol as specified in this document.

o Sone nenbers of the data structures specified here may be decl ared
as optional or manadat ory-not-to-be-used.

0o Upon acceptance by the | ETF as a RFC, new striping topol ogy
constants MJST be registered as describe in Section 13.

| ANA Consi der ati ons

As described in [ RFC5661], new |l ayout type nunbers have been assigned
by I ANA. This docunent defines the protocol associated with the
exi sting | ayout type number, LAYOUT4_FLEX FI LES

A new | ANA registry should be assigned to regi ster new data map
striping topol ogi es described by the enunerated type: QOO

Nor mat i ve Ref erences

[ Er asur eCodi ngLi brari es]
Pl ank, Janes S., and Luo, Jiangiang and Schuman, Catherine
D. and Xu, Lihao and W|I| cox-O Hearn, Zooko, , "A
Per f ormance Eval uati on and Exami nation of Open-source
Erasure Coding Libraries for Storage", 2007

[ Error CorrectingCodes]
MacW I lians, F. and N. Sl oane, "The Theory of Error-
Correcting Codes, Part 1", 1977

Hal evy & Haynes Expi res Cctober 19, 2014 [ Page 26]



Internet-Draft Fl ex Files Layout April 2014

[ LEGAL] | ETF Trust, "Legal Provisions Relating to | ETF Docunments",
Novenber 2008, <http://trustee.ietf.org/docs/
| ETF- Trust - Li cense- Pol i cy. pdf >.

[ Mat hOF RAI D- 6]
Anvin, H., "The Mathematics of RAID 6", My 2009,
<http://kernel.org/pub/linux/kernel/peopl e/ hpa/rai d6. pdf >.

[ RFC1813] | ETF, "NFS Version 3 Protocol Specification", RFC 1813,
June 1995.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

[ RFC3530] Shepler, S., Callaghan, B., Robinson, D., Thurlow, R,
Beanme, C., Eisler, M, and D. Noveck, "Network File System
(NFS) version 4 Protocol", RFC 3530, April 2003.

[ RFCA506] Eisler, M, "XDR External Data Representation Standard",
STD 67, RFC 4506, May 2006.

[ RFC5661] Shepler, S., Ed., Eisler, M, Ed., and D. Noveck, Ed.,
"Network File System (NFS) Version 4 Mnor Version 1
Protocol ", RFC 5661, January 2010.

[ RFC5662] Shepler, S., Ed., Eisler, M, Ed., and D. Noveck, Ed.,
"Network File System (NFS) Version 4 Mnor Version 1
External Data Representation Standard (XDR) Description”,
RFC 5662, January 2010.

[ RFC5664] Halevy, B., Ed., Wlch, B., Ed., and J. Zelenka, Ed.,
"(bj ect-Based Parallel NFS (pNFS) Operations", RFC 5664,
January 2010.

[ pPNFSLayout s]
Haynes, T., "Considerations for a New pNFS Layout Type",
dr aft - haynes- nf sv4-| ayout -types-02 (Wrk In Progress),
April 2014.

Appendi x A, Acknow edgnents

The pNFS bj ects Layout was authored and revised by Brent Welch, Jim
Zel enka, Benny Hal evy, and Boaz Harrosh.

Those who provided miscel |l aneous comments to early drafts of this

docunent include: Matt W Benjanin, Adam Enmerson, Tom Haynes, J.
Bruce Fields, and Lev Sol onbnov.

Hal evy & Haynes Expi res Cctober 19, 2014 [ Page 27]



Internet-Draft

Appendi x B. RFC Editor

Fl ex Files Layout

Not es

April 2014

[RFC Editor: please renove this section prior to publishing this

docunent as an RFC|

[RFC Editor: prior to publishing this docunent as an RFC, please
replace all occurrences of RFCTBD10 with RFCxxxx where xxxx is the
RFC number of this docunent]

Aut hor s’ Addr esses

Benny Hal evy
Primary Data, |nc.

Emai | : bhal evy@ri marydat a. com
URI : http://ww. primarydat a. com

Thomas Haynes
Primary Data, |nc.
4300 El Camino Rea

Los Altos, CA 94022

USA

Ste 100

Phone: +1 408 215 1519
Emai | : t homas. haynes@ri mar ydat a. com

Hal evy & Haynes

Expi res Cctober 19, 2014

[ Page 28]



