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Abst r act

Thi s docunment provides help in distinguishing between the

requi renents for Network File System (NFS) version 4.1's Parallel NFS
(pNFS) and those those specifically directed to the pNFS File Layout.
The | ack of a clear separation between the two set of requirenents
may be troubl esone for those trying to specify new Layout Types.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on COctober 12, 2014.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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2. Definitions

control protocol: is a set of requirenents for the communication of
informati on on | ayouts, stateids, file nmetadata, and file data
bet ween the netadata server and the storage devices.

Data Server (DS): is one of the pNFS servers which provide the
contents of a file systemobject which is a regular file.
Dependi ng on the |layout, there m ght be one or nore data servers
over which the data is striped. Note that while the netadata
server is strictly accessed over the NFSv4. 1 protocol, depending
on the Layout Type, the data server could be accessed via any
protocol that nmeets the pNFS requirenents.

fencing: is when the netadata server prevents the storage devices
fromprocessing I/Ofroma specific client to a specific file.

layout: informs a client of which storage devices it needs to
conmuni cate with (and over which protocol) to performI/O on a
file. The layout mght also provide some hints about how the
storage is physically organized.

| ayout ionode: describes whether the |layout granted to the client is
for read or read/wite |I/0QO

| ayout stateid: is a 128-bit quantity returned by a server that
uni quely defines the | ayout state provided by the server for a
specific layout that describes a Layout Type and file (see
Section 12.5.2 of [RFC5661]). Further, Section 12.5.3 describes
the difference between a | ayout stateid and a nornal stateid.

Layout Type: describes both the storage protocol used to access the
data and the aggregation schene used to lays out the file data on
t he underlying storage devices.

metadata: is that part of the file system object which describes the
obj ect and not the payload. E.g., it could be the tinme since |ast
nodi fi cation, access, etc.

Met adata Server (MDS): is the pNFS server which provides netadata
information for a file systemobject. It also is responsible for
generating layouts for file systemobjects. Note that the MBS is
responsi bl e for directory-based operations.

recalling a layout: is when the netadata server uses a back channe
toinformthe client that the layout is to be returned in a
graceful nmanner. Note that the client could be able to flush any
wites, etc., before replying to the netadata server
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revoking a layout: is when the nmetadata server invalidates the
| ayout such that neither the metadata server nor any storage
device will accept any access fromthe client with that |ayout.

stateid: is a 128-bit quantity returned by a server that uniquely
defines the open and | ocking states provided by the server for a
speci fic open-owner or | ock-owner/open-owner pair for a specific
file and type of |ock.

storage device: is another termused al nost interchangeably with
data server. See Section 2.1 for the nuances between the two.

2.1. Difference Between a Data Server and a Storage Device

We defined a data server as a pNFS server, which inplies that it can
utilize the NFSv4.1 protocol to communicate with the client. As
such, only the File Layout Type would currently neet this
requirenent. The nore generic concept is a storage device, which can
use any protocol to comunicate with the client. The requirenments
for a storage device to act together with the netadata server to
provide data to a client are that there is a Layout Type
specification for the given protocol and that the netadata server has
granted a layout to the client. Note that nothing precludes there
being multiple supported Layout Types (i.e., protocols) between a

nmet adat a server, storage devices, and client.

As storage device is the nore enconpassing term nol ogy, this docunent
utilizes it over data server

2.2. Requirements Language

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. The Control Protoco

In Section 12.2.6 of [RFC5661], the control protocol is introduced.
There have been no specifications for control protocols, and indeed
there need not be such a protocol in use for any given

i npl ementation. The control protocol is actually a set of

requi renents provided to describe the interaction between the

nmet adat a server and the storage device. Wen specifying a new Layout
Type, the defining document MJST show how it neets these
requirenents, especially with respect to the security inplications.
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3.1. Protocol Requirenents

The broad requirements of such interactions between the netadata
server and the storage devices are:

(1) NFSv4.1 clients MIUST be able to access a file directly through
the nmetadata server and not the storage device. 1.e., the
nmet adata server must be able to retrieve the data fromthe
constituent storage devices and present it back to the client
via nornmal NFSv4.1 operations. Wether the netadata server
al | ows access over other protocols (e.g., NFSv3, Server Message
Bl ock (SMB), etc) is strictly an inplenmentation choice.

(2) The nmetadata server MUST be able to restrict access to a file on
the storage devices when it revokes a layout. The netadata
server typically would revoke a | ayout whenever a client fails
to respond to a recall or fails to renewits lease in tinme. It
nm ght al so revoke the |ayout as a means of enforcing a change in
state that the storage device cannot directly enforce with the
client.

(3) Storage devices MJUST NOT renove NFSv4.1's access controls: ACLs
and file open nobdes.

(4) Locking MJST be respected.

(5) The netadata server and the storage devices MJST agree on
attributes like nodify tinme, the change attribute, and the end-
of-file (EOF) position

Note that "agree" here neans that sone state changes need not be
propagat ed i mredi ately, although all changes SHOULD be

propagat ed pronptly.

Note that there is no requirenent on how these are inplenented
While the File Layout Type does use the stateid to fence off the
client, there is no requirenent that other Layout Types use this
stateid approach. But the other Layout Types MJST docunent how the
client, metadata server, and storage devices interact to nmeet these
requirenents.

3.2. Non-protocol Requirenents

In gathering the requirenments from Section 12 of [RFC5661], there are
sone which are notable in their absence:

(1) Storage device MJST honor the byte range restrictions present in
the layout. |I|.e., if the layout only provides access to the
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first 2 MB of the file, then any access after that MJST NOT be
gr ant ed.

(2) The enforcenent of authentication and authorization so that
restrictions that woul d be enforced by the netadata server are
al so enforced by the storage device. Exanples include both
export access checks and if the |layout has an ionode of
LAYOUTI OMODE4_READ, then if the client attenpts to wite, the I/
O may be rejected.

Whi | e storage devi ces shoul d nake such checks on the | ayout
i onnde, [RFC5661] does not mandate that all Layout Types have to
make such checks.

(3) The allocation and deal | ocation of storage. 1.e., creating and
deleting files.

O these, the first two are of concern to this draft and Layout Types
SHOULD honor themif at all possible,

3.3. Editorial Requirements

In addition to these protocol requirenents, there are two editoria
requirenents for drafts that present a new Layout Type. At a
m ni mum the specification needs to address:

(1) The approach the new Layout Type takes towards fencing clients
once the netadata server deternmines that the layout is revoked.

(2) The security considerations of the new Layout Type.

Whil e these could be envisioned as one section in that the fencing
i ssue might be the only security issue, it is recommended to dea
with them separably.

The specification of the Layout Type shoul d di scuss how the client,
nmet adat a server, and storage device act together to nmeet the protoco
requirenents. |.e., if the storage device cannot enforce mandatory
byt e-range | ocks, then how can the netadata server and the client
interact with the layout to enforce those | ocks?

4. Inplementations in Existing Layout Types
4.1. File Layout Type
Not surprisingly, the File Layout Type cones closest to the nornal

semantics of NFSv4.1. |In particular, the stateid used for 1/O MJST
have the sane effect and be subject to the sane validation on a data
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4.

2

server as it would if the I/O was being perfornmed on the netadata
server itself in the absence of pNFS.

And while for nost inplenentations the storage devices can do the
foll owi ng validations:

o client holds a valid layout,
o client 1/O matches the |ayout ionode, and,
o client does not go out of the byte ranges,

these are each presented as a "SHOULD' and not a "MJST'. However, it
is just these layout specific checks that are optional, not the
normal file access semantics. The storage devices MJST make all of
the required access checks on each READ or WRITE |/ O as determ ned by
the NFSv4.1 protocol. |f the nmetadata server would deny a READ or
WRI TE operation on a file due to its ACL, nobde attribute, open access
nmode, open deny node, mandatory byte-range | ock state, or any other
attributes and state, the storage device MJIST al so deny the READ or
WRI TE operation. And note that while the NFSv4.1 protocol does not
mandat e export access checks based on the client’s I P address, if the
met adata server inplenments such a policy, then that counts as such
state as outlined above.

As the data filehandl e provided by the PUTFH operati on and the
stateid in the READ or WRI TE operation are used to ensure that the
client has a valid layout for the I/0O being perforned, the client can
be fenced off for access to a specific file via the invalidation of

ei ther key.

Bl ock Layout Type

Wth the Bl ock Layout Type, the storage devices are not guaranteed to
be able to enforce file-based security. Typically, storage area
network (SAN) disk arrays and SAN protocols provide access contro
nmechani snms (e.g., Logical Unit Nunmber (LUN) mappi ng and/or nasking),
whi ch operate at the granularity of individual hosts, not individua
bl ocks. Access to block storage is logically at a | ower |ayer of the
I/ O stack than NFSv4, and hence NFSv4 security is not directly
applicable to protocols that access such storage directly. As such,

[ RFC5663] is very careful to define that in environnents where pNFS
clients cannot be trusted to enforce such policies, pNFS Bl ock Layout
Types SHOULD NOT be used.

The inplication here is that the security burden has shifted fromthe
storage devices to the client. It is the responsibility of the
adm ni strator doing the deploynent to trust the client
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i mpl erentation. However, this is not a new requirenent when it cones
to SAN protocols, the client is expected to provide bl ock-based
protection.

This inplication also extends to ACLs, |ocks, and |ayouts. The
storage devices might not be able to enforce any of these and the
burden is pushed to the client to make the appropriate checks before
sending I/Oto the storage devices. As an exanple, if the netadata
server uses a |ayout ionode for reading to enforce a nandatory read-
only lock, then the client has to honor that intent by not sending
WRI TEs to the storage devices. The basic issue here is that the
storage device can be treated as a | ocal dunb disk such that once the
client has access to the storage device, it is able to performeither
READ or WRITE I/O to the entire storage device. The byte ranges in
the layout, any |ocks, the layout ionode, etc, can only be enforced
by the client.

Whi |l e the Bl ock Layout Type does support client fencing upon revoking
a layout, the above restrictions come into play again: the
granularity of the fencing can only be at the host/Ilogical -unit

level. Thus, if one of a client’s layouts is unilaterally revoked by
the server, it will effectively render useless *all* of the client’s
| ayouts for files located on the storage units conprising the |ogica
volume. This may render useless the client’s layouts for files in
other file systens.

4.3. (bject Layout Type

The nject Layout Type focuses security checks to occur during the
all ocation of the layout. The client will typically ask for a |ayout
for each byte-range of either READ or READ)WRITE. At that tine, the
nmet adat a server should verify perm ssions agai nst the | ayout ionode,
the outstanding |l ocks, the file node bits or ACLs, etc. As the
client may be acting for nultiple local users, it MJST authenticate
and authorize the user by issuing respective OPEN and ACCESS calls to
the nmetadata server, sinmlar to having NFSv4 data del egati ons.

Upon successful authorization, inside the layout, the client receives
a set of object capabilities allowing it 1/0O access to the specified
obj ects corresponding to the requested i onode. These capabilities
are used to enforce access control at the storage devices. Wenever
the nmetadata server detects one of:

o the permi ssions on the object change,

o a conflicting nmandatory byte-range lock is granted, or

0 a layout is revoked and reassigned to another client,
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then it MUST change the capability version attribute on all objects
comprising the file to inplicitly invalidate any outstanding
capabilities before conmtting to one of these changes.

When the netadata server wi shes to fence off a client to a particular
object, then it can use the above approach to invalidate the
capability attribute on the given object. The client can be inforned
via the storage device that the capability has been rejected and is
allowed to fetch a refreshed set of capabilities, i.e., re-acquire
the | ayout.

5.  Sunmmary

In the three published Layout Types, the burden of enforcing the

security of NFSv4.1 can fall to either the storage devices (Files),

the client (Blocks), or the netadata server (Objects). Such

deci sions seemto be forced by the native capabilities of the storage

devices - if a real control protocol can be inplemented, then the

burden can be shifted primarily to the storage devices.

But as we have seen, the control protocol is actually a set of

requirenents. And as new Layout Types are published, the enclosing

docunents mnimally MJUST address:

(1) The fencing of clients after a layout is revoked.

(2) The security inplications of the native capabilities of the
storage devices with respect to the requirenents of the NFSv4. 1
security nodel

6. Security Considerations

The met adata server MJST be able to fence off a client’s access to a

file stored on a storage device. Wen it revokes the layout, the

client’s access MJST be term nated at the storage devices.
7. | ANA Consi derations

Thi s docunment has no actions for | ANA
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