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Abst ract

The PCE architecture is well-defined and nmay be used to conpute the
optimal path for LSPS across domains in MPLS-TE and GWPLS net works.
The Hi erarchical Path Conputation El enent (H PCE) [ RFC6805] was
devel oped to provide an optimal path when the sequence of dommins is
not known in advance. The procedure and nechani sm for popul ating the
Traffic Engineering Database (TED) wi th domain topol ogy and |ink

i nformati on used i n H PCE-based path conputations is open to
interpretation. This informational document describes how topol ogy
di ssem nati on nechani sns may be used to provide TE information

bet ween Parent and Child PCEs (within the HPCE context). In
particular, it describes how BGP-LS night be used to provide inter-
domai n connectivity. This docunent is not intended to define new
extensions, it denonstrates how existing procedures and nechani sns
may be used.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

In scenarios with nmultiple domains in both MPLS-TE and GWLS

networ ks, the hierarchical Path Conputation El enment (H PCE)
Architecture, defined in [ RFC6805], allows to obtain the opti num end-
to-end path. The architecture exploits a hierarchical relation anong
domai ns.

[ RFC6805] defines the architecture and requirenents for the end-to-

end path conputation across donains. The solution draft for the
H PCE [I-D.draft-ietf-pce-hierarchy-extensions] is focused on the

Lopez, et al. Expi res January 2, 2015 [ Page 2]



Internet-Draft TED- HPCE July 2014

PCEP protocol extensions to support such H PCE procedures, including
negoti ati on of capabilities and errors. However, neither the
architecture nor the solution draft specify which nmechani smnust to
be used to build and popul ate the parent PCE (pPCE) Traffic

Engi neeri ng Dat abase (TED).

The H PCE architecture docunents define the mnimum content needed in
the traffic engineering database required to conpute paths. The
information required by parent TEDB are identified in [ RFC6805] and
further elaborated in
[I-D.draft-ietf-pce-inter-area-as-applicability]. For instance,

[ RFC6805] and [I-D.draft-ietf-pce-inter-area-as-applicability]
suggest that BGP-LS could be used as a "northbound" TE adverti senent.
This means that a PCE does not need to listen IGP in its domain, but
its TED i s popul ated by nessages received (for exanple) froma Route
Reflector. [I-D.draft-ietf-idr-te-pmbgp] extends BGP-LS to

di ssenminate traffic engineering information. The paraneters

consi dered are: delay, packet |oss and bandw dt h.

Thi s docunment highlights the applicability of BGP-LS to the

di ssem nati on of domain topology within the H PCE architecture. In
particular, it describes how can BGP-LS be used to send the inter-
domai n connectivity. It also shows how can OSPF-TE and | SI S-TE

updat es be mapped i nto BGP-LS

Note that this document is not intended to define new protoco
extensions, it is an informational document and where required it
hi ghli ghts where exi sting nmechani sne and protocols may be appli ed.

1.1. Parent PCE Domai n Topol ogy

The pPCE maintains a domain topology nmap of the child domains and
their interconnectivity. This map does not include any visibility
into the child domains. Were inter-domain connectivity is provided
by TE links, the capabilities of those Iinks nmay al so be known to the
pPCE. The pPCE nmintains a TED for the parent donain, the nodes in
the parent domain are abstractions of the cPCE donei ns (connected by
real or virtual TE links), but the pPCE domain may al so include rea
nodes and | i nks.

The procedure and protocol nechani smfor disseninating and
construction of the pPCE TED may be provided using a nunber of
mechani snms, including manual ly configuring the necessary information
or automated using a separate instance of a routing protocol to
advertise the domain interconnectivity. Since inter-domain TE |inks
can be advertised by the I1GPs operating in the child domains, this

i nformati on could then be exported to the parent PCE either by the
child PCEs or using north-bound export nechani sns.
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1.2

Parent PCE TED requirenents

The information that woul d be exchanged i ncl udes:

(0]

(0]

Identifier of advertising child PCE

I dentifier of PCE s domain.

Identifier of the link.

TE properties of the link (netrics, bandw dth).

O her properties of the link (technol ogy-specific).
Identifier of |ink endpoints.

Identifier of adjacent donmain.

2. H PCE Domai n Topol ogy Di ssenination and Construction Methods

A variety of nethods exist to provide are different alternatives so
the parent PCE can get the topological information fromthe child
PCEs (cPCEs):

(0]

Lopez,

Statically configure all inter-donmain |ink and topol ogy
i nformation.

Menbership of an I GP instance. The necessary topol ogica

i nformati on could be disseninated by joining the | GP instance of
each child PCE domain. However, by doing so, it would break the
domai n confidentiality principles and is subject to scalability

i ssues.

PCEP Notification Messages. Another solution is to send the

i nterconnection informati on between donmai ns usi ng PCEP
Notifications (see section 4.8.4 of [RFC6805]). One approach
followed in research work, is enbedding in PCEP Notifications the
Inter-AS OSPF-TE Link State Advertisements (LSA) to send the
Inter-Domain Link information fromchild PCEs to the parent PCE
and to send reachability information (list of end-points in each
domai n). However, it is argued that the utilization of PCEP to
di sseni nate topol ogy is beyond scope of the protocol

Separate | GP instance. [RFC6805] points out that in nodels such
as ASON it is possible to consider a separate instance of an IGP
running within the parent donain where the participating protoco
speakers are the nodes directly present in that domain and the
PCEs (parent and child PCEs).
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3.

0 Use north-bound distribution of TE information. The North-Bound
Distribution of Link-State and TE I nformation using BGP has been
recently propose in the IEFT [I-D.draft-ietf-idr-Is-distribution].
This approach is known as BGP-LS and defines a nechani sm by which
links state and traffic engineering information can be collected
fromnetworks and exported to external elenents using the BGP
routing protocol. By using BGP-LS as northbound distribution
mechani sm there would be a BGP speaker in each donains that sends
the necessary information to a BGP speaker in the parent domain.
This architecture is further elaborated in this docunent.

H PCE architecture using BGP-LS

As nentioned in [I-D.draft-dugeon-pce-ted-reqs] PCE has to retrieve
Traffic Engineering (TE) information to carry out its path
conmputation. This is required not only for intra-donmain information
whi ch can be got using IGP (like OSPF-TE or |SIS-TE), but also for
inter-domain information in the Hi erarchical PCE (H PCE)
architecture.

Figure 1 shows an exanple of a HPCE architecture. In this exanple,
there is a parent PCE and three child PCEs, and they are organized in
mul ti pl e donmai ns. The parent PCE does not have infornmation of the
whol e network, but is only aware of the connectivity anong the
domai ns and provides coordination to the child PCEs. Figure 2 shows
which is the visibility that parent PCE has fromthe network
according to the definition in [ RFC6805].

Thanks to this topological infornation, when there is a request to a
child PCE with the destination in another donain, this path request
is sent to the parent PCE, which selects a set of candidate donmain
pat hs and sends requests to the child PCEs responsible for these
domai ns. Then, the parent PCE selects the best solution and it is
transmtted to the source PCE
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Figure 1: Exanple of Hierarchical PCE architecture

Par ent PCE vi ew

| PPCE|

Figure 2: Parent PCE topol ogy information
Thanks to the dissenination of inter-domain adjacency infornmation

fromeach cPCE to the pPCE, the pPCE can have a view of reachability
bet ween the domains. The H PCE architecture with BGP-LS is shown in
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Figure 3. Each donain has a cPCE that is able to conpute paths in
the domain. This child PCE has access to a domain TED, which is
built using IGP information. |In each dormain, a BGP speaker has
access to such domain TED and acts as BGP-LS Route Reflector to
provi de network topology to the pPCE. Next to the pPCE, there is a
BGP speaker that maintains a BGP session with each of the BGP
speakers in the domains to receive the topology and build the parent
TED. A policy can be applied to the BGP-LS speakers to deci de which
information is sent to its peer speaker. The m ni mum anmount of

i nformati on that needs to be exchanged is the inter-domain
connectivity, including the details of the Traffic Engineering Inter-
domai n Links [RFC6805]. Wth this information, the parent PCE is
abl e to have access to a domain topology map and its connectivity.
Additionally, the BGP-LS speaker can be configured to send sone
intra-domain information for virtual or candidate paths with some TE
information. In this case, the parent PCE has access to an extended
dat abase, with visibility of both intra-domain and inter-donain

i nformati on and can conpute the sequence of donains with better
accuracy.

BGP-LS [I-D.draft-ietf-idr-1s-distribution] extends the BGP Update
messages to advertise link-state topol ogy thanks to new BGP Network
Layer Reachability Information (NLRI). The Link State information is
sent in two BGP attributes, the MP_REACH (defined in [ RFC4670]) and a
LI NK_STATE attribute (defined in
[I-D.draft-ietf-idr-ls-distribution]). To describe the inter domain
links, in the MP_REACH attribute, a Link NLRI can be used with the

| ocal node descriptors the address of the source, and in the renote
descriptors, the address of the destination of the link. The Link
Descriptors field has a TLV (Link Local/Renote Identifiers), which
carries the prefix of the Unnunbered or Nunbered Interface. |In case
of the message infornms about an intra-domain |link, the standard
traffic engineering information is included in the LINK _STATE
attribute.
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Figure 3: Exanple of Hierarchical PCE architecture with BGP-LS
4. Including inter-domain connectivity in BGP-LS

In order for the parent PCE to carry out the path conputation tasks
it needs the inter-domain topol ogy between the child domain
scenarios. This topology is learnt through | GP by each BGP-LS
speaker. The Traffic Engineering extensions (OSPF-TE or |SI S TE)
allow IGP to carry link state infornmation that can be used in
optinmizing technics such as the PCE algorithnms. However, the parent
PCE does not require such TE information, but just connectivity

bet ween the domains. However, TE information within the domain could
be dissem nated to the parent PCE to reduce the queries to the child
PCEs.
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4.1. Mapping from OSPF-TE

Carrying TE information in OSPF is a well-known standardi zed feature
[ RFC3630]. This section explains howthis information can be
exported outside one | GP donain using BGP-LS. BGP-LS extends the BGP
Updat e nmessages to advertise link-state topology thanks to the new
BGP Networ k Layer Reachability Information (NLRI) and BGP-LS
attribute

The BGP NLRI carries the descriptors used to define the elenent in
question (e.g. link or node) and the BGP-LS attribute carries the
chosen paraneters to characterize the described el enent. Information
is codified using nultiple TLV triplets just as the ones used in
OSPF-TE making it easy to integrate. For the purpose of this
docunent, we consider a scenario where there is an origin (router)
with the correspondent |Pv4, a destination with its IPv4 and a |ink
having the followi ng TE paraneters: naxi mum BW naxi mum reservabl e BW
and unreserved BW

4.1.1. Node Descriptors

In the OSPF packet, there are two fields that tell us the origin and
destination node IDs. The origin IPis the Source OSPF Router ID in
the OSPF header and this is nmapped into the | GP Router |ID subTLV

i nside the Local Node Descriptors field
[I-D.draft-ietf-idr-ls-distribution]. The destination IP is found as
the Link IDfield in the MPLS LSAin GSPF. This is mapped into the
correspondent I GP Router IDin the Renpote Node Descriptors field
[I-D.draft-ietf-idr-ls-distribution].

There are other subTLVs inside the Local/Renpote Node Descriptors but
they are not relevant for this docunent.

4.1.2. Link Descriptors

The only two TLVs in the Link Descriptors field to map from OSPF are
the I ocal and renote interface addresses. This information is napped
directly fromthe Local/Renote Interface address TLV carried in the
MPLS LSA of OSPF into the Local/Renote Interface address subTLV of
the Link Descriptors field.

The sane procedure nust be applied for unnunbered interfaces but
utilizing the Link Local/Renote lIdentifiers TLV.
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4.

4.

7.

1.3. Mapping OSPF TE paraneters into BGP-LS attribute

As nentioned before, these paranmeters are not required in the H PCE
scenario. They are just required to reduce the nunber of queries to
the children PCEs. The parent PCE can use bandwi dth infornation

bet ween two domai ns to request for sonme possible connections instead
of all.

The BGP-LS attribute will be a set of TLV triplets carrying the
desired TE paranmeters |earnt by OSPF. Bandw dth paraneters are used
to illustrate the exanple but they are many nore (like, avail able

| abel s).

The BGP-LS attribute is mapped in the followi ng way. The TLVs
carried in the MPLS-TE LSA in CSPF are directly translated into the
equi valent TLVs in BGP-LS. As such, the Unreserved BWTLV in OSPF is
mapped into the Unreserved BWTLV in BGP-LS. The sanme happens with
t he Maxi num BW TLV and the Maxi mum Reservabl e BW TLV.
2. Mpping fromISIS-TE

TBD

Manageabi |l ity Consi derations

TBD

Security Considerations

TBD
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