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Abst ract

In order to conmpute and provide optimal paths, Path Conputation

El ements (PCEs) require an accurate and tinely Traffic Engi neering
Dat abase (TED). Traditionally this TED has been obtained froma |ink
state routing protocol supporting traffic engi neering extensions.
Thi s docunment di scusses possible alternatives to TED creation. This
docunent gives architectural alternatives for these enhancenents and
their potential inpacts on network nodes, routing protocols, and
PCE.
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1.

I nt roducti on

In Multiprotocol Label Switching (MPLS) and Generalized MPLS
(GQWPLS), a Traffic Engineering Database (TED) is used in conputing
pat hs for connection oriented packet services and for circuits. The
TED contains all relevant information that a Path Conputation

El ement (PCE) needs to performits conputations. It is inportant
that the TED be conplete and accurate each tine, the PCE perforns a
pat h conput ati on.

In MPLS and GWPLS, interior gateway routing protocols (IGPs) have
been used to create and nmaintain a copy of the TED at each node
running the 1GP. One of the benefits of the PCE architecture

[ RFCA655] is the use of conputationally nore sophisticated path
computation algorithnms and the realization that these may need
enhanced processing power not necessarily available at each node
participating in an | GP

Section 4.3 of [RFC4655] describes the potential [oad of the TED on
a networ k node and proposes an architecture where the TED i s

mai nt ai ned by the PCE rather than the network nodes. However, it
does not describe how a PCE woul d obtain the infornmation needed to
popul ate its TED. PCE may construct its TED by participating in the
| GP ([ RFC3630] and [ RFC5305] for MPLS-TE;, [ RFC4203] and [ RFC5307]
for GWLS). An alternative is offered by BGP-LS [ BGP-LS].

In this docunment we propose approaches for creating and mai ntaining
the TED directly on a PCE as an alternative to | GPs and BGP fl oodi ng
and investigate the inpact fromthe PCE, routing protocol, and node
perspectives.

New application areas for GWLS and PCE in optical transport

net wor ks i nclude Wavel ength Switched Optical Networking (WSON) and
Optical Transport Networks (OTN). WSBON scenarios can be divided into
routi ng wavel ength assi gnnent (RWA) probl ens where PCE requires
detailed informati on about swi tching node asymetries and wavel ength
constraints as well as detailed up to date informati on on wavel ength
usage per link [WSON-Frane]. As nore data is anticipated to be nmade
available to PCE with addition of OIN [ RFC7/062] and Flexi-grid
[Flexi-grid] and possible with sone optical inpairment data [ WSO\

| MP-1nfo] even with the mininmumset specified in [G 680], the total
anount of data requires significantly nore infornmation to be held in
the TED than is required for other traffic engi neered networKks.

In sone circunstances such additional information could "bog down"
the routing protocols on the nodes froma data processing, a
storage, or conmmuni cations perspective. In environnents where PCEs
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are external to the nodes running the routing protocol, and where
the information in the TED is not used by the switching nodes it
makes sense to investigate alternative nmethods to create and

mai ntain the TED at its place of use, i.e., the PCE

Recent devel opnent of a stateful PCE Model [PCE-1nitiated] changes
the PCE operation frompath conmputation alone to include the support
of PCE-initiated LSPs. Wth a stateful PCE nodel, it is also noted
that LSP-DB is naintained by the PCE. For LSP state synchronization
of stateful PCEs in GWLS networks, the LSP attributes, such as its
bandwi dt h, associated route as well as protection information etc,
shoul d be updated by PCCs to PCE LSP dat abase (LSP-DB) [ S-PCE-
GWLS]. To support all these recent changes in a stateful PCE nodel,
a direct PCE interface to each PCC has to be supported. Relevant TED
i nformati on can al so be transported fromeach node to PCE using this
PCC-PCE interface. Any resource changes in the node and |inks can

al so be quickly updated to PCE using this interface. Convergence
time of IGP in GWLS networks may not be quick enough to support on-
I ine dynam ¢ connectivity required for sone applications.

This draft does not advocate that the alternative nethods specified
in this draft should conpletely replace the I GP-TE or BGP-LS as the
met hod of creating the TED. The split between the data to be
distributed via an 1 GP and the information conveyed via one of the
alternatives in this docunent depends on the nature of the network
situation. One could potentially choose to have sone traffic

engi neering information distributed via an I1GP while other nore
specialized traffic information is only conveyed to the PCEs via an
alternative interface discussed here. In addition, the nethods
specified in this draft is only relevant to a set of architecture
options where routing decisions are wholly or partially nmade in the
PCE.

However, the networks that do not support |GP-TE/ BGP-LS, the nethod
proposed by this draft nay be very rel evant.

1.1. TED Creati on and Mi ntenance via | GP-TEs

Routing protocols, in particular, |IGP-TEs such as Open Shortest Path
First (OSPF) and Internediate systemto internediate system (1S-1S)
take on a nunber of roles with respect to the control and data

pl anes for I P, MPLS, and GWLS. In all three technology fanlies

t he underlying control plane comunications technology is |IP and
hence all utilize the IGPs ability to control and run the |IP data

pl ane.
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For the IP layer, the IGP directly establishes data pl ane
connectivity. In the MPLS and GWLS cases separate signaling
protocols are used to directly control the data plane connectivity
and in these cases the prine purpose of the routing protocol is to
furni sh network topol ogy and resource status infornmation used by
pat h conputation algorithns on the nodes or PCEs. Hence in the IP
case the IGP is directly service inpacting, while in the MPLS/ GWLS
case it is only indirectly service inpacting.

The I P layer information and the MPLS/ GWLS data pl ane | ayer

i nformati on may be kept by the 1GPs in two different infornmation
stores. These are referred to as databases but are not necessarily
rel ati onal databases. In OSPF the information directly related to

I P connectivity (and hence the control comunications plane for al
three technol ogi es) and non-1P adverti senents are kept in the |ink
state database (LSDB), while information related to traffic

engi neering used by MPLS and GWPLS is kept in a (conceptually)
separate TED whi ch can be considered a subset of the LSDB. This TED
information is distributed in a different data structure (Opaque LSA
[ RFC5250]). When we tal k about addi ng additional technol ogy-specific
GWLS information used for path computation we are only talking
about adding to the TED and not the IP portion of the LSDB

There are three main functions perforned by an IGP: (a) hello
protocol, (b) database synchronization (with neighbors), (c)
dat abase updat es.

Dat a Pl ane | Hello Protocol | Database Sync
Technol ogi es | | & Updates
I P | Establish Control & Data | LSDB

| Plane Adj acenci es |

MPLS | Establish Control & Data | LSDB & TED
| Plane Adjacencies |

GWLS | Establish Control Plane | LSDB & TED
| Adjacencies (only) |

Table 1 Main Functions of an I GP for various technol ogi es

The procedures for maintaining LSDBs and TEDs in | GP- TEs have been
very successful and well proven over time. These consist of:
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1. Ageing the individual pieces of information in the TED
(including discarding themwhen the information gets too ol d)
to renove stale information fromthe TED

2. Oiginator of the information being required to periodically
resend TED information to prevent it from being di scarded.

3. Originator of the information sendi ng updates of information as
needed, but subject to limts on how many/often these can be
sent to keep the TED up-to-date, but to avoid swanping the
net wor K.

4. Reliable method for getting this information to other peers
(flooding) to ensure that the information is delivered to al
partici pants.

5. An efficient database synchroni zati on mechani sm for sharing
info with a newy established peer.

From a PCE perspective, however, participating in an |IGP, even as a
passi ve receiver of IGP information, can place a significant |oad on
the PCE. The IGP can be quite "chatty" when there are frequent
updates to the use of the network, neaning that the PCE nust

dedi cate significant processing to parsing protocol nessages and
updating the TED. Furthernore, to be truly useful, a PCE

i mpl ement ati on woul d need to support OSPF and | S-1S.

2. Alternative TED Creation & Mai ntenance for a PCE

G ven that nodes, by their position and role in the network, have
accurate traffic engineering information concerning their |local |ink
ends and switching properties, it seens natural that, if other nodes
in the network cannot make use of this information or do not want

it, the information should only be conveyed to interested PCEs. In
such case the flooding of TE information to all nodes may not be
very efficient in terns of nmenory, CPU, bandw dth, etc.

The benefits of such an approach include:
0 Node: reduced storage demands (doesn’t keep the entire TED)

0 Node: reduced processing denands for TED updates and
synchroni zati on
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Control Plane: reduced overall commrunication demands since the
TED i s not being updated and naintained on all nodes in the
net wor k.

PCE: Mre tinely TED updates are possi bl e.

Information distribution constraints, such as seen in [|np-Frane]
can be net.

To quantify the previous advantages requires a bit nore detail on
how such an approach could actually be acconplished. The key pieces
needed to inplenent such an approach incl ude:

0

(0]

Mul tiple PCEs nmust be supported for robustness and | oad shari ng.

Nodes nmust be able to find a PCE to which to send their traffic
engi neering infornmation.

Nodes nust have procedures and a mechani sm (protocols) with which
to comunicate their TE information to a PCE. PCEs must have
procedures and a nechani sm (protocols) with which to receive this
TE information from nodes

Ef fi ci ent mechani sns nust exist in the multi-PCE case to ensure
all PCEs have the sanme TED.

The advantages of using an alternative to | GP-TE conmes at the cost
of :

(0]

2. 1.

Addi tional protocols to be configured and secured. Recall that we
still nust have an IP IGP for control plane conmunications.

Any new protocol s/inplenmentations for alternative TED creation
still nust support many | GP-TE |li ke features such as renoval of
stale information, reliable delivery of updates to al
participants, recovery after reboots/crashes/upgrades, etc. It
shoul d al so work along with | GP- TE/ BGP-LS TED nechani smw th sone
information in the TED recei ved from exi sting nechani sns.

Node nechani sns to di scover PCEs that are capable and willing to
accept direct TED updates.

Architecture Options

There are three general architectural alternatives based on how
nodes get their local TED information to the PCEs: (1) Nodes send
local information to all PCEs; (2) Nodes send local information to
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an internmedi ate server that will send to all PCEs; (3) Nodes send
local information to at | east one PCE and have the PCEs share this
informati on with each other. An inportant functionality that needs
to be addressed in each of these approaches is how a new PCE gets
initialized in a reasonably tinely fashion

Fi gures 1-3 show exanpl es of three options for nodes to share |oca
TED information with nultiple PCEs. As in the | GP case we assumne
that sw tching nodes know their |ocal properties and state including

the state of all their local links. In these figures the data pl ane
links are showmn with the character "o0"; TE information flow from
nodes to PCE by the characters "|", "-", "/", or "\"; and PCE to PCE

TE information, if any, by the character "i
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Figure 1 . Nodes send local TE information directly to all PCEs
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Figure 2 . Nodes send local TE information to PCEs via an
i ntermedi ary (publish/subscribe)server
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Figure 3 . Nodes send local TE information to at |east one PCE and

have the PCEs share TED i nformation
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2.1.1. Nodes Send TE Info to all PCEs

Architectural alternative 1 shown in Figure 1, illustrates nodes
sending their local TE information to all PCEs within there donain.
As the nunber of PCEs grow we have scaling concerns. However,if we
are only tal king about 2-3 PCEs, then we do not have this scaling
concern. In particular each node needs to keep track of which PCE it
has sent information to and update that information

If a new PCE is added to the domain the node nust send all its |oca
TED i nformation to that PCE rather than just sending status updates.

2.1.2. Nodes Send TE Info via an Internedi ate System

Architecture alternative 2 is showmn in Figure 2. This architecture
reduces the burden on switching nodes by having the nodes send TE
information to an internediate system This general approach is
typically described in the software literature as a

publ i sh/ subscri be paradigm Here the nodes send their |ocal TED
information to an internediate entity whose job is to insure that
all PCEs receive this information. The nodes in this case being the
publishers of the information and the PCEs the subscribers of the

i nformati on. Publish/subscribe functionality can be found in genera
nmessagi hg oriented middl eware such as the Java Messagi hg Service
[JMB] and many others. A routing specific exanple of this approach
is seen in BGP route reflectors [ RFC4456].

Not e that the publish/subscribe entity can be collocated with a PCE
This would then | ooks Iike a nmaster/slave type systemarchitecture.

If a new PCE is added then the internediate server will need to work
with this new PCE to initialize its TED. Hence the publish/subscribe
entity will need to also keep a copy of the entire TED and for
reliability purposes a redundant server would be required. The

publ i sh/ subscribe entity itself can be a PCE

Architecture alternative 2 could be useful when there are a nunber
of PCEs in the network and as such there is the scaling issue with
each of the NEs talking to all the PCEs. The advantage of this
alternative would dinnish when we are dealing only with only a few
PCEs.

2.1.3. Nodes Send TE Info to At Least One PCE

In this architectural alternative, shown in Figure 3, each node
woul d be associated with at |east one PCE. This inplies that each
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PCE will only have partial TED information directly fromthe nodes
It would be the responsibility of a node to get its |local TED
information to its associated PCE, then the PCEs within a domain
woul d then need to share the partial TED infornmation they |earned
fromtheir associated nodes with each other so that they can create
and naintain the conplete TED. As we have seen in section 1.1. this
is very simlar to part of the functionality provided by a |ink
state protocol, but in this case the protocol would be used between
PCEs so that they can share the information they have obtained from
their associated switching nodes (rather than fromattached |inks as
in aregular link state protocol).

To allow for this sharing of information PCEs would need to peer
with each other. PCE discovery extensions [ RFC4674] could be used to
allow PCEs to find other PCEs. If a new PCE is added to the domain
it would need to peer with at | east one other PCE and then |ink
state protocol procedures for TED synchronization could then be used
toinitialize the new PCEs TED.

A nunber of approaches can be used to ensure control plane
resilience in this architecture. (1) Each node can be configured
with a primary and a secondary PCE to send its information to; In
case of failure of comunications with the primary PCE the node
woul d send its information to a secondary PCE (warm standby). (2)
Each node could be configured to send its information to two
different PCEs (hot standby).

2. 2. Nodes Finding PCEs

In cases 1 and 3 nodes need to send TE information directly to PCEs.
Path Conmputation Cients (PCCs) and network nodes participating in
an |GP (with or without TE extensions) have a nechanismto di scover
a PCE and its capabilities. [RFC4674] outlines the genera
requirenents for this nechani sm and extensi ons have been defined to
provide informati on so that PCCs can obtain key details about
avai l abl e PCEs in OSPF [ RFC5088] and in | S-1S [ RFC5089] .

After finding candi date PCEs, a node would need to see which if any
of the PCEs actually want to receive TE information directly from
t hi s node.

In architectural alternative 2 (publish/subscribe) the |ocation of
i ntermedi ate system woul d either need to be configured or PCE

di scovery could be extended so that a when a node asks a PCE if it
wants to hear TE info the PCE points it to the internedi ate

publ i sh/ subscri be system
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2.3. Node TE Informati on Update Procedures

First a node nust establish an association between itself and a PCE
or internediate systemthat will be maintaining a TED. It is the
responsibility of the node to share TE i nformati on concerning its

| ocal environment, e.g., links and node properties. General and
technol ogy specific information nodels would specify the content of
this information while the specific protocols would determ ne the
format. Note that a node would not be sending to the PCE information
it mght be passed from nei ghbor nodes. Note that data plane

nei ghbor information would be passed to the PCE enbedded in TE link
i nformation.

There will be cases where the node would have to send to the PCE
only a subset of TE link information depending on the path
conputation option. For instance, if the node is responsible for
routing while the PCE is responsible for wavel ength assi gnnent for
the route, the node would only need to send the PCE the WSON | i nk
usage information. This path conputation option is referred to as
separate routing (R) and wavel ength assi gnment (WA) option in [PCE-

WBQN] .
2.4. PCE TED Mai nt enance Procedures

The PCE is responsible for creating and naintaining the TED that it
will use. Key functions include:

1. Establishing and authenticating conmuni cati ons between the PCE
and sources of TED i nformation.

2. Tinmely updates of the TED with information received from nodes,
peers or other entities.

3. Verifying the validity of information in the TED,i.e., ensure
that the network infornmation obtained fromnodes or el sewhere
is relatively tinely, or not stale.

3. Standardi zati on and Protocol Considerations

In the previous section we exanined a nunber of architectura
alternatives for TED creation and nai ntenance on a PCE. Here we
exam ne aspects of these alternatives that could be suitable for
standardi zation. First there are a nunber of itens and functions
that can be independent of the particular architectural alternatives
used, these include:

o An infornmation nodel for the TED
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0 Basic PCE TED creation and nai nt enance procedures

o Information packaging for use in TED creation, maintenance and
exchange

0 NE to PCE (or Pub/Sub) communication of TED information ---
interface and protocol (e.g. PCEP)

0 NEs discovering PCE (or Pub/Sub) for TED creation and mai nt enance
pur poses

By the "information nodel" for the TED we nmean the raw i nformation
that a path conputation al gorithmwould work with somewhat

i ndependent of how it m ght be packaged for TED mai nt enance and
creation. Initial efforts along these |ines have started at CCAMWP
for wavel ength switched optical networks for non-inpairnment RAM
[WSON- I nfo] and i npai rnent aware RWA [ WBON- | MP-| nf 0] .

Gven a TED information nodel if we can agree on basic PCE TED
creation and mai nt enance procedures we can then come up with a
standardi zed way to package the information for use in such
procedures. The analogy here is with an | GPs dat abase mai nt enance
procedures such as aging and the packaging of link state infornation
information into LSA (link state advertisenments). LSAs formthe
basi ¢ chunks of an |G’ s database. OSPF LSAs include an age field to
assist in the ageing procedure and al so has an advertising router
field that aids in redistribution decisions, i.e., flooding. However
the detailed TE information is encoded in LSAs via type |ength val ue
(TLV) structures and it is this information that is used in path
conput ati on.

Fromthere we could standardi ze the interface between a NE and a PCE
for conmmunication of TE information. This interface includes NE and
PCE behaviors as well as a conmuni cati ons protocol

Finally for the common behaviors we need a way for the NEs to find
the PCEs or an intermnedi ate publish/subscribe systemto which they
will send their TE information. As was previously pointed out this
could be based on small enhancenents to existing PCE di scovery
nmechani sns.

3.1. Architecture Specific Standardi zati on Aspects

Case 1: NEs send to all PCEs
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This case has commonalities with both cases 2 and 3 and does not
appear to have uni que standardi zation aspects. As pointed out in
section 2.1. we do need to consi der when a new PCE cones onli ne.

Case 2: Publish/ Subscribe Server
In this case we woul d need to additionally standardi ze

1. how a new PCE com ng online synchronizes with the
publ i sh/ subscri be server

1. how PCEs and publish subscribe server comunicate
2. Redundancy for publish subscribe server

Case 3: PCE to PCE sharing TE information | earned from NEs

Here we woul d need the followi ng additional nechanisns standardi zed:
1. The PCE to PCE interface and protoco

2. The nethod for PCEs to discover PCEs for the purpose of TE
i nformati on sharing

3. PCE to PCE association for information sharing, in particular
sharing update information

4. Security Considerations

This draft discusses an alternative technique for PCEs to build and
mai ntain a traffic engineering database. In this approach network
nodes would directly send traffic engineering information to a PCE
It may be desirable to protect such information fromdisclosure to
unaut hori zed parties in addition it nay be desirable to protect such
communi cations frominterference (nodification) since they can be
critical to the operation of the network. In particular, this
information is the same or sinmlar to that which would be
dissemnated via a link state routing protocol with traffic

engi neeri ng extensions.

5. | ANA Consi derations

This version of this docunment does not introduce any itenms for | ANA
to consi der.
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6. Concl usi ons

Thi s document introduced several alternative architectures for PCEs
to create and maintain a traffic engineering database (TED) via
information directly or indirectly received fromnetwork el enments
and identified conmon aspects of these approaches. The TED is a
critical piece of the overall PCE architecture since without it path
comput ati ons cannot proceed. Though not explicitly out of scope the
PCE wor ki ng group does not have a work itemor study item devoted to
TED creation and nmai ntenance. Such a work itemcan | ead to enhanced
interoperability and sinplicity of PCE inplenentations. This
docunment identified several common areas within these alternatives
that could be standardi zed. In addition, the alternative approaches
to TED creation and mai nt enance di scussed here offl oads both the

net wor k nodes and routing protocols fromeither some or all TED
creation and mai ntenance duties at the sane tine it does not add
significant new processing to a PCE that has al ready been
participating in | GP based TED creation and mai nt enance.
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