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Abstract

The Renote Authentication Dial-In User Service (RAD US) protocol is
limted to a total packet size of 4096 octets. Provisions exist for
fragmenting | arge anmounts of authentication data across multiple
packets, via Access-Challenge. No simlar provisions exist for
fragmenting | arge anounts of authorization data. This docunent

speci fies how exi sting RADI US nechani sns can be | everaged to provide
that functionality. These nechanisns are |largely conpatible with
existing inplenentations, and are designed to be invisible to
proxies, and "fail-safe" to | egacy clients and servers.
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1.

I nt roducti on

The RADI US [ RFC2865] protocol carries authentication, authorization
and accounting informati on between a Network Access Server (NAS) and
an Aut hentication Server (AS). Information is exchanged between the
NAS and the AS through RADI US packets. Each RADI US packet is
conposed of a header, and zero or nore attributes, up to a maxinmm
packet size of 4096 octets. The protocol is a request/response
protocol, as described in the operational nodel ( [RFC6158], Section
3.1).

The above packet size linmtation nmean that peers desiring to send

| arge anpbunts of data nust fragment it across nultiple packets. For
exanpl e, RADI US- EAP [ RFC3579] defines how an EAP exchange occurs
across multiple Access-Request / Access-Chal |l enge sequences. No such
exchange is possible for accounting or authorization data. [RFC6158]
Section 3.1 suggests that exchanging | arge anobunts authorization data

is unnecessary in RADIUS. |Instead, the data should be referenced by
nane. This requirenment allows large policies to be pre-provisioned,
and then referenced in an Access-Accept. |In sonme cases, however, the

aut hori zati on data sent by the server is large and highly dynanic.

In other cases, the NAS needs to send | arge anounts of authorization
data to the server. Both of these cases are un-net by the

requi renents in [ RFC6158]. As noted in that document, the practica
limt on RADIUS packet sizes is governed by the Path MU ( PMrU)

whi ch may be significantly smaller than 4096 octets. The conbination
of the two limtations nmeans that there is a pressing need for a

met hod to send | arge anpunts of authorization data between NAS and
AS, with no acconpanying sol ution

[ RFC6158] recomends three approaches for the transm ssion of |arge
anount of data within RADIUS. However, they are not applicable to
the probl em statement of this docunent for the follow ng reasons:

o The first approach does not tal k about |arge anmounts of data sent
fromthe NAS to a server. Leveraging EAP (request/challenge) to
send the data is not feasible, as EAP already fills packet to
PMIU, and not all authentications use EAP. Moreover, as noted for
NAS-Filter-Rule ([ RFC4849]), this approach does entirely solve the
probl em of sending |arge anounts of data froma server to a NAS

0 The second approach is not usable either, as using nanes rather
than values is difficult when the nature of the data to be sent is
hi ghly dynamic (e.g. SAM sentences or NAS-Filter-Rule
attributes). URLs could be used as a pointer to the |ocation of
the actual data, but their use would require themto be (a)
dynanically created and nodified, (b) securely accessed and (c)
accessible fromrenote systens. Satisfying these constraints
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woul d require the nodification of several networking systens (e.g.
firewalls and web servers). Furthernore, the set up of an
additional trust infrastructure (e.g. PKl) would be required to
al |l ow secure retrieving of the information fromthe web server

o PMIU di scovery does not solve the problem as it does not allowto
send data | arger than the m ni numof (PMIU or 4096) octets.

Thi s docunment provides a mechanismto allow RADIUS peers to exchange
| arge anpbunts of authorization data exceeding the 4096 octet linmt,
by fragnenting it across several client/server exchanges. The
proposed sol ution does not inpose any additional requirenents to the
RADI US system adnministrators (e.g. need to nodify firewall rules, set
up web servers, configure routers, or nodify any application server).
It maintains conpatibility with intra-packet fragnentation nechanisns
(like those defined in [RFC3579] or in [RFC6929]). It is also
transparent to existing RADI US proxies, which do not inplenent this
specification. The only systens needing to inplenment the draft are
the ones which either generate, or consume the fragmented data being
transmitted. Internediate proxies just pass the packets wi thout
changes. Nevertheless, if a proxy supports this specification, it
may re-assenble the data in order to either exam ne and/or nodify it.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
When t hese words appear in |ower case, they have their natura

| anguage neani ng.

2. Scope of this docunent

This specification describes how a RADIUS client and a RADI US server
can exchange data exceeding the 4096 octet limt inposed by one
packet. However, the mechani smdescribed in this specification MIST
NOT be used to exchange nore than 100K of data. It has not been
designed to substitute for streamoriented transport protocols, such
as TCP or SCTP. Experience shows that attenpts to transport bul k
data across the Internet with UDP will inevitably fail, unless they
re-inplement all of the behavior of TCP. The underlying design of
RADI US | acks the proper retransm ssion policies or congestion contro
mechani sms whi ch would nake it a conpetitor to TCP

Therefore, RADI US/UDP transport is by design unable to transport bul k

data. It is both undesired and inpossible to change the protocol at
this point intime. This specification is intended to allow the
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transport of nore than 4096 octets of data through existing RADI US/
UDP proxies. Oher solutions such as RADI US/ TCP MJST be used when a
"green field" deploynment requires the transport of bul k data.

Section 6, below, describes with further details the reasoning for
this limtation, and reconmends adninistrators to adjust it according
to the specific capabilities of their existing systems in terns of
menory and processi ng power.

Moreover, its scope is limted to the exchange of authorization data,
as ot her exchanges do not require of such a nmechanism |In
particul ar, authentication exchanges have al ready been defined to
overcone this linmtation (e.g. RAD US-EAP). Mdreover, as they
represent the nost critical part of a RADI US conversation, it is
preferable to not introduce any nodification to their operation that
may affect existing equipnent.

There is no need to fragnent accounting packets either. Wile the
accounting process can send | arge anounts of data, that data is
typically composed of many small updates. That is, there is no
demonstrated need to send indivisible blocks of nore than 4K of data.
The need to send | arge anpbunts of data per user session often
originates fromthe need for flow based accounting. |In this use-
case, the client nmay send accounting data for nmany thousands of

flows, where all those flows are tied to one user session. The
existing Acct-Milti-Session-1d attribute defined in [ RFC2866] Secti on
5.11 has been proven to work here.

Simlarly, there is no need to fragnment CoA packets. Instead, the
CoA client MJUST send a CoA- Request packet containing session
identification attributes, along with Service-Type = Additional -

Aut hori zation, and a State attribute. Inplenmentations not supporting
fragmentation will respond with a CoA-NAK, and an Error-Cause of
Unsupport ed- Servi ce.

The above requirenment does not assunme that the CoA client and the
RADI US server are co-located. They may, in fact be run on separate
parts of the infrastructure, or even by separate adm nistrators.
There is, however, a requirenent that the two conmuni cate. W can
see that the CoA client needs to send session identification
attributes in order to send CoA packets. These attributes cannot be
known a priori by the CoA client, and can only conme fromthe RAD US
server. Therefore, even when the two systens are not co-Ilocated,
they must be able to comunicate in order to operate in unison. The
alternative is for the two systens to have differing views of the
users authorization paraneters, which is a security disaster

This specification does not allow for fragnentation of CoA packets.
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Al'l owi ng for fragnented CoA packets would involve changing nmultiple
parts of the RADI US protocol, with the corresponding possibility for
i npl ement ati on i ssues, m stakes, etc.

Where CoA clients (i.e. RADIUS servers) need to send | arge anmounts
of authorization data to a CoA server (i.e. NAS), they need only
send a nini mal CoA- Request packet, containing Service-Type of

Aut hori ze-Only, as per RFC 5176, along with session identification
attributes. This CoA packet serves as a signal to the NAS that the
users’ session requires re-authorization. Wen the NAS re-authorizes
the user via Access-Request, the RADI US server can perform
fragmentation, and send | arge anounts of authorization data to the
NAS.

The assunption in the above scenario is that the CoA client and

RADI US server are co-located, or at least strongly coupled. That is,
the path from CoA client to CoA server SHOULD be the exact reverse of
the path from NAS to RADIUS server. The follow ng diagramw ||
hopefully clarify the roles:

e e e e e e e e o +
| NAS CoA Server |
oo +
| AN
Access- Request | | CoA- Request
v I
e e e e e e e e o +
| RADIUS CoA client |
| Server |
o e e e +

Where there is a proxy invol ved:
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e e +
| NAS CoA Server |
e e e e e e e e o +
| AN
Access- Request | | CoA- Request
v I
e e +

| RADIUS  CoA |

Fom e e e e oo oo +
| AN
Access- Request | | CoA- Request
v I
Fom e e e e e e e e oo +
| RADIUS CoA client |
| Server [
oo +

That is, the RADIUS and COA subsystens at each hop are strongly
connected. Where they are not strongly connected, it will be

i mpossi bl e to use CoA-Request packets to transport |arge anounts of
aut hori zati on dat a.

This design is nore conplicated than allowi ng for fragmented CoA
packets. However, the CoA client and the RADI US server nust

communi cate even when not using this specification. W believe that
standardi zi ng that comunication, and using one nethod for exchange
of large data is preferred to unspecified comunication nethods and
mul ti pl e ways of achieving the sane result. |If we were to allow
fragmentation of data over CoA packets, the size and conplexity of
this specification would increase significantly.

The above requirement solves a nunmber of issues. It clearly
separates session identification fromauthorization. Wthout this
separation, it is difficult to both identify a session, and change
its authorization using the sane attribute. |t also ensures that the
aut hori zation process is the same for initial authentication, and for
CoA.

3. Overview

Aut hori zati on exchanges can occur either before or after end user
aut henti cation has been conpleted. An authorization exchange before
aut hentication allows a RADIUS client to provide the RADI US server
with information that MAY nodify how the authentication process wll
be perforned (e.g. it may affect the selection of the EAP nethod).
An aut hori zati on exchange after authentication allows the RAD US
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server to provide the RADIUS client with informati on about the end
user, the results of the authentication process and/or obligations to
be enforced. |In this specification we refer to the "pre-

aut hori zati on" as the exchange of authorization informtion before
the end user authentication has started (fromthe NAS to the AS)
whereas the term "post-authorization" is used to refer to an

aut hori zati on exchange happeni ng after this authentication process
(fromthe AS to the NAS).

In this specification we refer to the "size limt" as the practica
limt on RADIUS packet sizes. This limt is the m ninmum of 4096
octets, and the current PMIU. W define below a met hod which uses
Access- Request and Access-Accept in order to exchange fragnented
data. The NAS and server exchange a series of Access-Request /
Access- Accept packets, until such tinme as all of the fragnmented data
has been transported. Each packet contains a Frag-Status attribute
which lets the other party know if fragnentation is desired, ongoing,
or finished. Each packet nmay al so contain the fragnented data, or

i nstead be an "ACK" to a previous fragnent fromthe other party.

Each Access- Request contains a User-Nane attribute, allow ng the
packet to be proxied if necessary (see Section 10.1). Each Access-
Request may also contain a State attribute, which serves to tie it to
a previous Access-Accept. Each Access-Accept contains a State
attribute, for use by the NAS in a | ater Access-Request. Each
Access- Accept contains a Service-Type attribute with the "Additional -
Aut hori zation" value. This indicates that the service being provided
is part of a fragnented exchange, and that the Access-Accept should
not be interpreted as providing network access to the end user

Wien a RADIUS client or server need to send data that exceeds the
size limt, the mechani smproposed in this docunent is used. |nstead
of encodi ng one | arge RADI US packet, a series of smaller RAD US
packets of the sane type are encoded. Each snaller packet is called
a "chunk"” in this specification, in order to distinguish it from
tradi tional RADI US packets. The encoding process is a sinple linear
wal k over the attributes to be encoded. This wal k preserves the
order of the attributes of the same type, as required by [ RFC2865].
The nunber of attributes encoded in a particular chunk depends on the
size limt, the size of each attribute, the nunber of proxies between
client and server, and the overhead for fragnentation signalling
attributes. Specific details are given in Section 5. A new
attribute called Frag-Status (Section 9.1) signals the fragnentation
stat us.

After the first chunk is encoded, it is sent to the other party. The
packet is identified as a chunk via the Frag-Status attribute. The
other party then requests additional chunks, again using the Frag-
Status attribute. This process is repeated until all the attributes
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have been sent fromone party to the other. Wen all the chunks have
been received, the original list of attributes is reconstructed and
processed as if it had been received in one packet.

When multiple chunks are sent, a special situation may occur for

Ext ended Type attributes as defined in [ RFC6929]. The fragnentation
process may split a fragnmented attri bute across two or nore chunks,
which is not permtted by that specification. W address this issue
by using the newly defined flag "T" in the Reserved field of the
"Long Extended Type" attribute format (see Section 8 for further
details on this flag).

This last situation is expected to be the nbost common occurrence in

chunks. Typically, packet fragmentation will occur as a consequence
of a desire to send one or nore |arge (and therefore fragmented)
attributes. The large attribute will likely be split into two or

nore pieces. Wiere chunking does not split a fragnented attri bute,
no special treatment is necessary.

The setting of the "T" flag is the only case where the chunking
process affects the content of an attribute. Even then, the "Val ue"
fields of all attributes remain unchanged. Any per-packet security
attributes such as Message- Authenticator are cal culated for each
chunk independently. There are neither integrity nor security checks
performed on the "original" packet.

Each RADI US packet sent or received as part of the chunking process
MUST be a valid packet, subject to all format and security
requirenents. This requirenment ensures that a "transparent" proxy
not inplenmenting this specification can receive and send conpli ant
packets. That is, a proxy which sinply forwards packets wi thout
detail ed exani nation or any nodification will be able to proxy
"chunks".

4. Fragnmentation of packets

When the NAS or the AS desires to send a packet that exceeds the size
limt, it is split into chunks and sent via nultiple client/server
exchanges. The exchange is indicated via the Frag-Status attribute,
whi ch has val ue Mre-Data-Pending for all but the |ast chunk of the
series. The chunks are tied together via the State attribute.

The delivery of a large fragnmented RADI US packet w th authorization

data can happen before or after the end user has been authenticated
by the AS. W can distinguish two phases:
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1. Pre-authorization. 1In this phase, the NAS can send a |l arge
packet with authorization information to the AS before the end
user i s authenticated.

2. Post-authorization. |In this phase, the AS can send a | arge
packet with authorization data to the NAS after the end user has
been aut henti cat ed.

The foll owi ng subsections describe how to performfragnentation for
packets for these two phases, pre-authorization and post-

aut hori zation. W give the packet type, along with a RAD US
Identifier, to indicate that requests and responses are connected.

We then give a list of attributes. W do not give values for nobst
attributes, as we wish to concentrate on the fragmentation behavi our,
rat her than packet contents. Attribute values are given for
attributes relevant to the fragnentation process. Were "long
extended" attributes are used, we indicate the M (Mxre) and T
(Truncation) flags as optional square brackets after the attribute
nane. As no "long extended" attributes have yet been defined, we use
exanpl e attributes, naned as "Exanpl e-Long-1", etc. The maxi num
chunk size is established in termof nunber of attributes (11), for
sake of sinmplicity.

4.1. Pre-authorization

When the client needs to send a | arge amount of data to the server,
the data to be sent is split into chunks and sent to the server via
mul ti pl e Access-Request / Access-Accept exchanges. The exanpl e bel ow
shows this exchange

The following is an Access-Request which the NAS intends to send to a
server. However, due to a conbination of issues (PMIU, |arge
attributes, etc.), the content does not fit into one Access-Request
packet .
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Access- Request
User - Nane
NAS- | dentifi er
Calling-Station-1d
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long-2 |
Exanpl e- Long-2 |
Exanpl e- Long- 2

— e ———

M
M
M
M
M
M
M
M
M
M

Figure 1: Desired Access-Request

The NAS therefore nmust send the attributes listed above in a series
of chunks. The first chunk contains eight (8) attributes fromthe
ori ginal Access-Request, and a Frag-Status attribute. Since |ast
attribute is "Exanple-Long-1" with the "M flag set, the chunking
process also sets the "T" flag in that attribute. The Access-Request
is sent with a RADIUS Identifier field having value 23. The Frag-
Status attribute has val ue Mre-Data-Pending, to indicate that the
NAS wi shes to send nore data in a subsequent Access-Request. The NAS
al so adds a Service-Type attribute, which indicates that it is part
of the chunking process. The packet is signed with the Message-

Aut henticator attribute, conpleting the nmaxi mum nunber of attributes
(11).

Access- Request (I D = 23)
User - Nane
NAS- | denti fier
Calling-Station-1d
Exanpl e-Long-1 [M
Exanpl e-Long-1 [M
Exanpl e-Long-1 [M
Exanpl e-Long-1 [M
Exanpl e- Long-1 [ MI]
Frag- St at us = More- Dat a- Pendi ng
Servi ce- Type = Additional - Aut hori zati on
Message- Aut hent i cat or

Fi gure 2: Access-Request (chunk 1)

Conpliant servers (i.e. servers inplenmenting fragmentation) receiving
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this packet will see the Frag-Status attribute, and postpone all

aut hori zati on and aut hentication handling until all of the chunks
have been received. This postponenent also affects to the
verification that the Access- Request packet contains sone kind of
authentication attribute (e.g. User-Password, CHAP-Password, State
or other future attribute), as required by [ RFC2865] (see

Section 11.2 for nore information on this).

Non-compl i ant servers (i.e. servers not inplenmenting fragnentation)
shoul d al so see the Service-Type requesting provisioning for an
unknown service, and return Access-Reject. Oher non-conpliant
servers may return an Access-Reject, Access-Challenge, or an Access-
Accept with a particular Service-Type other then Additional -

Aut hori zation. Conpliant NAS inplenentations MJST treat these
responses as if they had received Access-Reject instead.

Conpl i ant servers who wish to receive all of the chunks will respond

with the followi ng packet. The value of the State here is arbitrary,
and serves only as a unique token for exanple purposes. W only note
that it MJST be tenporally unique to the server.

Access-Accept (ID = 23)
Frag- St at us = Mor e- Dat a- Request
Servi ce- Type = Additional - Aut hori zati on
State = Oxabc00001
Message- Aut hent i cat or

Fi gure 3: Access-Accept (chunk 1)

The NAS will see this response, and use the RADIUS Identifier field
to associate it with an ongoi ng chunki ng session. Conpliant NASes
wi Il then continue the chunking process. Non-conpliant NASes wil |
never see a response such as this, as they will never send a Frag-
Status attribute. The Service-Type attribute is included in the
Access-Accept in order to signal that the response is part of the
chunki ng process. This packet therefore does not provision any
network service for the end user

The NAS continues the process by sending the next chunk, which
i ncludes an additional six (6) attributes fromthe original packet.
It again includes the User-Nanme attribute, so that non-conpliant

proxi es can process the packet (see Section 10.1). It sets the Frag-
Status attribute to More-Data-Pending, as nore data is pending. It

i ncludes a Service-Type for reasons described above. It includes the
State attribute fromthe previous Access-accept. It signs the packet
wi th Message- Authenticator, as there are no authentication attributes
in the packet. It uses a new RADIUS ldentifier field.
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Access- Request (I D = 181)
User - Nane
Exanpl e-Long-1 [M
Exanpl e-Long-1 [M
Exanpl e-Long-1 [M
Exanpl e- Long- 1
Exanpl e-Long-2 [M
Exanpl e- Long-2 [ MI]
Frag- St at us = Mor e- Dat a- Pendi ng
Servi ce- Type = Additional - Aut hori zati on
State = Oxabc000001
Message- Aut hent i cat or

Fi gure 4: Access-Request (chunk 2)

Conpliant servers receiving this packet will see the Frag-Status
attribute, and ook for a State attribute. Since one exists and it
mat ches a State sent in an Access-Accept, this packet is part of a
chunki ng process. The server will associate the attributes with the
previ ous chunk. Since the Frag-Status attribute has val ue Mre- Dat a-
Request, the server will respond with an Access-Accept as before. It
MUST include a State attribute, with a value different fromthe

previ ous Access-Accept. This State MJST again be globally and
tenporal |y unique.

Access-Accept (I D = 181)
Frag- St at us = Mor e- Dat a- Request
Servi ce- Type = Additional - Aut hori zati on
State = Oxdef 00002
Message- Aut hent i cat or

Fi gure 5: Access-Accept (chunk 2)

The NAS will see this response, and use the RADIUS Identifier field
to associate it with an ongoi ng chunki ng session. The NAS continues
t he chunki ng process by sending the next chunk, with the final
attribute(s) fromthe original packet, and again includes the
original User-Name attribute. The Frag-Status attribute is not
included in the next Access-Request, as no nore chunks are avail able
for sending. The NAS includes the State attribute fromthe previous
Access-accept. It signs the packet wi th Message-Authenticator, as
there are no authentication attributes in the packet. It again uses
a new RADIUS ldentifier field.
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Access- Request (I D = 241)
User - Nane
Exanpl e- Long- 2
State = Oxdef 00002
Message- Aut henti cat or

Fi gure 6: Access-Request (chunk 3)

On reception of this last chunk, the server matches it with an
ongoi ng session via the State attribute, and sees that there is no
Frag-Status attribute present. It then processes the received
attributes as if they had been sent in one RAD US packet. See
Section 7.4 for further details of this process. It generates the
appropriate response, which can be either Access-Accept or Access-
Reject. In this exanple, we show an Access-Accept. The server MJST
send a State attribute, which permts link the received data with the
aut henti cati on process.

Access-Accept (I D = 241)
State = 0x98700003
Message- Aut hent i cat or

Figure 7: Access-Accept (chunk 3)

The above exanple shows in practice how the chunki ng process works.
We re-iterate the inplenmentation and security requirenents here

Each chunk is a valid RADI US packet (see Section 11.2 for sone
consi derations about this), and all RADIUS format and security
requi renents MJST be foll owed before any chunking process is applied.

Every chunk except for the last one froma NAS MJST include a Frag-
Status attribute, with value More-Data-Pending. The |ast chunk MJST
NOT contain a Frag-Status attribute. Each chunk except for the |ast
froma NAS MUST include a Service-Type attribute, with val ue

Addi tional - Aut hori zation. Each chunk MJST include a User- Nane
attribute, which MJUST be identical in all chunks. Each chunk except
for the first one froma NAS MIST include a State attribute, which
MUST be copied froma previous Access-Accept.

Each Access-Accept MJST include a State attribute. The value for
this attribute MJST change in every new Access-Accept, and MJST be
globally and tenporally uni que.

4.2. Post-authorization

When the AS wants to send a |arge anount of authorization data to the
NAS after authentication, the operation is very simlar to the pre-
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aut hori zation one. The presence of Service-Type = Additional -

Aut hori zation attribute ensures that a NAS not supporting this
specification will treat that unrecognized Service-Type as though an
Access- Rej ect had been received instead ([ RFC2865] Section 5.6). |If
the original |arge Access-Accept packet contained a Service-Type
attribute, it will be included with its original value in the |ast
transmtted chunk, to avoid confusion with the one used for
fragmentation signalling. 1t is strongly RECOMVENDED t hat servers
include a State attribute on their original Access-Accept packets,
even if fragnentation is not taking place, to allowthe client to
send additional authorization data in subsequent exchanges. This
State attribute would be included in the last transmtted chunk, to
avoi d confusion with the ones used for fragmentation signalling.

Client supporting this specification MIST include a Frag-Status =
Fragnent ati on- Supported attribute in the first Access-Request sent to
the server, in order to indicate they woul d accept fragnented data
fromthe sever. This is not required if pre-authorization process
was carried out, as it is inplicit.

The following is an Access-Accept which the AS intends to send to a
client. However, due to a conbination of issues (PMIU, |arge
attributes, etc.), the content does not fit into one Access-Accept
packet .

Access- Accept
User - Nane
EAP- Message
Servi ce- Type(Logi n)
Exanpl e- Long-1 |
Exanpl e- Long-1 [
Exanpl e- Long-1 |
Exanpl e- Long-1 |
Exanpl e- Long-1 |
Exanpl e- Long-1 |
Exanpl e- Long-1 |
Exanpl e- Long-1 [
Exanpl e- Long- 1
Exanpl e- Long- 2
Exanpl e- Long- 2
Exanpl e- Long- 2
State = Oxcba00003

I XXX Z

—_——

Figure 8: Desired Access-Accept
The AS therefore nust send the attributes |isted above in a series of

chunks. The first chunk contains seven (7) attributes fromthe
original Access-Accept, and a Frag-Status attribute. Since |ast
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attribute is "Exanple-Long-1" with the "M flag set, the chunking
process also sets the "T" flag in that attribute. The Access-Accept
is sent with a RADIUS Identifier field having value 30 correspondi ng
to a previous Access-Request not depicted. The Frag-Status attribute
has val ue More-Data-Pending, to indicate that the AS wi shes to send
more data in a subsequent Access-Accept. The AS also adds a Service-
Type attribute with value Additional -Authorization, which indicates
that it is part of the chunking process. Note that the original
Service-Type is not included in this chunk. Finally, a State
attribute is included to allow matchi ng subsequent requests with this
conversation, and the packet is signed with the Message- Aut henti cat or
attribute, conpleting the maxi num nunber of attributes of 11.

Access-Accept (I D = 30)
User - Nane
EAP- Message
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long- 1
Exanpl e- Long-1 [ MI]
Frag- St at us = Mor e- Dat a- Pendi ng
Servi ce- Type = Additional - Aut hori zati on
State = Oxcba00004
Message- Aut hent i cat or

[M
[M
(M
(M

Figure 9: Access-Accept (chunk 1)

Conpliant clients receiving this packet will see the Frag-Status
attribute, wand suspend all authorization and authentication handling
until all of the chunks have been received. Non-conpliant clients
shoul d al so see the Service-Type indicating the provisioning for an
unknown service, and will treat it as an Access-Reject.

Clients who wish to receive all of the chunks will respond with the
foll owi ng packet, where the value of the State attribute is taken
fromthe received Access-Accept. They also include the User-Nane
attribute so that non-conpliant proxies can process the packet
(Section 10.1).

Access- Request (I D = 131)
User - Nanme
Frag- St at us = Mor e- Dat a- Request
Servi ce- Type = Additional - Aut hori zati on
State = Oxcba00004
Message- Aut henti cat or

Fi gure 10: Access-Request (chunk 1)
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The AS receives this request, and uses the State attribute to
associate it with an ongoi ng chunki ng session. Conpliant ASes will
then continue the chunking process. Non-compliant ASes will never
see a response such as this, as they will never send a Frag-Status
attribute.

The AS continues the chunking process by sending the next chunk, with
the final attribute(s) fromthe original packet. The value of the
Identifier field is taken fromthe received Access-Request. A Frag-
Status attribute is not included in the next Access-Accept, as no
nmore chunks are avail able for sending. The AS includes the origina
State attribute to allow the client to send additional authorization
data. The original Service-Type attribute is included as well.

Access- Accept (I D = 131)
Exanpl e- Long-1 |
Exanpl e- Long-1 |
Exanpl e- Long-1 [
Exanpl e- Long- 1
Exanpl e- Long-2 |
Exanpl e- Long-2 |
Exanpl e- Long- 2
Servi ce-Type = Login
State = Oxf da000003
Message- Aut hent i cat or

Figure 11: Access-Accept (chunk 2)

On reception of this last chunk, the client matches it with an
ongoi ng session via the lIdentifier field, and sees that there is no
Frag-Status attribute present. It then processes the received
attributes as if they had been sent in one RADH US packet. See
Section 7.4 for further details of this process.

5. Chunk size

In an ideal scenario, each intermedi ate chunk woul d be exactly the
size limt in length. 1In this way, the number of round trips
required to send a | arge packet would be optinmal. However, this is
not possible for several reasons.

1. RADIUS attributes have a variable length, and nust be included
completely in a chunk. Thus, it is possible that, even if there
is some free space in the chunk, it is not enough to include the
next attribute. This can generate up to 254 octets of spare
space on every chunk
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6

2. RADIUS fragnentation requires the introduction of some extra
attributes for signalling. Specifically, a Frag-Status attribute
(7 octets) is included on every chunk of a packet, except the
|l ast one. A RADIUS State attribute (from3 to 255 octets) is
al so included in nost chunks, to allow the server to bind an
Access- Request with a previous Access-Chall enge. User- Nane
attributes (from3 to 255 octets) are introduced on every chunk
the client sends as they are required by the proxies to route the
packet to its destination. Together, these attributes can
generate fromup to 13 to 517 octets of signalling data, reducing
the amobunt of payl oad information that can be sent on each chunk

3. RADI US packets SHOULD be adjusted to avoid exceedi ng the network
MIU. O herwise, |IP fragnmentation may occur, having undesirable
consequences. Hence, maximum chunk size woul d be decreased from
4096 to the actual MIU of the network

4. The inclusion of Proxy-State attributes by internediary proxies
can decrease the availability of usable space into the chunk
This is described with further detail in Section 7.1

Al'l oned | arge packet size

There are no provisions for signalling how nuch data is to be sent
via the fragmentation process as a whole. It is difficult to define
what is neant by the "length" of any fragmented data. That data can
be multiple attributes, which includes RADI US attribute header
fields. O it can be one or nore "large" attributes (nore than 256
octets in length). Proxies can also filter these attributes, to
nodi fy, add, or delete themand their contents. These proxies act on
a "packet by packet" basis, and cannot know what kind of filtering
actions they take on future packets. As a result, it is inpossible
to signal any neani ngful value for the total anmount of additiona

dat a.

Unaut henticated clients are permitted to trigger the exchange of

| arge anounts of fragmented data between the NAS and the AS, having
the potential to allow Denial of Service (DoS) attacks. An attacker
could initiate a | arge nunber of connections, each of which requests
the server to store a large anbunt of data. This data could cause
menory exhaustion on the server, and result in authentic users being
deni ed access. It is worth noting that authentication mechanisns are
al ready designed to avoid exceeding the size limt.

Hence, inplenentations of this specification MUST Iinmt the tota
anount of data they send and/or receive via this specification. |Its
default val ue SHOULD be 100K. Any nore than this may turn RADIUS into
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a generic transport protocol, which is undesired. This limt SHOULD
be configurable, so that it can be changed if necessary.

I mpl enentations of this specification MUST limt the total nunber of
round trips used during the fragnentation process. Its default val ue
SHOULD be to 25. Any nore than this nmay indicate an inplenentation
error, msconfiguration, or a denial of service (DoS) attack. This
limt SHOULD be configurable, so that it can be changed if necessary.

For instance, let’'s inagine the RADIUS server wants to transport an
SAM. assertion which is 15000 octets long, to the RADIUS client. In
this hypothetical scenario, we assunme there are 3 internediate

proxi es, each one inserting a Proxy-State attribute of 20 octets.

Al so we assume the State attributes generated by the RAD US server
have a size of 6 octets, and the User-Nane attribute take 50 octets.
Therefore, the anount of free space in a chunk for the transport of
the SAM.L assertion attributes is: Total (4096) - RADI US header (20) -
User-Name (50 octets) - Frag-Status (7 octets) - Service-Type (6
octets) - State (6 octets) - Proxy-State (20 octets) - Proxy-State
(20) - Proxy-State (20) - Message-Authenticator (18 octets),
resulting in a total of 3929 octets, that is, 15 attributes of 255
byt es.

According to [ RFC6929], a Long- Ext ended- Type provi des a payl oad of
251 octets. Therefore, the SAM. assertion described above woul d
result into 60 attributes, requiring of 4 round-trips to be
completely transmitted.

7. Handling special attributes
7.1. Proxy-State attribute

RADI US proxies may introduce Proxy-State attributes into any Access-
Request packet they forward. Should they are unable to add this
information to the packet, they may silently discard forwarding it to
its destination, leading to DoS situations. Moreover, any Proxy-
State attribute received by a RADI US server in an Access- Request
packet MJUST be copied into the reply packet to it. For these
reasons, Proxy-State attributes require a special treatnent within

t he packet fragnentation mechani sm

When the RADI US server replies to an Access-Request packet as part of
a conversation involving a fragmentation (either a chunk or a request
for chunks), it MJST include every Proxy-State attribute received
into the reply packet. This neans that the server MJST take into
account the size of these Proxy-State attributes in order to

cal cul ate the size of the next chunk to be sent.
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However, while a RADIUS server will always know how nuch space MJST
be left on each reply packet for Proxy-State attributes (as they are
directly included by the RAD US server), a RADI US client cannot know
this information, as Proxy-State attributes are renoved fromthe
reply packet by their respective proxies before forwardi ng them back
Hence, clients need a nmechanismto discover the anmobunt of space

required by proxies to introduce their Proxy-State attributes. In
the following we describe a new nechanismto perform such a
di scovery:

1. Wen a RADIUS client does not know how nmuch space will be
required by internmediate proxies for including their Proxy-State
attributes, it SHOULD start using a conservative value (e.g. 1024
octets) as the chunk size.

2. Wen the RADI US server receives a chunk fromthe client, it can
calculate the total size of the Proxy-State attributes that have
been introduced by internediary proxies along the path. This
i nformati on MUST be returned to the client in the next reply
packet, encoded into a new attribute called Proxy-State-Len. The
server MAY artificially increase this quantity in order to handle
with situations where proxies behave inconsistently (e.g. they
generate Proxy-State attributes with a different size for each
packet), or for situations where internediary proxies renove
Proxy-State attributes generated by other proxies. Increasing
this value would make the client to | eave sone free space for
these situations.

3. The RADIUS client SHOULD react upon the reception of this
attribute by adjusting the maxi mum si ze for the next chunk
accordingly. However, as the Proxy-State-Len offers just an
estimati on of the space required by the proxies, the client NMAY
sel ect a smaller amount in environnments known to be probl emati c.

7.2. State attribute

Thi s RADI US fragmentati on mechani sm makes use of the State attribute
to link all the chunks belonging to the sane fragnmented packet.
However, some considerations are required when the RADIUS server is
fragmenting a packet that already contains a State attribute for
other purposes not related with the fragnentation. |f the procedure
described in Section 4 is followed, two different State attributes
could be included into a single chunk, incurring into two probl ens.
First, [RFC2865] explicitly forbids that nore than one State
attribute appears into a single packet.

A straightforward solution consists on naking the RADI US server to
send the original State attribute into the Iast chunk of the sequence
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(attributes can be re-ordered as specified in [ RFC2865]). As the

| ast chunk (when generated by the RADI US server) does not contain any
State attribute due to the fragnentati on nechani sm both situations
descri bed above are avoi ded.

Sonet hing simlar happens when the RADIUS client has to send a
fragment ed packet that contains a State attribute on it. The client
MUST assure that this original State is included into the first chunk
sent to the server (as this one never contains any State attribute
due to fragnentation).

7.3. Service-Type attribute
This RADI US fragnentation nechani sm makes use of the Service-Type
attribute to indicate an Access- Accept packet is not granting access
to the service yet, since additional authorization exchange needs to
be perfornmed. Simlarly to the State attribute, the RAD US server
has to send the original Service-Type attribute into the |ast Access-
Accept of the RADIUS conversation to avoid anbiguity.

7.4. Rebuilding the original |arge packet
The RADIUS client stores the RADIUS attributes received on each chunk
in order to be able to rebuild the original |arge packet after
receiving the last chunk. However, sonme of these received attributes
MUST NOT be stored in this list, as they have been introduced as part
of the fragmentation signalling and hence, they are not part of the
ori gi nal packet.
0 State (except the one in the last chunk, if present)
0 Service-Type = Additional - Aut hori zati on
o Frag-Status
0 Proxy-State-Len

Simlarly, the RADI US server MJST NOT store the followi ng attributes
as part of the original |arge packet:

0 State (except the one in the first chunk, if present)
0 Service-Type = Additional - Aut hori zati on
o Frag-Status

0 Proxy-State (except the ones in the last chunk)
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0 User-Name (except the one in the first chunk)

8. Newflag T field for the Long Extended Type attribute definition

Thi s docunment defines a new field in the "Long Extended Type"
attribute format. This field is one bit in size, and is called "T"
for Truncation. It indicates that the attribute is intentionally
truncated in this chunk, and is to be continued in the next chunk of
the sequence. The conbination of the flags "M and "T" indicates
that the attribute is fragnented (flag M, but that all the fragnents
are not available in this chunk (flag T). Proxies inplenenting

[ RFC6929] will see these attributes as invalid (they will not be able
to reconstruct them, but they will still forward them as [ RFC6929]
section 5.2 indicates they SHOULD forward unknown attri butes anyway.

As a consequence of this addition, the Reserved field is now 6 bits
long (see Section 11.1 for some considerations). The follow ng
figure represents the new attribute fornmat.

0 1 2 3
01234567890123456789012345678901
T I I S i T i T S S e It L i T S A s

| Type | Length | Extended-Type |M T| Reserved |
R R e R e s s e o S S e R e o o
| Val ue ...

B S T i S S e s 2w S S

Fi gure 12: Updated Long Extended Type attribute fornat

9. New attri bute definition

Thi s docunent proposes the definition of two new extended type
attributes, called Frag-Status and Proxy-State-Len. The format of
these attributes follows the indications for an Extended Type
attribute defined in [ RFC6929].

9.1. Frag-Status attribute
This attribute is used for fragnentation signalling, and its neaning

depends on the code value transported within it. The follow ng
figure represents the format of the Frag-Status attribute.
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1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

[ Type [ Length | Extended- Type | Code
B i i S S i I e i S S R L e e e e
Code (cont) |

B e s i S e e e s o ok NS
Figure 13: Frag-Status format

Type

To be assigned (TBA)
Length

7
Ext ended- Type

To be assigned (TBA).
Code

4 byte. Integer indicating the code. The values defined in this
speci fications are:

0 - Reserved

1 - Fragnentation- Supported

2 - More-Dat a- Pendi ng

3 - More-Dat a- Request
This attribute MAY be present in Access-Request, Access-Chall enge and
Access- Accept packets. It MJST NOT be included in Access-Reject
packets. Clients supporting this specification MIST include a Frag-
Status = Fragnmentation-Supported attribute in the first Access-
Request sent to the server, in order to indicate they would accept
fragmented data fromthe sever.

9.2. Proxy-State-Len attribute

This attribute indicates to the RADIUS client the |l ength of the
Proxy-State attributes received by the RADI US server. This

information is useful to adjust the Iength of the chunks sent by the
RADIUS client. The format of this Proxy-State-Len attribute is the
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fol | owi ng:
1 2 3
01234567890123456789012345678901
B i i S S i I e i S S R L e e e e
| Type | Length | Extended-Type | Val ue
R R e R e s s e o S S e R e o o
Val ue (cont) |
B i i S S I T i i T S R
Fi gure 14: Proxy-State-Len fornat
Type
To be assigned (TBA)
Length
7
Ext ended- Type
To be assigned (TBA).

Val ue

4 octets. Total length (in octets) of received Proxy-State
attributes (including headers).

This attribute MAY be present in Access-Challenge and Access- Accept
packets. It MJST NOT be included in Access-Request or Access- Reject
packets.

9.3. Table of attributes

The following table shows the different attributes defined in this
docunment related with the kind of RADIUS packets where they can be

present.

[ Ki nd of packet [

+--- o= +--- o= +--- o= +--- o= +
Attribute Name | Req | Acc | Rej | Cha |
---------------------- B LI, e
Frag- St at us | 0-1] 0-2 ] O | O-1]
---------------------- B T T e
Proxy- St at e- Len | O | 0-1] O | O-1|
---------------------- B T LI g
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10. Operation with proxies

The fragnentation mechani sm defi ned above is designed to be
transparent to | egacy proxies, as long as they do not want to nodify
any fragnmented attribute. Neverthel ess, updated proxies supporting
this specification can even nodify fragnented attri butes.

10.1. Legacy proxies

As every chunk is indeed a RADI US packet, |egacy proxies treat them
as the rest of packets, routing themto their destination. Proxies
can introduce Proxy-State attributes to Access-Request packets, even
if they are indeed chunks. This will not affect how fragnentation is
managed. The server will include all the received Proxy-State
attributes into the generated response, as described in [ RFC2865].
Hence, proxies do not distinguish between a regul ar RADI US packet and
a chunk.

10. 2. Updated proxies

Updated proxies can interact with clients and servers in order to
obtain the conplete | arge packet before starting forwarding it. In
this way, proxies can nmanipulate (nodify and/or renove) any attribute
of the packet, or introduce new attributes, w thout worrying about
crossing the boundaries of the chunk size. Once the nanipul ated
packet is ready, it is sent to the original destination using the
fragmentati on mechanism (if required). The follow ng exanpl e shows
how an updated proxy interacts with the NAS to obtain a | arge Access-
Request packet, nodify an attribute resulting into a even nore |arge
packet, and interacts with the AS to conplete the transni ssion of the
nmodi fi ed packet.
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Access- Chal | enge( 1) { User - Nane,
Frag- St at us(MDR), St at el}

-t - -+ -t - -+
| NAS | | Proxy |
LT I e LT I e

I

Access- Request (1) { User - Name, Cal | i ng- Station-1d, |

Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, |

Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, [

Exanpl e- Long- 1[ MI], Fr ag- St at us( MDP) } |

--------------------------------------------------- >|

I

I

I

I
Access- Request (2) (User - Nane, St at el, |
Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, [

Exanpl e- Long- 1[ M, Exanpl e- Long- 1} |

I

PROXY MODI FI ES ATTRI BUTE Dat a | NCREASI NG | TS
SI ZE FROM 9 FRAGMVENTS TO 11 FRAGVENTS

Fi gure 15: Updated proxy interacts with NAS
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11.

11.

oo - -+ oo - -+
| Proxy | | AS |
LT I e LT I e

I

Access- Request (3) { User- Name, Cal | i ng- Station-1d, |

Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, |

Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, [

Exanpl e- Long- 1[ MI], Fr ag- St at us( MDP) } |

--------------------------------------------------- >|

I

I

I

Frag- St at us(MDR), St at e2}

I
Access- Request (4) { User - Nane, St at e2, |
Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, [

Exanpl e- Long- 1[ M, Exanpl e- Long-1[ M, |

Exanpl e- Long- 1[ MT], Frag- St at us( MDP) } |

I

I

I

I

Access- Chal | enge( 1) { User - Nane,

+

o]

+

I

I

I

I

I

I

| Access- Chal | enge( 1) { User - Nane,
I

I

I

I

I

I

I

I

I

[ Frag- St at us(MDR), St at e3}
I
I
I
I

Figure 16: Updated proxy interacts with AS

Oper ati onal consi derations
1. Flag T

As described in Section 8, this docunent nodifies the definition of
the "Reserved" field of the "Long Extended Type" attribute [RFC6929],
by allocating an additional flag "T". The neaning and position of
this flag is defined in this docunment, and nowhere el se. This night
generate an issue if subsequent specifications want to all ocate a new
flag as well, as there would be no direct way for themto know which
parts of the "Reserved" field have al ready been defi ned.

An imedi ate and reasonabl e solution for this issue would be
declaring that this draft updates [RFC6929]. In this way, [RFC6929]
woul d include an "Updated by" clause that will point readers to this
docunent. However, since this draft belongs to the Experinental
track and [ RFC6929] belongs to the Standards track, we do not know if
i ncluding that "Updates" clause would be acceptabl e.
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11.

11.

11.

Anot her alternative would be creating an | ANA registry for the
"Reserved" field. However, the working group thinks that woul d be
overkill, as not such a great nunber of specifications extending that
field are expected.

Hence, we have decided to include the "Updates" clause in the
docunent so far.

2. Violation of RFC2865

Section 4.1 indicates that all authorization and authentication
handling wi |l be postponed until all the chunks have been received.
Thi s postponenent also affects to the verification that the Access-
Request packet contains sone kind of authentication attribute (e.qg.
User - Passwor d, CHAP- Password, State or other future attribute), as
required by [ RFC2865]. This checking will therefore be del ayed unti
the original |arge packet has been rebuilt, as sonme of the chunks may
not contain any of them

The aut hors acknow edge that this specification violates the "MJST"
requi renent of [RFC2865] Section 4.1. W note that a proxy which
enforces that requirenent would be unable to support future RAD US
aut henti cation extensions. Extensions to the protocol would
therefore be inpossible to deploy. Al known inplenentations have
chosen the phil osophy of "be liberal in what you accept”. That is,
they accept traffic which violates the requirement of [RFC2865]
Section 4.1. W therefore expect to see no operational issues with
this specification. After we gain nore operational experience with
this specification, it can be re-issued as a standards track
docunent, and update [ RFC2865].

3. Proxying based on User- Name

This proposal assunes | egacy proxies to base their routing decisions
on the value of the User-Nane attribute. For this reason, every
packet sent fromthe client to the server (either chunks or requests
for more chunks) MUST contain a User-Nanme attribute.

4. Transport behavi our

This proposal does not nodify the way RADI US interacts with the
underlying transport (UDP). That is, RADI US keeps follow ng a | ock-
step behaviour, that requires receiving an explicit acknow edge for
each chunk sent. Hence, bursts of traffic which could congest |inks
bet ween peers are not an issue.
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12.

13.

Security Considerations

As noted in many earlier specifications ([RFC5080], [RFC6158], etc.)
RADI US security is problematic. This specification changes nothing
related to the security of the RADIUS protocol. It requires that all
Access- Request packets associated with fragnentation are

aut henti cated using the existing Message-Authenticator attribute.
This signature prevents forging and replay, to the limts of the

exi sting security.

The ability to send bulk data fromone party to another creates new
security considerations. dients and servers nmay have to store |large
anounts of data per session. The anount of this data can be
significant, leading to the potential for resource exhaustion. W

t heref ore suggest that inplenmentations limt the anbunt of bul k data
stored per session. The exact nethod for this limtationis

i npl ementation-specific. Section 6 gives sone indications on what
coul d be reasonable linmts.

The bul k data can often be pushed off to storage nethods other than
the menory of the RADIUS inplementation. For exanple, it can be
stored in an external database, or in files. This approach nmitigates
the resource exhaustion issue, as servers today already store |arge
amount s of accounting data.

| ANA Consi der ations

The aut hors request that Attribute Types and Attribute Val ues defined
in this docunent be registered by the Internet Assigned Nunbers
Authority (1 ANA) fromthe RADI US nanmespaces as described in the "I ANA
Consi derations" section of [RFC3575], in accordance with BCP 26

[ RFC5226]. For RADI US packets, attributes and registries created by
this docunment I ANA is requested to place them at

http://ww. i ana. or g/ assi gnnent s/ radi us-types.

In particular, this docunent defines two new RADIUS attributes
entitled "Frag-Status" and "Proxy-State-Len" (see section 9),
assigned val ues of TBD1 and TBD2 fromthe Long Extended Space of
[ RFC2865] :

Tag Narme Length Meaning
TBD1 Frag- St at us 7 Signal s fragnmentation
TBD2 Proxy- State-Len 7 I ndicates the length of the

received Proxy-State attributes

The Frag-Status attribute also defines a 8-bit "Code" field, for
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which the ANA is to create and naintain a new sub-registry entitled
"Code val ues" under the RADIUS "Frag-Status" attribute. Initia

val ues for the RADIUS Frag-Status "Code" registry are given bel ow,
future assignnents are to be nmade through "RFC required" [|ANA-

CONSI DERATI ONS] . Assi gnnents consi st of a Frag-Status "Code" nane
and its associ ated val ue.

Val ue Frag- St at us Code Name Definition

0 Reserved See Section 9.1
1 Fragnent ati on- Supported See Section 9.1
2 Mor e- Dat a- Pendi ng See Section 9.1
3 Mor e- Dat a- Request See Section 9.1
4- 255 Unassi gned

Additionally, allocation of a new Service-Type value for "Additional -
Aut hori zation" is requested.

Val ue Servi ce Type Val ue Definition

TBA Addi ti onal - Aut hori zati on See section 4.1
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