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Abst ract

The User Datagram Protocol (UDP) provides a mnimal nessage- passing
transport that has no inherent congestion control nechanisns.

Because congestion control is critical to the stable operation of the
Internet, applications and other protocols that choose to use UDP as
an Internet transport nust enploy mechani snms to prevent congestion
col l apse and to establish sonme degree of fairness with concurrent
traffic. They may al so need to inplenent additional nechanisns,
dependi ng on how t hey use UDP

Thi s docunent provides guidelines on the use of UDP for the designers
of applications, tunnels and other protocols that use UDP

Congestion control guidelines are a primary focus, but the docunent

al so provi des gui dance on other topics, including nmessage sizes,
reliability, checksuns, and m ddl ebox traversal

I f published as an RFC, this docunent w |l obsol ete RFC5405.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Decenber 19, 2014.
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1. Introduction

The User Datagram Protocol (UDP) [RFC0O768] provides a mninal
unreliable, best-effort, nessage-passing transport to applications
and other protocols (such as tunnels) that desire to operate over UDP
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(both sinmply called "applications" in the remainder of this
docunent). Conpared to other transport protocols, UDP and its UDP-
Lite variant [ RFC3828] are unique in that they do not establish end-
to-end connections between communicating end systens. UDP

communi cati on consequently does not incur connection establishnent
and tear-down overheads, and there is mninmal associated end system
state. Because of these characteristics, UDP can offer a very

ef ficient conmmuni cation transport to sonme applications.

A second uni que characteristic of UDP is that it provides no inherent
congestion control nechanisns. On nany platfornms, applications can
send UDP datagrams at the line rate of the link interface, which is
often nuch greater than the avail able path capacity, and doing so
contributes to congestion along the path. [RFC2914] describes the
best current practice for congestion control in the Internet. It
identifies two najor reasons why congestion control nechanisns are
critical for the stable operation of the Internet:

1. The prevention of congestion collapse, i.e., a state where an
increase in network load results in a decrease in useful work
done by the network.

2. The establishnent of a degree of fairness, i.e., allowng
multiple flows to share the capacity of a path reasonably
equi tably.

Because UDP itself provides no congestion control nechanisnms, it is
up to the applications that use UDP for |Internet comunication to
enpl oy suitable nmechanisns to prevent congestion collapse and
establish a degree of fairness. [RFC2309] discusses the dangers of
congesti on-unresponsive flows and states that "all UDP-based
stream ng applications should incorporate effective congestion

avoi dance mechanisns”. This is an inportant requirenment, even for
applications that do not use UDP for streaming. |n addition,
congestion-controlled transmi ssion is of benefit to an application
itself, because it can reduce self-induced packet |oss, mnimnze
retransm ssions, and hence reduce delays. Congestion control is
essential even at relatively slow transm ssion rates. For exanple,
an application that generates five 1500-byte UDP datagrans in one
second can al ready exceed the capacity of a 56 Kb/s path. For
applications that can operate at higher, potentially unbounded data
rates, congestion control becones vital to prevent congestion
col l apse and establish some degree of fairness. Section 3 describes
a nunber of sinple guidelines for the designers of such applications.

A UDP datagramis carried in a single I P packet and is hence limted

to a maxi num payl oad of 65,507 bytes for |Pv4 and 65,527 bytes for
I Pv6. The transnission of |large | P packets usually requires IP
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fragmentation. Fragnmentation decreases conmunication reliability and
efficiency and should be avoided. |1Pv6 allows the option of
transmitting | arge packets ("junbograns”) wi thout fragmentation when
all link layers along the path support this [RFC2675]. Sone of the
gui delines in Section 3 describe how applications should determn ne
appropri ate nessage sizes. Oher sections of this docunent provide
gui dance on reliability, checksuns, and m ddl ebox traversal

Thi s document provides guidelines and reconmendations. Although nost
UDP applications are expected to follow these guidelines, there do
exi st valid reasons why a specific application nmay decide not to
follow a given guideline. |In such cases, it is RECOMVENDED t hat
application designers cite the respective section(s) of this docunent
in the technical specification of their application or protocol and
explain their rationale for their design choice.

[ RFC5405] was scoped to provide guidelines for unicast applications
only, whereas this docunent al so provides guidelines for UDP fl ows
that use I P anycast, nulticast and broadcast, and applications that
use UDP tunnels to support |P flows.

Finally, although this docunment specifically refers to applications
that use UDP, the spirit of some of its guidelines also applies to

ot her nessage-passing applications and protocols (specifically on the
topi cs of congestion control, nmessage sizes, and reliability).
Exanpl es i nclude signaling or control applications that choose to run
directly over IP by registering their owm |IP protocol nunber with

| ANA. This docunent nay provide useful background reading to the
desi gners of such applications and protocols.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .

3. UDP Usage Cuidelines

I nternet paths can have wi dely varying characteristics, including
transm ssi on del ays, avail abl e bandwi dt hs, congestion | evels,
reordering probabilities, supported nessage sizes, or |oss rates.
Furthernore, the same Internet path can have very different
conditions over time. Consequently, applications that may be used on
the Internet MIUST NOT make assunptions about specific path
characteristics. They MJST instead use nechanisns that |et them
operate safely under very different path conditions. Typically, this
requires conservatively probing the current conditions of the
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Internet path they conmuni cate over to establish a transmn ssion
behavior that it can sustain and that is reasonably fair to other
traffic sharing the path.

These nechanisns are difficult to inplenent correctly. For nost
applications, the use of one of the existing | ETF transport protocols
is the sinplest nmethod of acquiring the required nechani sns.
Consequently, the RECOMVENDED alternative to the UDP usage descri bed
in the remainder of this section is the use of an | ETF transport
protocol such as TCP [ RFC0793], Stream Control Transm ssion Protoco
(SCTP) [ RFC4960], and SCTP Partial Reliability Extension (SCTP-PR)

[ RFC3758], or Datagram Congestion Control Protocol (DCCP) [RFC4340]
with its different congestion control types

[ RFC4A341] [ RFC4342] [ RFC5622] .

If used correctly, these nore fully-featured transport protocols are
not as "heavyweight" as often clained. For exanple, the TCP

al gorithnms have been continuously inproved over decades, and have
reached a level of efficiency and correctness that custom
application-layer mechanisnms will struggle to easily duplicate. In
addition, many TCP inpl enentations all ow connections to be tuned by
an application to its purposes. For exanple, TCP's "Nagle" algorithm
[ RFC0896] can be disabl ed, inproving conmunication |atency at the
expense of nmore frequent -- but still congestion-controlled -- packet
transm ssions. Another exanple is the TCP SYN cooki e mechani sm

[ RFC4987], which is available on nmany platforms. TCP with SYN
cooki es does not require a server to maintain per-connection state
until the connection is established. TCP also requires the end that
cl oses a connection to maintain the TIME-WAIT state that prevents

del ayed segnents from one connection instance frominterfering with a
| ater one. Applications that are aware of and designed for this
behavi or can shift mai ntenance of the TIME-WAIT state to conserve
resources by controlling which end closes a TCP connecti on [ FABER].
Finally, TCP's built-in capacity-probing and awareness of the maxi num
transm ssion unit supported by the path (PMIU) results in efficient
data transmi ssion that quickly conpensates for the initial connection
setup delay, in the case of transfers that exchange nore than a few
segnent s.

3.1. Congestion Control Guidelines

If an application or protocol chooses not to use a congestion-
controll ed transport protocol, it SHOULD control the rate at which it
sends UDP datagrans to a destination host, in order to fulfill the
requirenents of [RFC2914]. It is inportant to stress that an
appl i cation SHOULD perform congestion control over all UDP traffic it
sends to a destination, independently fromhow it generates this
traffic. For exanple, an application that forks nultiple worker
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processes or otherw se uses nultiple sockets to generate UDP
dat agranms SHOULD perform congesti on control over the aggregate
traffic.

Several approaches to perform congestion control are discussed in the
remai nder of this section. The section describes generic topics with
an i ntended enphasis on uni cast and anycast [RFC1546] usage. Not all
approaches di scussed bel ow are appropriate for all UDP-transmitting
applications. Section 3.1.1 discusses congestion control options for
applications that performbul k transfers over UDP. Such applications
can enpl oy schenmes that sanple the path over several subsequent RTTs
during which data is exchanged, in order to deternine a sending rate
that the path at its current |oad can support. Oher applications
only exchange a few UDP datagrams with a destination. Section 3.1.2
di scusses congestion control options for such "l ow data-vol une”
applications. Because they typically do not transmt enough data to
iteratively sanple the path to deternine a safe sending rate, they
need to enploy different kinds of congestion control mnechani sns.
Section 3.1.6 discusses congestion control considerations when UDP is
used as a tunneling protocol. Section 4 provides additiona
recomendati ons for broadcast and nulticast usage.

UDP applications nmay take advantage of Explicit Congestion
Notification (ECN), providing that the application progranm ng
interface can support ECN and the congestion control can
appropriately react to ECN-marked packets. [RFC6679] provides

gui dance on how to use ECN for UDP-based applications using the Real -
Time Protocol (RTP).

It is inmportant to note that congestion control should not be viewed
as an add-on to a finished application. Many of the nechanisns

di scussed in the guidelines below require application support to
operate correctly. Application designers need to consider congestion
control throughout the design of their application, simlar to how
they consider security aspects throughout the design process.

In the past, the | ETF has al so investigated integrated congestion
control mechani sms that act on the traffic aggregate between two
hosts, i.e., a framework such as the Congesti on Manager [ RFC3124],
where active sessions may share current congestion information in a
way that is independent of the transport protocol. Such nechanisns
have currently failed to see depl oynment, but would otherwi se sinplify
t he design of congestion control nechanisns for UDP sessions, so that
they fulfill the requirenents in [RFC2914].
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3.1.1. Bulk Transfer Applications

Applications that performbul k transm ssion of data to a peer over
UDP, i.e., applications that exchange nore than a few UDP datagrans
per RTT, SHOULD inplement TCP-Friendly Rate Control (TFRC) [ RFC5348],
wi ndow based TCP-1i ke congestion control, or otherw se ensure that
the application complies with the congestion control principles.

TFRC has been designed to provide both congestion control and
fairness in a way that is conpatible with the | ETF s other transport

protocols. If an application inplenments TFRC, it need not follow the
remai ning guidelines in Section 3.1.1, because TFRC al ready addresses
them but SHOULD still follow the remaining guidelines in the

subsequent subsections of Section 3.

Bul k transfer applications that choose not to inplenent TFRC or TCP-
i ke wi ndowi ng SHOULD i npl enent a congestion control schene that
results in bandwi dth use that conpetes fairly with TCP within an
order of nagnitude. Section 2 of [RFC3551] suggests that
appl i cations SHOULD nonitor the packet loss rate to ensure that it is
wi thin acceptable paranmeters. Packet |oss is considered acceptable
if a TCP flow across the sane network path under the same network
conditions woul d achi eve an average throughput, neasured on a
reasonabl e tinescale, that is not less than that of the UDP fl ow

The conparison to TCP cannot be specified exactly, but is intended as
an "order-of - magni tude" conparison in tinescale and throughput.

Finally, some bulk transfer applications may choose not to inplenent
any congestion control mechanismand instead rely on transmitting
across reserved path capacity. This might be an acceptabl e choice
for a subset of restricted networking environnents, but is by no
means a safe practice for operation over the wider Internet. Wen
the UDP traffic of such applications | eaks out into unprovisioned
Internet paths, it can significantly degrade the perfornmance of other
traffic sharing the path and even result in congestion coll apse.
Applications that support an uncontrolled or unadaptive transni ssion
behavi or SHOULD NOT do so by default and SHOULD i nstead require users
to explicitly enable this node of operation

3.1.2. Low Data-Vol une Applications

When applications that at any tine exchange only a few UDP dat agrans
with a destination inplement TFRC or one of the other congestion
control schenes in Section 3.1.1, the network sees little benefit,
because those nmechani sms perform congestion control in a way that is
only effective for |onger transm ssions.
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Applications that at any tine exchange only a few UDP datagrans with
a destination SHOULD still control their transn ssion behavior by not
sendi ng on average nore than one UDP datagram per round-trip tinme
(RTT) to a destination. Simlar to the recommendation in [RFCL536],
an application SHOULD naintain an estimate of the RTT for any
destination with which it comuni cates. Applications SHOULD

i mpl ement the algorithmspecified in [RFC6298] to conpute a snoot hed
RTT (SRTT) estimate. They SHOULD al so detect packet | oss and
exponentially back their retransm ssion tinmer off when a | oss event
occurs. Wien inplenenting this scheme, applications need to choose a
sensible initial value for the RTT. This value SHOULD generally be
as conservative as possible for the given application. TCP uses an
initial value of 3 seconds [RFC6298], which is al so RECOMWENDED as an
initial value for UDP applications. SIP [RFC3261] and G ST [ RFC5971]
use an initial value of 500 ns, and initial tineouts that are shorter
than this are likely problematic in many cases. It is also inportant
to note that the initial timeout is not the maxi mum possible tineout
-- the RECOWENDED al gorithmin [RFC6298] yields timeout values after
a series of losses that are much Ionger than the initial val ue.

Sone applications cannot maintain a reliable RTT estimate for a
destination. The first case is that of applications that exchange
too few UDP datagrans with a peer to establish a statistically
accurate RTT estinmate. Such applications MAY use a predeternined
transm ssion interval that is exponentially backed-off when packets
are lost. TCP uses an initial value of 3 seconds [RFC6298], which is
al so RECOVWWENDED as an initial value for UDP applications. SIP

[ RFC3261] and d ST [ RFC5971] use an interval of 500 ns, and shorter
values are likely problematic in many cases. As in the previous
case, note that the initial tineout is not the maximum possible

ti meout .

A second cl ass of applications cannot maintain an RTT estimate for a
destination, because the destination does not send return traffic.
Such applicati ons SHOULD NOT send nore than one UDP datagram every 3
seconds, and SHOULD use an even | ess aggressive rate when possi bl e.
The 3-second interval was chosen based on TCP's retransni ssion

ti meout when the RTT is unknown [ RFC6298], and shorter val ues are
likely problematic in many cases. Note that the sending rate in this
case nust be nore conservative than in the two previous cases,
because the lack of return traffic prevents the detection of packet
|l oss, i.e., congestion, and the application therefore cannot perform
exponential back-off to reduce | oad.

Applications that comunicate bidirectionally SHOULD enpl oy
congestion control for both directions of the communication. For
exanple, for a client-server, request-response-style application
clients SHOULD congestion-control their request transmission to a
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server, and the server SHOULD congestion-control its responses to the
clients. Congestion in the forward and reverse direction is

uncorrel ated, and an application SHOULD either independently detect
and respond to congestion along both directions, or limt new and
retransmtted requests based on acknow edged responses across the
entire round-trip path.

3.1.3. Burst Mtigation and Pacing

UDP applications SHOULD provi de nmechanisns to regulate the bursts of
transm ssion that the application my send to the network. Many TCP
and SCTP i npl enent ati ons provi de nmechani sns that prevent a sender
fromgenerating long bursts at line-rate, since these are known to
i nduce early loss to applications sharing a comopn network

bottl eneck. The use of pacing with TCP has al so been shown to

i nprove the coexistence of TCP flows with other flows.

Even | ow data-volunme UDP flows may benefit fromrate control, e.g.
an application that sends three copies of a packet to inprove
robustness to loss is RECOMMVENDED to pace out those three packets
over several RTTs, to reduce the probability that all three packets
will be lost due to the sane congestion event.

3.1.4. QS, Pre-Provisioned or Reserved Capacity

An application using UDP can use the differentiated services and

i ntegrated services QoS frameworks. These are usually avail abl e
within controlled environments (e.g., within a single adnmnistrative
domain or bilaterally agreed connection between domai ns).
Applications intended for the Internet should not assume that QoS
nmechani snms are supported by the networks they use, and therefore need
to provide congestion control, error recovery, etc. in case the
actual network path does not provide provisioned service.

Sone UDP applications are only expected to be depl oyed over network
pat hs that use pre-provisioned capacity or capacity reserved using
dynani ¢ provisioning, e.g., through the Resource Reservation Protoco
(RSVP). Milticast applications are also used with pre-provisioned
capacity (e.g., |IPTV deploynents within access networks). These
appl i cations MAY choose not to inplenent any congestion contro
mechani sm and instead rely on transmitting only on paths where the
capacity is provisioned and reserved for this use. This night be an
acceptabl e choice for a subset of restricted networking environnments,
but is by no nmeans a safe practice for operation over the w der

I nternet.

If the traffic of such applications | eaks out into unprovisioned
Internet paths, it can significantly degrade the perfornance of other
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traffic sharing the path and even result in congestion collapse. For
this reason, and to protect other applications sharing the same path,
appl i cations SHOULD depl oy an appropriate circuit breaker, as
described in Section 3.1.5. Applications that support an
uncontrol |l ed or unadaptive transm ssion behavi or SHOULD NOT do so by
default and SHOULD instead require users to explicitly enable this
nmode of operation.

Applications used in networks within a controlled environnment nmay be
abl e to exploit network managenent functions to detect whether they
are causi ng congestion, and react accordingly.

3.1.5. dCircuit Breaker Mechani sns

A transport circuit breaker is an automatic mechanismthat is used to
estinmate the congestion caused by a flow, and to term nate (or
significantly reduce the rate of) the flow when excessive congestion
is detected [I-D.fairhurst-tsvwg-circuit-breaker]. This is a safety
measure to prevent congestion coll apse (starvation of resources
available to other flows), essential for an Internet that is

het er ogeneous and for traffic that is hard to predict in advance.

A circuit breaker is intended as a protection nechani smof |ast
resort. Under normal circunstances, a circuit breaker should not be
triggered; it is designed to protect things when there is severe
overload. The goal is usually to limt the maxi numtransmni ssion rate
that reflects the avail able capacity of a network path. circuit
breakers can operate on individual UDP flows or traffic aggregates,
e.g., traffic sent using a network tunnel. Later sections provide
exanpl es of cases where circuit breakers may or nmay not be desirable.

[1-D.fairhurst-tsvwg-circuit-breaker] provides guidance on the use of
circuit breakers and exanples of usage. The use of a circuit breaker
in RTP is specified in [I-D.ietf-avtcore-rtp-circuit-breakers].

3.1.6. UDP Tunnel s

One increasingly popular use of UDP is as a tunneling protocol, where
a tunnel endpoint encapsul ates the packets of another protocol inside
UDP datagrans and transmits themto another tunnel endpoint, which
decapsul ates the UDP datagrans and forwards the origi nal packets
contained in the payload. Tunnels establish virtual |inks that
appear to directly connect |ocations that are distant in the physica
Internet topology and can be used to create virtual (private)
networks. Using UDP as a tunneling protocol is attractive when the
payl oad protocol is not supported by ni ddl eboxes that nmay exist al ong
the path, because many m ddl eboxes support transm ssion using UDP
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Vel | -inpl enmented tunnels are generally invisible to the endpoints
that happen to transnit over a path that includes tunneled links. On
the other hand, to the routers along the path of a UDP tunnel, i.e.

the routers between the two tunnel endpoints, the traffic that a UDP
tunnel generates is a regular UDP flow, and the encapsul ator and
decapsul at or appear as regul ar UDP-sendi ng and -receiVving
applications. Because other flows can share the path with one or
nmore UDP tunnels, congestion control needs to be considered.

Two factors determ ne whether a UDP tunnel needs to enploy specific
congestion control nechanisns -- first, whether the payload traffic
is | P-based; second, whether the tunneling scheme generates UDP
traffic at a volune that corresponds to the volume of payload traffic
carried within the tunnel

| P-based traffic is generally assuned to be congestion-controlled,
i.e., it is assuned that the transport protocols generating |P-based
traffic at the sender already enpl oy nechanisns that are sufficient
to address congestion on the path. Consequently, a tunnel carrying
| P-based traffic should already interact appropriately with other
traffic sharing the path, and specific congestion control nechanisns
for the tunnel are not necessary.

However, if the IP traffic in the tunnel is known to not be
congestion-controll ed, additional neasures are RECOVMENDED in order
tolimt the inpact of the tunneled traffic on other traffic sharing
t he pat h.

The follow ng guidelines define these possible cases in nore detail

1. A tunnel generates UDP traffic at a volune that corresponds to
the volune of payload traffic, and the payload traffic is IP-
based and congestion-controll ed.

This is arguably the nost common case for Internet tunnels. In
this case, the UDP tunnel SHOULD NOT enploy its own congestion
control mechani sm because congestion |osses of tunneled traffic
will already trigger an appropriate congestion response at the
original senders of the tunneled traffic.

Note that this guideline is built on the assunption that nost |P-
based communication is congestion-controlled. |If a UDP tunnel is
used for |P-based traffic that is known to not be congestion-
controll ed, the next set of guidelines applies.

2. A tunnel generates UDP traffic at a volune that corresponds to
the volune of payload traffic, and the payload traffic is not
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known to be | P-based, or is known to be |IP-based but not
congesti on-control | ed.

This can be the case, for exanple, when sone |ink-layer protocols
are encapsulated within UDP (but not all |ink-Iayer protocols;
some are congestion-controlled). Because it is not known that
congestion | osses of tunneled non-1P traffic will trigger an
appropriate congestion response at the senders, the UDP tunne
SHOULD enpl oy an appropriate congestion control mechani sm
Because tunnels are usually bul k-transfer applications as far as
the internmediate routers are concerned, the guidelines in

Section 3.1.1 apply.

3. A tunnel generates UDP traffic at a volunme that does not
correspond to the volune of payload traffic, independent of
whet her the payload traffic is | P-based or congestion-controll ed.

Exanpl es of this class include UDP tunnels that send at a
constant rate, increase their transnission rates under |oss, for
exanpl e, due to increasing redundancy when Forward Error
Correction is used, or are otherw se unconstrained in their
transm ssi on behavior. These specialized uses of UDP for
tunneling go beyond the scope of the general guidelines given in
this docunent. The inplenenter of such specialized tunnels
SHOULD careful ly consi der congestion control in the design of
their tunneling nechani smand SHOULD consi der use of a circuit
br eaker mechani sm

Desi gning a tunneling nmechanismrequires significantly nore expertise
than needed for nany other UDP applications, because tunnels are
usual ly intended to be transparent to the endpoints transnitting over
them so they need to correctly emul ate the behavior of an IP |ink
e.g., handling fragnentation, generating and responding to | CWP
messages, etc. At the sane tine, the tunneled traffic is application
traffic like any other fromthe perspective of the networks the
tunnel transnmits over. This docunent only touches upon the
congestion control considerations for inplenenting UDP tunnels; a

di scussi on of other required tunneling behavior is out of scope.

3.2. Message Size CQuidelines

I P fragmentation lowers the efficiency and reliability of Internet
communi cation. The loss of a single fragment results in the | oss of
an entire fragnented packet, because even if all other fragnents are
received correctly, the original packet cannot be reassenbl ed and
delivered. This fundanental issue with fragnentation exists for both
IPv4 and I Pv6. In addition, sone network address translators (NATs)
and firewalls drop IP fragnents. The network address translation
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performed by a NAT only operates on conplete | P packets, and some
firewall policies also require inspection of conplete |IP packets.
Even with these being the case, sone NATs and firewalls sinply do not
i npl ement the necessary reassenbly functionality, and instead choose
to drop all fragnents. Finally, [RFC4963] docunents other issues
specific to | Pv4 fragnmentation

Due to these issues, an application SHOULD NOT send UDP dat agrans
that result in I P packets that exceed the MIU of the path to the
destination. Consequently, an application SHOULD either use the path
MIU i nfornmation provided by the IP layer or inplenent path MU

di scovery itself [RFC1191][ RFC1981] [ RFC4821] to determ ne whether the
path to a destination will support its desired nmessage size wthout
fragment ati on.

Applications that do not follow this recommendation to do PMIU

di scovery SHOULD still avoid sending UDP datagrans that would result
in | P packets that exceed the path MIU. Because the actual path MU
i s unknown, such applications SHOULD fall back to sendi ng nessages
that are shorter than the default effective MIU for sending (EMIU S
in [RFC1122]). For IPv4, EMIU S is the smaller of 576 bytes and the
first-hop MIU [ RFC1122]. For |1Pv6, EMIU S is 1280 bytes [ RFC2460].
The effective PMIU for a directly connected destination (with no
routers on the path) is the configured interface MU, which could be
| ess than the maxi nrum link payload size. Transnission of mninum
sized UDP datagrans is inefficient over paths that support a |arger
PMIU, which is a second reason to inplenent PMIU di scovery.

To determ ne an appropriate UDP payl oad size, applications MJST
subtract the size of the I P header (which includes any |Pv4 optiona
headers or | Pv6 extension headers) as well as the length of the UDP
header (8 bytes) fromthe PMIU size. This size, known as the MSS,
can be obtained fromthe TCP/IP stack [ RFC1122].

Applications that do not send nessages that exceed the effective PMIU
of IPv4 or I Pv6 need not inplenent any of the above nechani sms. Note
that the presence of tunnels can cause an additional reduction of the
effective PMIU, so inplenmenting PMIU di scovery nmay be benefi ci al

Applications that fragnment an application-layer nessage into nultiple
UDP dat agrans SHOULD performthis fragnentation so that each datagram
can be received i ndependently, and be independently retransnmtted in
the case where an application inplements its own reliability

mechani sns.

Packeti zation Layer Path MIU Di scovery (PLPMIUD) [ RFC4821] does not

rely upon network support for | CMP nessages and is therefore
consi dered nore robust than standard PMIUD. To operate, PLPMIUD
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requi res changes to the way the transport is used, both to transnmit
probe packets, and to account for the |oss or success of these
probes. This updates not only the PMIU algorithm it also inpacts

| oss recovery, congestion control, etc. These updated nmechani sns can
be inplenmented within a connection-oriented transport (e.g., TCP
SCTP, DCCP), but are not a part of UDP. PLPMIUD therefore places
addi tional design requirenents on a UDP application that wi shes to
use this method.

3.3. Reliability Quidelines

Application designers are generally aware that UDP does not provide
any reliability, e.g., it does not retransnmt any |ost packets.
Often, this is a main reason to consider UDP as a transport.
Applications that do require reliable nmessage delivery MJST inpl enent
an appropriate nmechani smthensel ves.

UDP al so does not protect against datagramduplication, i.e., an
application may receive multiple copies of the same UDP dat agram
with some duplicates arriving potentially nmuch later than the first.
Application designers SHOULD verify that their application handl es
such dat agram duplication gracefully, and nmay consequently need to

i mpl ement nechani sns to detect duplicates. Even if UDP datagram
reception triggers only idenpotent operations, applications may want
to suppress duplicate datagrans to reduce | oad.

Applications that require ordered delivery MJIST reestablish datagram
ordering thenselves. The Internet can significantly delay sone
packets with respect to others, e.g., due to routing transients,
intermttent connectivity, or nobility. This can cause reordering,
where UDP datagranms arrive at the receiver in an order different from
the transm ssion order.

It is inportant to note that the tine by which packets are reordered
or after which duplicates can still arrive can be very large. Even
nore inmportantly, there is no well-defined upper boundary here.

[ RFCO793] defines the maxi mum del ay a TCP segnment shoul d experience
-- the Maxi mum Segnment Lifetime (MSL) -- as 2 minutes. No other RFC
defines an MSL for other transport protocols or IPitself. The ML
val ue defined for TCP is conservative enough that it SHOULD be used
by other protocols, including UDP. Therefore, applications SHOULD be
robust to the reception of delayed or duplicate packets that are
received within this 2-nminute interval

Instead of inplenmenting these relatively conplex reliability
mechani sns by itself, an application that requires reliable and
ordered nessage delivery SHOULD whenever possible choose an | ETF
standard transport protocol that provides these features.
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Checksum Cui del i nes

The UDP header includes an optional, 16-bit one’s conpl enent checksum
that provides an integrity check. These checks are not strong froma
codi ng or cryptographic perspective, and are not designed to detect
physi cal -1 ayer errors or malicious nodification of the datagram

[ RFC3819]. Application devel opers SHOULD i npl enent additional checks
where data integrity is inmportant, e.g., through a Cyclic Redundancy
Check (CRC) included with the data to verify the integrity of an
entire object/file sent over the UDP service.

The UDP checksum provides a statistical guarantee that the payl oad
was not corrupted in transit. It also allows the receiver to verify
that it was the intended destination of the packet, because it covers
the I P addresses, port nunmbers, and protocol nunber, and it verifies
that the packet is not truncated or padded, because it covers the
size field. It therefore protects an application against receiving
corrupted payl oad data in place of, or in addition to, the data that
was sent. More description of the set of checks performed using the
checksum field are provided in Section 3.1 of [RFC6396].

Appl i cations SHOULD enabl e UDP checksuns. For |Pv4, [RFC0768]

pernmits the option to disable their use. The use of the UDP checksum
was required when applications transmit UDP over |Pv6 [ RFC2460].

This requirement was updated in [ RFC6395], but only for specific
protocol s and applications, and the inplenentation of the set of
functions defined in [ RFC6396] is then REQU RED. These additiona
design requirenents for using a zero | Pv6 UDP checksum [ RFC6396] are
not present for |Pv4, since the network-1layer header validates
information that is not protected for an | Pv6 packet.

Applications that choose to disable UDP checksums when transmitting
over | Pv4d MJUST NOT make assunptions regarding the correctness of
recei ved data and MJST behave correctly when a UDP datagramis
received that was originally sent to a different destination or is
ot herwi se corrupted

1. UDP-Lite

A special class of applications can derive benefit from having
partial | y-danmaged payl oads delivered, rather than di scarded, when
usi ng paths that include error-prone links. Such applications can
tol erate payl oad corruption and MAY choose to use the Lightweight
User Datagram Protocol (UDP-Lite) [RFC3828] variant of UDP instead of
basic UDP. Applications that choose to use UDP-Lite instead of UDP
shoul d still follow the congestion control and other guidelines
described for use with UDP in Section 3.
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UDP- Lite changes the semantics of the UDP "payload length" field to
that of a "checksum coverage length" field. Oherwise, UDP-Lite is
semantically identical to UDP. The interface of UDP-Lite differs
fromthat of UDP by the addition of a single (socket) option that
communi cates a checksum coverage | ength value: at the sender, this
specifies the intended checksum coverage, with the renaining
unprotected part of the payload called the "error-insensitive part".
By default, the UDP-Lite checksum coverage extends across the entire
datagram If required, an application may dynamically nodify this

|l ength value, e.g., to offer greater protection to sone nessages.
UDP-Lite always verifies that a packet was delivered to the intended
destination, i.e., always verifies the header fields. Errors in the
insensitive part will not cause a UDP datagramto be discarded by the
destination. Applications using UDP-Lite therefore MJUST NOT nake
assunptions regarding the correctness of the data received in the
insensitive part of the UDP-Lite payl oad.

A UDP-Lite sender SHOULD sel ect the m ni mum checksum coverage to
include all sensitive payload information. For exanple, applications
that use the Real -Time Protocol (RTP) [RFC3550] will likely want to
protect the RTP header against corruption. Applications, where
appropriate, MJST also introduce their own appropriate validity
checks for protocol infornmation carried in the insensitive part of
the UDP-Lite payload (e.g., internal CRCs).

A UDP-Lite receiver MJST set a m ni num coverage threshold for

i ncom ng packets that is not smaller than the smallest coverage used
by the sender [RFC3828]. The receiver SHOULD select a threshold that
is sufficiently large to bl ock packets with an inappropriately short
coverage field. This nay be a fixed value, or may be negoti ated by
an application. UDP-Lite does not provide mechanisnms to negotiate
the checksum coverage between the sender and receiver.

Applications can still experience packet |oss when using UDP-Lite.
The enhancenents offered by UDP-Lite rely upon a link being able to
intercept the UDP-Lite header to correctly identify the partial
coverage required. Wen tunnels and/or encryption are used, this can
result in UDP-Lite datagranms being treated the sane as UDP dat agrans,
i.e., result in packet loss. Use of IP fragnmentation can al so
prevent special treatnment for UDP-Lite datagrans, and this is another
reason why applications SHOULD avoid I P fragnentation (Section 3.2).

Current support for mniddlebox traversal using UDP-Lite is poor
because UDP-Lite uses a different |Pv4 protocol nunmber or |Pv6 "next
header" val ue than that used for UDP; therefore, few m ddl eboxes are
currently able to interpret UDP-Lite and take appropriate actions
when forwardi ng the packet. This makes UDP-Lite |l ess suited for
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appl i cations needing general Internet support, until such time as
UDP-Lite has achi eved better support in mddl eboxes and endpoi nts.

3.5. Mddl ebox Traversal QGuidelines

Net wor k address translators (NATs) and firewalls are exanpl es of

i ntermedi ary devices ("niddl eboxes") that can exi st along an end-to-
end path. A middlebox typically perforns a function that requires it
to maintain per-flow state. For connection-oriented protocols, such
as TCP, m ddl eboxes snoop and parse the connection- nanagenent

i nformati on and create and destroy per-flow state accordingly. For a
connectionl ess protocol such as UDP, this approach is not possible.
Consequent |y, m ddl eboxes may create per-flow state when they see a
packet that -- according to sone local criteria -- indicates a new
flow, and destroy the state after sonme period of time during which no
packets belonging to the sane fl ow have arrived

Dependi ng on the specific function that the m ddl ebox perforns, this
behavi or can introduce a time-dependency that restricts the kinds of
UDP traffic exchanges that will be successful across the m ddl ebox.
For exanple, NATs and firewalls typically define the partial path on
one side of themto be interior to the domain they serve, whereas the
partial path on their other side is defined to be exterior to that
domain. Per-flow state is typically created when the first packet
crosses fromthe interior to the exterior, and while the state is
present, NATs and firewalls will forward return traffic. Return
traffic that arrives after the per-flow state has tined out is
dropped, as is other traffic that arrives fromthe exterior

Many applications that use UDP for communi cati on operate across

m ddl eboxes wi t hout needing to enpl oy additional nechanisns. One
exanple is the Domain Nane System (DNS), which has a strict request-
response comunication pattern that typically conpletes within
seconds.

O her applications nmay experience communication failures when

ni ddl eboxes destroy the per-flow state associated with an application
session during periods when the application does not exchange any UDP
traffic. Applications SHOULD be able to gracefully handl e such
communi cation failures and i npl enent nmechanisns to re-establish
application-layer sessions and state.

For some applications, such as nedia transnissions, this re-
synchroni zation is highly undesirabl e, because it can cause user-
percei vabl e pl ayback artifacts. Such specialized applications NMAY
send periodic keep-alive nessages to attenpt to refresh m ddl ebox
state. It is inportant to note that keep-alive nessages are NOT
RECOMVENDED f or general use -- they are unnecessary for many
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applications and can consune significant amunts of system and
net wor k resources.

An application that needs to enploy keep-alives to deliver usefu
service over UDP in the presence of niddl eboxes SHOULD NOT transmnit
them nore frequently than once every 15 seconds and SHOULD use | onger
i nterval s when possible. No conmon tinmeout has been specified for
per-flow UDP state for arbitrary m ddl eboxes. NATs require a state
timeout of 2 mnutes or |onger [RFC4787]. However, enpirica

evi dence suggests that a significant fraction of currently depl oyed
m ddl eboxes unfortunately use shorter tineouts. The tinmeout of 15
seconds originates with the Interactive Connectivity Establishnent
(I CE) protocol [RFC5245]. \When an application is deployed in a
controll ed network environnment, the deployer SHOULD i nvestigate
whet her the target environment all ows applications to use |onger
intervals, or whether it offers nechanisns to explicitly contro

m ddl ebox state tinmeout durations, for exanple, using M ddl ebox
Comuni cations (M DCOV) [RFC3303], Next Steps in Signaling (NSIS)

[ RFC5973], or Universal Plug and Play (UPnP) [UPnP]. It is
RECOMVENDED t hat applications apply slight random vari ati ons
("jitter") to the timng of keep-alive transm ssions, to reduce the
potential for persistent synchronizati on between keep-alive

transm ssions fromdifferent hosts.

Sendi ng keep-alives is not a substitute for inplenmenting a nechani sm
to recover from broken sessions. Like all UDP datagrans, keep-alives
can be del ayed or dropped, causing m ddl ebox state to tinme out. In
addition, the congestion control guidelines in Section 3.1 cover al
UDP transni ssions by an application, including the transni ssion of

m ddl ebox keep-alives. Congestion control may thus | ead to del ays or
tenporary suspensi on of keep-alive transm ssion

Keep-al i ve messages are NOT RECOMMENDED for general use. They are
unnecessary for nmany applications and may consume significant
resources. For exanple, on battery-powered devices, if an
application needs to maintain connectivity for 1ong periods with
little traffic, the frequency at which keep-alives are sent can
becone the determining factor that governs power consunption
dependi ng on the underlying network technol ogy. Because many

m ddl eboxes are designed to require keep-alives for TCP connections
at a frequency that is nmuch | ower than that needed for UDP, this

di fference al one can often be sufficient to prefer TCP over UDP for
these depl oynments. On the other hand, there is anecdotal evidence
that suggests that direct comunication through m ddl eboxes, e.g., by
usi ng | CE [ RFC5245], does succeed less often with TCP than with UDP
The trade-offs between different transport protocols -- especially
when it conmes to mddl ebox traversal -- deserve careful analysis.
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UDP applications need to be designed understanding that there are
many variants of m ddl ebox behavior, and although UDP is connecti on-

| ess, m ddl eboxes often maintain state for each UDP flow Using
multiple flows can consune avail abl e state space and also can lead to
changes in the way the m ddl ebox handl es subsequent packets (either
to protect its internal resources, or to prevent perceived nisuse).
This has inplications on applications that use multiple UDP flows in
parallel, even on nultiple ports Section 5.1.1

4. Muilticast UDP Usage Guidelines

This section conplements Section 3 by providing additional guidelines
that are applicable to multicast and broacast usage of UDP

Mul ticast and broadcast transmi ssion [RFC1112] usually enpl oy the UDP
transport protocol, although they may be used with other transport
protocols (e.g., UDP-Lite).

There are currently two nodels of nulticast delivery: the Any-Source
Multicast (ASM nodel as defined in [ RFC1112] and the Source- Specific
Multicast (SSM nodel as defined in [ RFC4607]. ASM group nenbers
will receive all data sent to the group by any source, while SSM
constrains the distribution tree to only one single source.

Speci al i zed cl asses of applications also use UDP for IP nulticast or
broadcast [RFC0919]. The design of such specialized applications
requires expertise that goes beyond sinple, unicast-specific

gui del i nes, since these senders may transmt to potentially very nmany
receivers across potentially very heterogeneous paths at the sane
time, which significantly conplicates congestion control, flow
control, and reliability nechanisns. This section provides guidance
on multicast UDP usage.

Use of broadcast by an application is normally constrained by routers
to the local subnetwork. However, use of tunneling techni ques and
proxi es can and does result in sonme broadcast traffic traversing
Internet paths. These guidelines therefore also apply to broadcast
traffic.

The I ETF has defined a reliable nulticast franework [ RFC3048] and
several building blocks to aid the designers of nulticast
applications, such as [ RFC3738] or [RFC4654]. Anycast senders nust
be aware that successive nessages sent to the sanme anycast |P address
may be delivered to different anycast nodes, i.e., arrive at
different | ocations in the topol ogy.

Most UDP tunnels that carry IP nulticast traffic use a tunne
encapsul ati on with a uni cast destination address. These MJST foll ow
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the sane requirenents as a tunnel carrying unicast data (see
Section 3.1.6). There are deploynent cases and sol uti ons where the
out er header of a UDP tunnel contains a nulticast destination
address, such as [ RFC6513]. These cases are primarily deployed in
controll ed environnments over reserved capacity, often operating
within a single adninistrative domain, or between two donmi ns over a
bi-laterally agreed upon path with reserved bandw dth, and so
congestion control is OPTIONAL, but circuit breaker techniques are
still RECOMMVENDED in order to restore sone degree of service should
the of fered | oad exceed the reserved capacity (e.g., due to

m sconfi guration).

4.1. Milticast Congestion Control Guidelines

Uni cast congestion-controlled transport mechani smare often not
applicable to nulticast distribution services, or sinply do not scale
to large nmulticast trees, since they require bi-directiona

communi cati on and adapt the sending rate to acconmodate the network
conditions to a single receiver. |In contrast, multicast distribution
trees may fan out to massive numbers of receivers, which limts the
scalability of an in-band return channel to control the sending rate,
and the one-to-many nature of nulticast distribution trees prevents
adapting the rate to the requirenents of an individual receiver. For
this reason, generating TCP-conpati bl e aggregate flow rates for
Internet nulticast data, either native or tunneled, is the
responsibility of the application

Congestion control nechanisnms for nmulticast nay operate on | onger
timescal es than for unicast (e.g., due to the higher group RTT of a
het er ogeneous group); appropriate nmethods are particularly for any
mul ticast session were all or part of the multicast distribution tree
spans an access network (e.g., a hone gateway).

Mul ti cast congestion control needs to consider the potential

het erogeneity of both the multicast distribution tree and the
receivers belonging to a group. Heterogeneity may manifest itself in
sone receivers experiencing nore | oss that others, higher delay, and/
or less ability to respond to network conditions. Any multicast-
enabl ed receiver may attenpt to join and receive traffic from any
group. This may inply the need for rate linmts on individua
receivers or the aggregate nmulticast service. Note there is no way
at the transport layer to prevent a join nessage propagating to the
next-hop router. A nulticast congestion control nethod MAY therefore
decide not to reduce the rate of the entire multicast group in
response to a report received by a single receiver; instead it can
deci de to expel each congested receiver fromthe nulticast group and
to then distribute content to these congested receivers at a | ower-
rate using uni cast congestion-control. Care needs to be taken when
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this action results in many fl ows being sinultaneously transitioned,
so that this does not result in excessive traffic exasperating
congestion and potentially contributing to congestion coll apse.

Sone classes of nulticast applications support real-tine

transmi ssions in which the quality of the transfer nmay be nonitored
at the receiver. Applications that detect a significant reduction in
user quality SHOULD regard this as a congestion signal (e.g., to

| eave a group using |layered nulticast encoding).

4.1.1. Bulk Transfer Muilticast Applications

Applications that performbul k transm ssion of data over a nulticast
distribution tree, i.e., applications that exchange nore than a few
UDP dat agrans per RTT, SHOULD inplement a nethod for congestion
control. The currently RECOMVENDED | ETF net hods are: Asynchronous
Layered Coding (ALC) [RFC5775], TCP-Friendly Multicast Congestion
Control (TFMCC) [ RFC4654], Wave and Equation Based Rate Contro
(WEBRC) [RFC3738], NACK-Oiented Reliable Miulticast (NORM transport
protocol [RFC5740], File Delivery over Unidirectional Transport
(FLUTE) [RFC6726], Real Time Protocol/Control Protocol (RTP/ RTCP),

[ RFC3550] .

An application can alternatively inplenment another congestion contro
schenmes foll owing the guidelines of [RFC2887] and utilizing the
framework of [RFC3048]. Bulk transfer applications that choose not
to inplement , [RFC4654] [ RFC5775], [RFC3738], [RFC5740], [RFC6726],
or [ RFC3550] SHOULD i npl enent a congestion control schene that
results in bandwi dth use that conpetes fairly with TCP within an
order of magnitude

Section 2 of [RFC3551] states that nultinedia applications SHOULD
moni tor the packet loss rate to ensure that it is within acceptable
paraneters. Packet |oss is considered acceptable if a TCP fl ow
across the sane network path under the same network conditions would
achi eve an average throughput, neasured on a reasonabl e tinescale,
that is not less than that of the UDP flow. The conparison to TCP
cannot be specified exactly, but is intended as an "order-of -
magni t ude" conparison in tinmescale and throughput.

4.1.2. Low Data-Volune Milticast Applications

Al'l the recommendations in Section 3.1.2 are also applicable to such
mul ti cast applications.
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4.2. Message Size CGuidelines for Milticast

A mul ticast application SHOULD NOT send UDP datagranms that result in
| P packets that exceed the effective MU as described in section 3 of
[ RFC6807]. Consequently, an application SHOULD either use the

ef fective MIU i nformation provided by the Popul ati on Count Extensions
to Protocol |ndependent Milticast [RFC6807] or inplenent path MU

di scovery itself (see Section 3.2) to determ ne whether the path to
each destination will support its desired nessage size wthout
fragment ati on.

5.  Progranmi ng Guidelines

The de facto standard application programrmng interface (APlI) for
TCP/ 1P applications is the "sockets" interface [POSI X]. Some
platforns also offer applications the ability to directly assenble
and transmt | P packets through "raw sockets" or sinilar facilities.
This is a second, nore cunbersone nethod of using UDP. The
guidelines in this docunment cover all such methods through which an
application may use UDP. Because the sockets APl is by far the nobst
common net hod, the renai nder of this section discusses it in nore
detail.

Al t hough the sockets APl was devel oped for UNIX in the early 1980s, a
wi de variety of non-UN X operating systens also inplenent it. The
sockets APl supports both I Pv4 and | Pv6 [ RFC3493]. The UDP sockets
APl differs fromthat for TCP in several key ways. Because
application programmers are typically nore famliar with the TCP
sockets API, this section discusses these differences. [STEVENS]
provi des usage exanpl es of the UDP sockets AP

UDP dat agranms may be directly sent and received, w thout any
connection setup. Using the sockets APlI, applications can receive
packets fromnore than one | P source address on a single UDP socket.
Sone servers use this to exchange data with nore than one renote host
through a single UDP socket at the sane tine. Mny applications need
to ensure that they receive packets froma particul ar source address
these applications MJST inpl enent correspondi ng checks at the
application layer or explicitly request that the operating system
filter the received packets.

If a client/server application executes on a host with nore than one
I P interface, the application SHOULD send any UDP responses with an
| P source address that matches the | P destination address of the UDP
datagramthat carried the request (see [RFC1122], Section 4.1.3.5).
Many m ddl eboxes expect this transm ssion behavior and drop replies
that are sent froma different |P address, as explained in

Section 3.5.
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A UDP receiver can receive a valid UDP datagramwith a zero-length
payl oad. Note that this is different froma return value of zero
froma read() socket call, which for TCP indicates the end of the
connecti on.

Many operating systems also allow a UDP socket to be connected, i.e.
to bind a UDP socket to a specific pair of addresses and ports. This
is simlar to the corresponding TCP sockets APl functionality.
However, for UDP, this is only a |local operation that serves to
simplify the local send/receive functions and to filter the traffic
for the specified addresses and ports. Binding a UDP socket does not
establish a connection -- UDP does not notify the renote end when a

| ocal UDP socket is bound. Binding a socket also allows configuring
options that affect the UDP or |IP |ayers, for exanple, use of the UDP
checksum or the IP Tinmestanp option. On sone stacks, a bound socket
al so allows an application to be notified when | CMP error nessages
are received for its transni ssions [ RFC1122].

UDP provides no flowcontrol, i.e., the sender at any given tine does
not know whether the receiver is able to handle inconing

transm ssions. This is another reason why UDP-based applications
need to be robust in the presence of packet loss. This loss can al so
occur within the sending host, when an application sends data faster
than the line rate of the outbound network interface. It can also
occur on the destination, where receive calls fail to return all the
data that was sent when the application issues themtoo infrequently
(i.e., such that the receive buffer overflows). Robust flow contro
mechani sns are difficult to inplenent, which is why applications that
need this functionality SHOULD consider using a full-featured
transport protocol such as TCP

When an application closes a TCP, SCTP or DCCP socket, the transport
protocol on the receiving host is required to maintain TIME-WAIT
state. This prevents del ayed packets fromthe cl osed connection

i nstance from being m stakenly associated with a |ater connection
i nstance that happens to reuse the sane | P address and port pairs.
The UDP protocol does not inplenment such a mechanism Therefore
UDP- based applications need to be robust in this case. One
application may close a socket or terminate, followed in tinme by
anot her application receiving on the sane port. This later
application nay then receive packets intended for the first
application that were delayed in the network

5.1. Using UDP Ports

The rul es procedures for the nanagenent of the Service Nane and
Transport Protocol Port Nunmber Registry are specified in [ RFC6335].
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Reconmendati ons for use of UDP ports are provided in
[I-D.ietf-tsvwg-port-use].

A UDP sender SHOULD NOT use a zero source port value, and a UDP

recei ver should not bind to port zero. Applications SHOULD i npl enent
correspondi ng receiver checks at the application |ayer or explicitly
request that the operating systemfilter the received packets to
prevent receiving packets with an arbitrary port. This neasure is
designed to provide additional protection fromdata injection attacks
froman off-path source (where the port values may not be known).

Al t hough the source port value is often not directly used in

mul ticast applications, this should still be set to a random or pre-
det er mi ned val ue.

The UDP port nunber fields have been used as a basis to design | oad-
bal ancing solutions for IPv4d. This approach has al so been | everaged
for 1Pv6 [ RFC6438], but the IPv6 "flow | abel" [RFC6437] may al so be
used as a basis for entropy for |load balancing. This use of the flow
| abel for |oad balancing is consistent with the intended use,

al t hough further clarity was needed to ensure the field can be
consistently used for this purpose. Therefore, an updated |IPv6 flow
| abel [RFC6437] and ECVP routing [ RFC6438] usage were specified.
Rout er vendors are encouraged to start using the flow | abel as a part
of the flow hash, providing support for |P-1evel ECMP wi thout

requi ring use of UDP. The end-to-end use of flow |abels for |oad

bal ancing is a long-termsolution. Even if the usage of the flow

| abel has been clarified, there will be a transition time before a
significant proportion of endpoints start to assign a good quality
flow label to the flows that they originate. The use of |oad

bal anci ng using the transport header fields will likely continue
until wi despread deploynent is finally achieved.

5.1.1. Applications using Miultiple UDP Ports

A single application may exchange several types of data. In sone
cases, this may require nmultiple UDP flows (e.g., nultiple sets of
flows, identified by different 5-tuples). [RFC6335] recomends
appl i cations devel opers not to apply to | ANA to be assigned multiple
wel | - known ports (user or system. This does not discuss the
inplications of using nmultiple flows with the sane well-known port or
pairs of dynamic ports (e.g., identified by a service nane or

signal ing protocol).

Use of multiple flows can inpact the network in several ways:
0 Starting a series of successive connections can increase the

nunber of state bindings in m ddl eboxes (e.g., NAPT or Firewall)
al ong the network path. UDP-based m ddl ebox traversal usually
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relies on timeouts to renove old state, since middl eboxes are
unawar e when a particular flow ceases to be used by an
appl i cation.

0 Using several flows at the sanme tinme may result in seeing
different network characteristics for each flow It can not be
assuned both follow the sane path (e.g., when ECWMP is used
traffic is intentionally hashed onto different parallel paths
based on the port nunbers).

0 Using several flows can al so increase the occupancy of a binding
or lookup table in a middlebox (e.g., NAPT or Firewall) which may
cause the device to change the way it nmanages the flow state.

o Further, using excessive nunbers of flows can degrade the ability
of congestion control to react to congestion events, unless the
congestion state is shared between all flows in a session

Therefore, applications MJUST NOT assune consi stent behavi or of

m ddl eboxes when nultiple UDP fl ows are used; nany devices respond
differently as the nunber of ports used increases. Using multiple
flows with different QoS requirenents requires applications to verify
that the expected performance is achieved using each individual flow
(five-tuple), see Section 3.1.4.

5. 2. | CVP Cui del i nes

Applications can utilize information about | CMP error nessages that
the UDP | ayer passes up for a variety of purposes [RFCl1122].
Appl i cations SHOULD appropriately validate the payl oad of |ICWwW
nmessages to ensure these are received in response to transnitted
traffic (i.e., a reported error condition that corresponds to a UDP
dat agram actual ly sent by the application). This requires context,
such as local state about conmmunication instances to each
destination, that although readily available in connection-oriented
transport protocols is not always maintai ned by UDP-based
applications. Note that not all platforns have the necessary APIs to
support this validation, and some platforns already performthis
validation internally before passing ICMP information to the
appl i cation.

Any application response to | CVWP error messages SHOULD be robust to

tenporary routing failures, e.g., transient |CMP "unreachabl e"
messages should not normally cause a conmuni cati on abort.
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6. Security Considerations

UDP does not provide conmmuni cations security. Applications that need
to protect their conmunications agai nst eavesdroppi ng, tanpering, or
message forgery SHOULD enpl oy end-to-end security services provided
by other |ETF protocols. Applications that respond to short requests
with potentially | arge responses are vulnerable to anplification
attacks, and SHOULD aut henticate the sender before responding. The
source | P address of a request is not a useful authenticator, because
it can easily be spoofed.

One option of securing UDP comunications is with | Psec [ RFC4301],
whi ch can provide authentication for flows of |P packets through the
Aut henti cati on Header (AH) [RFC4302] and encryption and/or

aut henti cation through the Encapsul ating Security Payl oad (ESP)

[ RFC4303]. Applications use the Internet Key Exchange (IKE)

[ RFC5996] to configure IPsec for their sessions. Depending on how

| Psec is configured for a flow, it can authenticate or encrypt the
UDP headers as well as UDP payl oads. |f an application only requires
aut hentication, ESP with no encryption but with authentication is
often a better option than AH because ESP can operate across

m ddl eboxes. An application that uses |Psec requires the support of
an operating systemthat inplenents the | Psec protocol suite.

Al'though it is possible to use |Psec to secure UDP conmuni cations,

not all operating systens support |Psec or allow applications to
easily configure it for their flows. A second option of securing UDP
communi cations is through Datagram Transport Layer Security (DTLS)

[ RFC6347]. DILS provides conmuni cation privacy by encrypti ng UDP
payl oads. It does not protect the UDP headers. Applications can

i mpl ement DTLS wi thout relying on support fromthe operating system

Many ot her options for authenticating or encrypting UDP payl oads
exist. For exanple, the GSS-APlI security framework [RFC2743] or
Crypt ographi ¢ Message Syntax (CVS) [ RFC5652] could be used to protect
UDP payl oads. The | ETF standard for securing RTP [ RFC3550]

conmuni cation sessions over UDP is the Secure Real -tine Transport

Protocol (SRTP) [RFC3711]. |In some applications, a better solution
is to protect |arger stand-al one objects, such as files or nessages,
i nstead of individual UDP payloads. |In these situations, CM5

[ RFC5652], S/IM ME [ RFC5751] or OpenPGP [ RFC4880] could be used. In
addition, there are many non-| ETF protocols in this area.

Li ke congestion control mechani snms, security nmechanisns are difficult
to design and inplenent correctly. It is hence RECOMMENDED t hat
applications enploy well-known standard security nmechani sns such as
DTLS or |Psec, rather than inventing their own.
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The Generalized TTL Security Mechanism (GISM [RFC5082] may be used
with UDP applications (especially when the intended endpoint is on
the sane Iink as the sender). This is a |ightweight nechani smthat
all ows a receiver to filter unwanted packets.

In terms of congestion control, [RFC2309] and [ RFC2914] discuss the
dangers of congestion-unresponsive flows to the Internet.
[1-D.fairhurst-tsvwg-circuit-breaker] describes nethods that can be
used to set a performance envel ope that can assist in preventing
congestion collapse in the absence of congestion control or when the
congestion control fails to react to congestion events. This
docunent provides guidelines to designers of UDP-based applications
to congestion-control their transm ssions, and does not raise any
addi tional security concerns.

7.  Summary

This section sumari zes the guidelines made in Sections 3 and 6 in a
tabular format (Table 1) for easy referencing.

SHOULD neasure RTT and transmt nmax. 1 datagram RTT

o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e e Fomm e o +
| Reconmendati on | Section |
o o e e e e e e e e e e e me oo Fommm oo +
| MUST tolerate a wi de range of Internet path conditions | 3 |
I I I
| SHOULD use a full-featured transport (TCP, SCTP, DCCP) | |
| | |
I I I
| o | |
| SHOULD control rate of transm ssion | 3.1 |
I I I
| SHOULD perform congestion control over all traffic | |
| | |
I I I
I I I
| for bulk transfers, | 3.1.1 |
I I I
| SHOULD consi der inplenmenting TFRC | |
| | |
| else, SHOULD in other ways use bandwidth simlar to TCP | [
I I I
I I I
I I I
| for non-bulk transfers, | 3.1.2 |
| | |
I I I
I I I
I I I

el se, SHOULD send at nost 1 datagram every 3 seconds
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SHOULD back-off retransm ssion timers follow ng | oss

for tunnels carrying IP Traffic,

SHOULD NOT perform congestion contro

for non-1P tunnels or rate not deternined by traffic,

SHOULD perform congestion control

SHOULD NOT send dat agrans that exceed the PMIU, i.e.
SHOULD di scover PMIU or send datagrams < nini mum PMIU

Specific application nmechani sms are REQUI RED i f PLPMIUD
i s used.

SHOULD handl e datagram | oss, duplication, reordering

SHOULD be robust to delivery delays up to 2 mnutes

SHOULD enabl e | Pv4 UDP checksum

SHOULD enabl e | Pv6 UDP checksum Specific application
nmechani sns are REQU RED if a zero I Pv6 UDP checksumis
used.

el se, MAY use UDP-Lite with suitable checksum coverage

SHOULD NOT al ways send mi ddl ebox keep-alives

MAY use keep-alives when needed (min. interval 15 sec)

MJUST check | P source address
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10.

10.

and, for client/server applications

SHOULD send responses from src address matching request

SHOULD use standard | ETF security protocols when needed

Table 1: Sunmary of reconmendati ons
| ANA Consi derations

Note to RFC-Editor: please renove this entire section prior to
publi cati on.

Thi s docunent raises no | ANA consi derations.
Acknowl edgrent s
The m ddl ebox traversal guidelines in Section 3.5 incorporate ideas
from Section 5 of [I-D.ford-behave-app] by Bryan Ford, Pyda
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Appendi x A.  Revision Notes

Note to RFC-Editor: please renove this entire section prior to
publi cati on.

Changes in draft-eggert-tsvwg-rfc5405bi s-01

0 Added Greg Shepherd as a co-author, based on the multicast
gui delines that originated with him

Changes in draft-eggert-tsvwg-rfc5405bis-00 (relative to RFC5405):

o0 The words "application designers" were renmoved fromthe draft
title and the wording of the abstract was clarified abstract.

0 Newtext to clarify various issues and set new reconmendati ons not
previously included in RFC 5405. These include new
recomendations for nulticast, the use of checksuns with |Pv6,
ECMP, recommrendations on port usage, use of ECN, use of DiffServ,
circuit breakers (initial text), etc.
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