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1. Introduction
1.1 bjective

Pre- Congestion Notification (PCN) can support the quality of service
(QS) of inelastic flows within a Diffserv donmain in a sinple,

scal abl e, and robust fashion. Two nechani sns are used: adm ssion
control and flow ternination. Admission control is used to decide
whether to admit or block a new fl ow request, while flow term nation
is used in abnormal circunstances to decide whether to term nate sone
of the existing flows. To support these two features, the overal
rate of PCN-traffic is netered on every link in the donmain, and PCN
packets are appropriately nmarked when certain configured rates are
exceeded. These configured rates are below the rate of the link

thus providing notification to boundary nodes about overl oads before
any congestion occurs (hence "pre-congestion” notification). The
PCN- egr ess-nodes neasure the rates of differently nmarked PCN traffic
in periodic intervals and report these rates to the Decision Points
for adnission control and flow ternination; the Decision Points use
these rates to nmake decisions. The Decision Points may be coll ocated
with the PCN-ingress-nodes, or their function may be inplenented in a
anot her node. For nore details see [ RFC5559], [RFC6661], and

[ RFC6662] .

The main objective of this docunment is to specify the signaling
protocol that can be used within a Pre-Congestion Notification (PCN)
domain to carry reports froma PCN-ingress-node to a PCN Deci sion
poi nt, considering that the PCN Decision Point and PCN- egress-node
are coll ocat ed.

If the PCN Decision Point is not collocated with the PCN egress-node
then additional signaling procedures are required that are out of
the scope of this docunment. Mboreover, as nentioned above this
architecture conforns with PBAC (Policy-Based Adm ssion Control),
when the Decision Point is |located in a another node then the PCN-

i ngress-node [ RFC2753].

Several signaling protocols can be used to carry information between
PCN- boundar y- nodes (PCN-i ngress-node and PCN- egress-node). However,
since (1) both PCN egress-node and PCN-ingress-nodes are | ocated on
the data path and (2) the admi ssion control procedure needs to be
done at PCN-egress-node, a signaling protocol that follows the sane
path as the data path, |ike RSVP (Resource Reservation Protocol), is
nore suited for this purpose. In particular, this document specifies
extensions to Generic Aggregated RSVP [ RFC4860] for support of the
PCN Controlled Load (CL) and Single Marking (SM edge behavi ors over
a Diffserv cloud using Pre-Congestion Notification

This draft is intended to be published as Experinental in order to:

0) validate industry interest by allow ng inplenmentation and
depl oynent

0) gather operational experience, in particular around dynanic
i nteracti ons of RSVP signaling and PCN notification and
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correspondi ng | evel s of perfornance.

Support for the techniques specified in this docunent involves RSVP
functionality in boundary nodes of a PCN domai n whose interior nodes
forward RSVP traffic without perform ng RSVP functionality.

1.2 Overview and Mtivation

Two main Quality of Service (QS) architectures have been specified
by the | ETF. These are the Integrated Services (Intserv) [RFC1633]
architecture and the Differentiated Services (DiffServ) architecture
([ RFC2475]).

Intserv provides nmethods for the delivery of end-to-end Quality of
Service (QS) to applications over heterogeneous networks. One of the
QoS signaling protocols used by the Intserv architecture is the
Resource reServation Protocol (RSVP) [ RFC2205], which can be used by
applications to request per-flow resources fromthe network. These
RSVP requests can be adnmitted or rejected by the network

Applications can express their quantifiable resource requirenents
using Intserv paraneters as defined in [RFC2211] and [ RFC2212]. The
Controll ed Load (CL) service [RFC2211] is a quality of service (QS)
cl osely approximating the QS that the same flow woul d receive froma
lightly | oaded network el ement. The CL service is useful for
inelastic flows such as those used for real-tinme media.

The DiffServ architecture can support the differentiated treatnment of
packets in very large scale environments. Wiile Intserv and RSVP
classify packets per-flow, Diffserv networks classify packets into
one of a small nunber of aggregated flows or "classes", based on the
Di ffserv codepoint (DSCP) in the packet |P header. At each Diffserv
router, packets are subjected to a "per-hop behavior" (PHB), which is
i nvoked by the DSCP. The primary benefit of Diffserv is its
scalability, since the need for per-flow state and per-fl ow
processing, is elimnated.

However, DiffServ does not include any nechani smfor conmunication
bet ween applications and the network. Several solutions have been
specified to solve this issue. One of these solutions is Intserv over
D ffserv [ RFC2998] i ncludi ng resource-based adm ssion control (RBAC),
PBAC, assistance in traffic identification/classification, and
traffic conditioning. Intserv over Diffserv can operate over a
statically provisioned or a RSVP aware Diffserv region. Wen it is
RSVP awar e, several mechani sms may be used to support dynanic

provi sioni ng and topol ogy-aware admi ssion control, including
aggregate RSVP reservations, per-flow RSVP, or a bandw dth broker.

[ RFC3175] specifies aggregation of Resource ReSerVation Protoco
(RSVP) end-to-end reservations over aggregate RSVP reservations. In

[ RFC3175] the RSVP generic aggregated reservation is characterized by
a RSVP SESSI ON obj ect using the 3-tuple <source |P address,
destination |IP address, Diffserv Code Point>.

Several scenarios require the use of nultiple generic aggregate
reservations that are established for a given PHB froma given source
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I P address to a given destination |P address, see [SIG NESTED,

[ RFC4860]. For exanple, multiple generic aggregate reservations

can be applied in the situation that nultiple E2E reservati ons using
different preenption priorities need to be aggregated through a PCN
domai n using the sane PHB. By using nultiple aggregate reservations
for the sanme PHB, it allows enforcenent of the different preenption
priorities within the aggregation region. This allows nore efficient
managenment of the Diffserv resources, and in periods of resource
shortage, this allows sustainment of a |arger nunber of E2E
reservations with higher preenption priorities. In particular

[ SI G NESTED] di scusses in detail how end-to-end RSVP reservations can
be established in a nested VPN environnent through RSVP aggregation

[ RFC4A860] provides generic aggregate reservations by extending

[ RFC3175] to support multiple aggregate reservations for the same
source | P address, destination |IP address, and PHB (or set of PHBs).
In particular, nultiple such generic aggregate reservations can be
established for a given PHB froma given source |P address to a given
destination | P address. This is achieved by addi ng the concept of a
Virtual Destination Port and of an Extended Virtual Destination Port
in the RSVP SESSI ON object. In addition to this, the RSVP SESSI ON
object for generic aggregate reservations uses the PHB ldentification
Code (PHB-1D) defined in [ RFC3140], instead of using the Diffserv
Code Point (DSCP) used in [RFC3175]. The PHB-ID is used to identify
the PHB, or set of PHBs, fromwhich the Diffserv resources are to be
reserved.

The RSVP |ike signaling protocol required to carry (1) requests from
a PCN-egress-node to a PCN-ingress-node and (2) reports froma

PCN-i ngress-node to a PCN-egress-node needs to foll ow the PCN
signaling requirenents defined in [RFC6663]. In addition to

that the signaling protocol functionality supported by the PCN

i ngress-nodes and PCN egress-nodes needs to maintain |ogica

aggregate constructs (i.e. ingress-egress-aggregate state) and be
able to map E2E reservations to these aggregate constructs. MNoreover,
no actual reservation state is needed to be maintained inside the PCN
domain, i.e., the PCN-interior-nodes are not maintaining any
reservation state.

This can be acconplished by two possi bl e approaches:
Approach (1):
0) adapting the RFC 4860 aggregation procedures to fit the PCN
requirenents with as little change as possible over the RFC 4860

functionality

0) hence perform ng aggregate RSVP signaling (even if it is to be
i gnored by PCN interior nodes)

0) using this aggregate RSVP signaling procedures to carry PCN

i nformati on between the PCN- boundary-nodes (PCN-ingress-node and
PCN- egr ess- node) .
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Approach (2):

0) adapting the RFC 4860 aggregation procedures to fit the PCN
requirenents with nore significant changes over RFC4860 (i.e.
the aspect of the procedures that have to do with maintaining
aggregate states and to do with mappi ng the E2E reservations to
aggregate constructs are kept, but the procedures that have to
do with the aggregate RSVP signaling and aggregate reservation
est abl i shnent/ mai nt enance are dropped).

0) hence not perform ng aggregate RSVP signaling

0) piggy-backing of the PCN information inside the E2E RSVP
si gnal i ng.

Bot h approaches are probably viable, however, since the RFC 4860
operations have been thoroughly studied and i nplenented, it can be
consi dered that the RFC 4860 sol ution can better deal with the nore
chal l enging situations (rerouting in the PCN domain, failure of an
PCN-i ngress-node, failure of an PCN egress-node, rerouting towards a
different edge, etc.). This is the reason for choosing Approach (1)
for the specification of the signaling protocol used to carry

PCN i nfornmati on between the PCN- boundary-nodes (PCN-ingress-node and
PCN- egr ess- node) .

In particular, this docunent specifies extensions to Generic

Aggr egat ed RSVP [ RFC4860] for support of the PCN Controlled Load (CL)
and Single Marking (SM edge behaviors over a Diffserv cloud using

Pr e- Congestion Notification.

This docunment follows the PCN signaling requirenents defined in

[ RFC6663] and specifies extensions to Ceneric Aggregated RSVP

[ RFC4860] for support of PCN edge behaviors as specified in

[ RFC6661] and [ RFC6662]. Mbreover, this document specifies how RSVP
aggregation can be used to setup and maintain: (1) Ingress Egress
Aggregate (I EA) states at Ingress and Egress nodes and (2) generic
aggregation of RSVP end-to-end RSVP reservations over PCN (Congestion
and Pre-Congestion Notification) domains.

To conply with this specification, PCN-nodes MJST be able to

support the functionality specified in [ RFC5670], [RFC5559],

[ RFC6660], [RFC6661], [RFC6662]. Furthernore, the PCN- boundary-nodes
MUST support the RSVP generic aggregated reservation procedures
specified in [ RFC4860] which are augnmented with procedures specified
in this docunent.

1.3. Term nol ogy

Thi s docunment uses terns defined in [ RFC4860], [RFC3175], [ RFC5559],
[ RFC5670], [RFC6661], [RFC6662].

For readability, a nunber of definitions from[RFC3175] as well as
definitions for terns used in [ RFC5559], [RFC6661], and [ RFC6662] are
provi ded here, where sone of them are augnented with new neani ngs:
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This is the process in (or associated with) the
router at the ingress edge of the aggregation region
(with respect to the end-to-end RSVP reservation)
and behaving in accordance with [RFC4860]. 1In this
docunent, it is also the PCN-ingress-node. It is
important to notice that in the context of this
docunent the Aggregator nust be able to determ ne

t he Deaggregator using the procedures specified in
Section 4 of [RFC4860] and in Section 1.4.2 of

[ RFC3175] .

estimate (CLE)

The ratio of PCN-marked to total PCN-traffic
(measured in octets) received for a given ingress-
egress-aggregate during a given neasurenment period.
The CLE is used to derive the PCN admi ssion-state
and is al so used by the report suppression procedure
if report suppression is activated.

This is the process in (or associated with) the
router at the egress edge of the aggregation region
(with respect to the end-to-end RSVP reservation)
and behaving in accordance with [RFC4860]. 1In this
docunent, it is also the PCN egress-node and
Deci si on Poi nt.

end to end

This is an RSVP reservati on such that:

(i) correspondi ng RSVP Path nmessages are initiated
upstream of the Aggregator and termn nated
downstream of the Deaggregator, and

(ii) corresponding RSVP Resv nessages are initiated
downstream of the Deaggregator and terninated
upstream of the Aggregator, and

(iii) this RSVP reservation is aggregated over an
I ngress Egress Aggregate (| EA) between the
Aggr egat or and Deaggr egat or
An E2E RSVP reservation nmay be a per-fl ow
reservation, which in this docunent is only
mai nt ai ned at the PCN-ingress-node and PCN egress-
node. Alternatively, the E2E reservation may itself
be an aggregate reservation of various types (e.g.
Aggregate | P reservation, Aggregate |Psec
reservation, see [ RFC4860]). As per regul ar RSVP
operations, E2E RSVP reservations are
uni di recti onal

a mcroflow where its associ ated packets are being
forwarded on an E2E path.
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ETMrate
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(Extended Virtual Destination Port)

An identifier used in the SESSION that remains
constant over the life of the generic aggregate
reservation. The length of this identifier is 32-
bits when | Pv4 addresses are used and 128 bits when
| Pv6 addresses are used.

A sender (or Aggregator) that wi shes to narrow the
scope of a SESSION to the sender-receiver pair (or
Aggr egat or - Deaggregat or pair) should place its | Pv4
or | Pv6 address here as a network uni que
identifier. A sender (or Aggregator) that w shes to
use a common session with other senders (or
Aggregators) in order to use a shared reservation
across senders (or Aggregators) nust set this field
to all zeros. In this docunent, the Extended

vDst Port should contain the I Pv4 or |Pv6 address of
t he Aggregator.

The rate of excess-traffic-marked PCN-traffic
received at a PCN egress-node for a given ingress-
egress-aggregate in octets per second.

I ngress-egress-aggregate (|1 EA):

M crof | ow

(from[RFC2474])

PCN- donmi n:

The collection of PCN-packets fromall PCN-flows
that travel in one direction between a specific pair
of PCN-boundary-nodes. In this docunent one RSVP
generic aggregated reservation is mapped to only
one i ngress-egress-aggregate, while one

i ngress-egress-aggregate i s napped to either

one or to nore than one RSVP generic aggregated
reservations. PCN-flows and their PCN-traffic that
are mapped into a specific RSVP generic aggregated
reservation can also easily be mapped into their
correspondi ng i ngress-egress-aggregate.

a single instance of an application-to-application
fl ow of packets which is identified by source
address, destination address, protocol id, and
source port, destination port (where applicable).

a PCN- capabl e domai n; a contiguous set of

PCN- enabl ed nodes that perform Di ffserv scheduling

[ RFC2474]; the conplete set of PCN-nodes that in
principle can, through PCN-marking packets,

i nfl uence deci sions about flow adni ssion and

term nation within the domain; includes the PCN
egress-nodes, which nmeasure these PCN narks, and the
PCN-i ngr ess- nodes.

PCN- boundar y- node: a PCN-node that connects one PCN-domain to a node

Kar agi anni s,

et al.

either in another PCN-domain or in a non-PCN- donain.
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PCN-interior-node: a node in a PCN-domain that is not a PCN-

PCN- node:

PCN- egr ess- node:

PCN-i ngr ess- node:

PCN-traffic,
PCN- packet s,

PCN- BA:

PCN-f | ow:

boundar y- node.
a PCN- boundary-node or a PCN-interior-node.

a PCN-boundary-node in its role in handling
traffic as it leaves a PCN-donain. In this
docunent the PCN egress-node operates also as a
Deci si on Poi nt and Deaggr egat or.

a PCN-boundary-node in its role in handling
traffic as it enters a PCN-domain. In this
docunent the PCN-ingress-node operates also as a
Aggr egat or.

a PCN-domain carries traffic of different Diffserv
behavi or aggregates (BAs) [RFC2474]. The PCN-BA
uses the PCN nechanisnms to carry PCN-traffic, and
the correspondi ng packets are PCN- packets.

The sane network will carry traffic of other
Diffserv BAs. The PCN-BA is

di stingui shed by a conbination of the Diffserv
codepoi nt (DSCP) and ECN fi el ds.

the unit of PCN-traffic that the PCN boundary-node
admts (or termnates); the unit could be a single
E2E microflow (as defined in [ RFC2474]) or sone
identifiable collection of mcroflows.

PCN- adni ssi on- st at e:

PCN-sent-rate

PHB- 1 D ( Per

The state ("adnmit" or "block") derived by the

Deci sion Point for a given ingress-egress-aggregate
based on statistics about PCN packet narking. The
Deci sion Point decides to admt or block new fl ows
offered to the aggregate based on the current val ue
of the PCN- admi ssion-state.

The rate of PCN-traffic received at a PCN-ingress-
node and destined for a given ingress-egress-
aggregate in octets per second.

Hop Behavi or Identification Code)

A 16-bit field containing the Per Hop Behavi or
Identification Code of the PHB, or of the set of
PHBs, from which Diffserv resources

are to be reserved. This field nust be encoded as
specified in Section 2 of [RFC3140].

RSVP generic aggregated reservation: an RSVP reservation that is

Kar agi anni s,

et al.

identified by using the RSVP SESSI ON obj ect
for generic RSVP aggregated reservation. This RSVP
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SESSI ON obj ect is based on the RSVP SESSI ON obj ect
specified in [ RFC4860] augnented with the foll ow ng
i nformation:

0) the | Pv4 Dest Address, |Pv6 Dest Address shoul d be
set to the IPv4 or | Pv6 destination addresses,
respectively, of the Deaggregator (PCN egress-
node)

0) PHB-1D (Per Hop Behavior ldentification Code)
shoul d be set equal to PCN conpatible Diffserv
codepoint(s).

0) Extended vDstPort should be set to the |IPv4 or
| Pv6 destination addresses, of the Aggregator
(PCN-i ngr ess-node)

VDst Port (Virtual Destination Port)

A 16-bit identifier used in the SESSI ON t hat
remai ns constant over the life of the generic
aggregate reservation.

1.4. Oganization of This Docunent

This docunment is organized as follows. Section 2 gives an overview of
RSVP ext ensi ons and operations. The el enents of the used procedures
are specified in Section 3. Section 4 describes the protocol

el ements. The security considerations are given in section 5 and the
| ANA considerations are provided in Section 6.

2. Overview of RSVP extensions and Operations
2.1 Overview of RSVP Aggregation Procedures in PCN domains

The PCN- boundary-nodes, see Figure 1, can support RSVP SESSI ONS for
generi c aggregated reservati ons {RFC4860], which are dependi ng on

i ngress-egress-aggregates. |In particular, one RSVP generic aggregated
reservati on matches to only one ingress-egress-aggregate.

However, one ingress-egress-aggregate matches to either

one, or nore than one, RSVP generic aggregated reservations.

In addition, to conply with this specification, the PCN boundary
nodes need to distinguish and process (1) RSVP SESSI ONS for generic
aggregat ed sessions and their nessages according to [ RFC4860], (2)
E2E RSVP sessions and nessages according to [ RFC2205].

This docunment |ocates all RSVP processing for a PCN donmain at PCN
Boundary nodes. PCN-interior-nodes do not perform any RSVP
functionality or maintain RSVP-rel ated state information. Rather,
PCN-interior nodes forward all RSVP nessages (for both generic
aggregat ed reservati ons[ RFC4860] and end to end reservations

[ RFC2205]) as if they were ordinary network traffic.
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Mor eover, each Aggregator and Deaggregator (i.e., PCN boundary-nodes)
need to support policies to initiate and maintain for each pair of
PCN- boundar y- nodes of the same PCN-domain one ingress-egress-

aggr egat e.
/ PCN- domai n \
|----1 I I |----1
H-| R |\ |----- I |------ | /1 R |-->H
H-| [ \V [ ]---1 | ---1 | | /1] | -->H
[ ----1 V| [ |1 I [/ l----1
| Agg | >| Deag |
I [ (. I I\
Ho------- I | 1---1 |---1 I [\\--mmm - >H
H------- [ ]----- | [------ [ \-------- >H
| |
\ /
H = Host requesting end-to-end RSVP reservations
R = RSVP router
Agg = Aggregator (PCN-ingress-node)
Deag = Deaggregat or (PCN-egress-node)
I = Interior Router (PCN-interior-node)
--> = E2E RSVP reservation
==> = Aggregate RSVP reservation

Figure 1 : Aggregation of E2E Reservations
over Generic Aggregate RSVP Reservations
in PCN domai ns, based on [ RFC4860]

Bot h the Aggregator and Deaggregator can maintain one or

nmore RSVP generic aggregated Reservations, but the Deaggregator is
the entity that initiates these RSVP generic aggregated reservations.
Not e that one RSVP generic aggregated reservation nmatches to only
one ingress-egress-aggregate, while one ingress-egress-aggregate
mat ches to either one or to nore than one RSVP generic aggregated
reservations. This can be acconplished by using for the different
RSVP generic aggregated reservations the same conbinations of
ingress and egress identifiers, but with a different PHB-1D val ue
(see [ RFC4860]). The procedures for aggregation of E2E reservations
over generic aggregate RSVP reservations are the sane as the
procedures specified in Section 4 of [RFC4860], augnented with the
ones specified in Section 2.5.

One significant difference between this docunment and [ RFC4860] is the
fact that in this docunment the adm ssion control of E2E RSVP
reservati ons over the PCN core is perfornmed according to the PCN
procedures, while in [RFC4860] this is achieved via first admtting
aggregate RSVP reservations over the aggregation region and then
admtting the E2E reservations over the aggregate RSVP reservations.
Therefore, in this docunent, the RSVP generic aggregate RSVP
reservations are not subject to admi ssion control in the PCN core,
and the E2E RSVP reservations are not subject to admi ssion control
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over the aggregate reservations. In turn, this means that severa
procedures of [RFC4860] are significantly sinplified in this
docunent :

0) unlike [RFC4860], the generic aggregate RSVP reservati ons need
not be adnmitted in the PCN core.

0) unlike [RFC4860], the RSVP aggregated traffic does not need to
be tunnel ed bet ween Aggregator and Deaggregator, see Section
2. 3.

0) unlike [RFC4860], the Deaggregator need not perform adm ssion
control of E2E reservations over the aggregate RSVP
reservations.

0) unlike [RFC4860], there is no need for dynanic adjustnent of
the RSVP generic aggregated reservation size, see Section 2.6.

2.2 PCN Mar ki ng and encodi ng and transport of pre-congestion
i nformation

The met hod of PCN marking within the PCN domain is specified in

[ RFC5670]. In addition, the nethod of encoding and transport of pre-
congestion information is specified in [ RFC6660]. The PHB-I1D (Per Hop
Behavi or ldentification Code) used SHOULD be set equa

to PCN-conpati ble Diffserv codepoint(s).

2.3. Traffic Cassification Wthin The Aggregati on Regi on

The PCN-ingress marks a PCN-BA using PCN-marking (i.e., conbination
of the DSCP and ECN fields), which interior nodes use to

classify PCN-traffic. The PCN-traffic (e.g., E2E m crofl ows)

bel onging to a RSVP generic aggregated reservati on can be

classified only at the PCN boundary-nodes (i.e., Aggregator and
Deaggregator) by using the RSVP SESSI ON object for RSVP generic
aggregated reservations, see Section 2.1 of [RFC4860]. Note that the
DSCP val ue included in the SESSI ON object, SHOULD be set equa

to a PCN-conpatible Diffserv codepoint. Since no adm ssion contro
procedures over the RSVP generic aggregated reservations in the PCN\
core are required, unlike [RFC4860], the RSVP aggregated traffic need
not to be tunnel ed between Aggregator and Deaggregator. In this
docunent one RSVP generic aggregated reservation is mapped to only
one ingress-egress-aggregate, while one ingress-egress-aggregate is
mapped to either one or to nore than one RSVP generic aggregated
reservations. PCN-flows and their PCN-traffic that are mapped into a
specific RSVP generic aggregated reservation can al so easily be
classified into their correspondi ng i ngress-egress-aggregate. The

met hod of traffic conditioning of PCN-traffic and non-PCN traffic and
PHB configuration is described in [ RFC6661] and [ RFC6662] .

2. 4. Deaggregator Determnation

The present docunent assunes the same dynam c Deaggregat or
determ nation nethod as used in [ RFC4860] .

2.5. Mapping E2E Reservati ons Onto Aggregate Reservations
To conply with this specification for the mappi ng of E2E reservations
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ont o aggregate reservations, the sane nethods MJST be used as the
ones described in Section 4 of [RFC4860], augnented by the foll ow ng
rul es:

0) An Aggregator (also PCN-ingress-node in this docunent) or
Deaggregator (al so PCN egress-node and Decision Point in this
docunent) MJST use one or nore policies to determ ne whether a
RSVP generic aggregated reservation can be mapped into an ingress-
Egress-aggregate. This can be acconplished by using for the
di fferent RSVP generic aggregated reservations the sane
conbi nations of ingress and egress identifiers, but with a
different PHB-ID val ue (see [ RFC4860]) corresponding to the PCN
specifications. In particular, the RSVP SESSI ON obj ect specified
in [ RFC4860] augmented with the follow ng information:

0) the I Pv4 Dest Address, |Pv6 Dest Address MJST be set to the

I Pv4 or 1 Pv6 destination addresses, respectively, of the
Deaggregat or (PCN-egress-node), see [ RFC4860]. Note that the
PCN-domain is considered as being only one RSVP hop (for
Generic aggregated RSVP or E2E RSVP). This neans that the next
RSVP hop for the Aggregator in the downstreamdirection is the
Deaggregator and the next RSVP hop for the Deaggregator in the
upstream direction is the Aggregator

0) PHB-1D (Per Hop Behavior ldentification Code) SHOULD be set
equal to PCN-conpatible Diffserv codepoint(s).

0) Extended vDstPort SHOULD be set to the IPv4 or |Pv6
destination addresses, of the Aggregator (PCN-ingress-node),
see [ RFC4860].

2.6. Size of Aggregate Reservations

Since: (i) no adm ssion control of E2 reservations over the RSVP
aggregated reservations is required, and (ii) no adnission control of
the RSVP aggregated reservation over the PCN core is required,

the size of the generic aggregate reservation is irrelevant and can
be set to any arbitrary val ue by the Deaggreagtor. The Deaggregat or
SHOULD set the value of a generic aggregate reservation to a nul
bandwi dth. We al so observe that there is no need for dynanic

adj ustnent of the RSVP aggregated reservation size.

2.7. E2E Path ADSPEC update

To conply with this specification, for the update of the E2E Path
ADSPEC, the same nethods can be used as the ones described in
[ RFC4860] .

2.8. Intra-donmain Routes
The PCN-interior-nodes are neither maintaining E2E RSVP nor RSVP
generic aggregation states and reservations. Therefore, intra-domain
route changes will not affect intra-domain reservations since such
reservations are not mmintained by the PCN-interior-nodes.
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Furthernore, it is considered that by configuration, the PCN\
interior-nodes are not able to distinguish neither RSVP generic
aggregat ed sessions and their associ ated nessages [ RFC4860], nor E2E
RSVP sessions and their associ ated messages [ RFC2205].

2.9. Inter-donain Routes

The PCN-charter scope precludes inter-domain considerations. However,
for solving inter-domain routes changes associated with the operation
of the RSVP nessages, the sanme net hods SHOULD be used as the ones
described in [RFC4860] and in Section 1.4.7 of

[ RFC3175] .

2. 10. Reservations for Miulticast Sessions

PCN does not consider reservations for nulticast sessions.

2.11. Milti-level Aggregation

PCN does not consider nulti-level aggregations within the PCN donai n.
Therefore, the PCN-interior-nodes are not supporting nulti-I|eve
aggregation procedures. However, the Aggregator and Deaggregator
SHOULD support the multi-level aggregation procedures specified in

[ RFC4860] and in Section 1.4.9 of [RFC3175].

2.12. Reliability |ssues

To conply with this specification, for solving possible reliability
i ssues, the sane nethods MJST used as the ones described in Section 4
of [ RFC4860].

3. Elenents of Procedure

This section describes the procedures used to inplenment the
aggregated RSVP procedure over PCN. It is considered that the
procedures for aggregation of E2E reservati ons over generic aggregate
RSVP reservations are sane as the procedures specified in Section
4 of [RFC4860] except where a departure fromthese procedures is
explicitly described in the present section. Please refer to
[ RFC4860] for all the bel ow error
cases:

0) I nconpl ete nessage

0) Unexpected objects

3.1. Receipt of E2E Path Message by Aggregating router
When the E2E Path nmessage arrives at the exterior interface of the
Aggregator, (also PCN-ingress-node in this docunent), then standard
RSVP generic aggregation [ RFC4860] procedures are used.
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3.2. Handling O E2E Path Message by Interior Routers

The E2E Path nessages traverse zero or nore PCN-interior-nodes.

The PCN-interior-nodes receive the E2E Path nessage on an interior
interface and forward it on another interior interface.

It is considered that, by configuration, the PCN-interior-nodes

i gnore the E2E RSVP signaling nmessages [ RFC2205]. Therefore, the E2E
Pat h nessages are sinply forwarded as normal | P datagrans.

3.3. Receipt of E2E Path Message by Deaggregating router

When receiving the E2E Path nessage the Deaggregator (also PCN
egress-node and Decision Point in this docunent) perforns the
regul ar [ RFC4860] procedures, augnented with the follow ng rules:

0) The Deaggregator MJST NOT performthe RSVP-TTL vs | P TTL-
check and MJUST NOT update the ADspec Break bit. This is because
the whole PCN-donain is effectively handl ed by E2E RSVP as a
virtual link on which integrated service is indeed supported
(and adm ssion control performed) so that the Break bit MJST
NOT be set, see also [draft-I|efaucheur-rsvp-ecn-01].

The Deaggregator forwards the E2E Path nessage towards the
receiver.

3.4. Initiation of new Aggregate Path Message by Aggregati ng Router

To conply with this specification, for the initiation of the new RSVP
generic aggregated Path nessage by the Aggregator (al so PCN-ingress-
node in this docunent), the sane nethods MJUST be used as the ones
described in [ RFC4860] .

3.5. Handling O Aggregate Path Message By Interior Routers

The Aggregate Path nessages traverse zero or nore PCN-interior-nodes.
The PCN-interior-nodes receive the Aggregated Path nessage on an
interior interface and forward it on another interior interface.

It is considered that, by configuration, the PCN-interior-nodes

i gnore the Aggregated Path signaling nessages. Therefore, the
Aggregat ed Path nessages are sinply forwarded as normal | P datagrans.

3.6. Handling O Aggregate Path Message By Deaggregating Router

When recei ving the Aggregated Path nmessage, the Deaggregator (also
PCN- egr ess-node and Decision Point in this docunent) perforns the
regul ar [ RFC4860] procedures, augnented with the follow ng rules:

0) When the received Aggregated Path nessage by the Deaggregator
cont ai ns t he RSVP- AGGREGATE- | Pv4- PCN-response or
RSVP- AGGREGATE- | Pv6- PCN-r esponse PCN obj ects, which carry the
PCN-sent-rate, then the procedures specified in Section 3.18 of
this docunment MJST be foll owed.
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3.7.

Handl i ng of E2E Resv Message by Deaggregating Router

When the E2E Resv nmessage arrives at the exterior interface of the
Deaggregator, (also PCN egress-node and Decision Point in this
docunent) then standard RSVP aggregati on [ RFC4860] procedures are
used, augnented with the follow ng rules:

0)

0)

The E2E RSVP session associated with an E2E Resv

message that arrives at the external interface of the Deaggregator
i s mapped/ matched with an RSVP generic aggregate and with a PCN

i Nngr ess- egr ess-aggr egat e.

Dependi ng on the type of the PCN edge behavi or supported by the
Deaggregator, the PCN adni ssion control procedures specified in
Section 3.3.1 of [RFC6661] or [RFC6662] MUST be foll owed. Since no
adm ssion control procedures over the RSVP aggregated reservations
in the PCN-core are required, unlike [RFC4860], the Deaggregat or
does not perform any admi ssion control of the E2E Reservation over
t he mapped generic aggregate RSVP reservation. |f the PCN based
adm ssion control procedure is successful then the Deaggregator
MUST allow the new flow to be admtted onto the associ ated RSVP
generic aggregation reservation and onto the PCN ingress-egress-
aggregate, see [RFC6661] and [RFC6662]. If the PCN based adni ssion
control procedure is not successful, then the E2E Resv MJUST NOT be
admitted onto the associ ated RSVP generic aggregate reservation and
onto the PCN i ngress-egress-aggregati on. The E2E Resv nessage i s
further processed according to [ RFC4860].

The way of how the PCN-admi ssion-state is maintained is specified in
[ RFC6661] and [ RFC6662].

3. 8.

Handl i ng O E2E Resv Message By Interior Routers

The E2E Resv nessages traversing the PCN core are | P addressed to the
Aggregating router and are not marked with Router Alert, therefore
the E2E Resv nessages are sinply forwarded as nornal | P datagrans.

3.9.

Initiation of New Aggregate Resv Message By Deaggregati ng Router

To conply with this specification, for the initiation of the new RSVP
generi c aggregated Resv nessage by the Deaggregator (also PCN- egress-
node and Decision Point in this docunent), the sanme nmet hods MJST be
used as the ones described in

Section 4 of [RFC4860] augnented with the follow ng rules:

0) The size of the generic aggregate reservation is irrel evant, see

Section 2.6, and can be set to any arbitrary val ue by the PCN
egress node. The Deaggregator SHOULD set the value of a RSVP
generic aggregate reservation to a null bandw dth. W al so
observe that there is no need for dynanic adjustment of the RSVP
generic aggregated reservation size.
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0)

3. 10.

When [ RFC6661] is used and the ETMrate nmeasured by the
Deaggregat or contains a non-zero value for some

i ngress-egress-aggregate, see [ RFC6661] and [ RFC6662], the
Deagregat or MJUST request the PCN-ingress-node to provide an
estimate of the rate (PCN-sent-rate) at which the Aggregator
(al so PCN-ingress-node in this docunent) is receiving PCN-traffic
that is destined for the given ingress-egress-aggregate.

When [ RFC6662] is used and the PCN adm ssion-state conputed by the
Deaggregator, on the basis of the CLE is "block” for the given

i ngress-egress-aggregate, the Deaggregator MJIST request the PCN

i ngress-node to provide an estinmate of the rate (PCN-sent-rate) at
whi ch the Aggregator is receiving PCN-traffic that is

destined for the given ingress-egress-aggregate.

In the above two cases and when the PCN-sent-rate needs to be
requested fromthe Aggregator, the Deaggregator MJIST generate
and send an (refresh) Aggregated Resv nessage to the Aggregator
that MJUST carry one of the foll owing PCN objects, see Section 4.1
dependi ng on whether |Pv4 or IPv6 is supported:

0) RSVP- AGGREGATE- | Pv4- PCN-r equest

0) RSVP- AGGREGATE- | Pv6- PCN-r equest .

Handl i ng of Aggregate Resv Message by Interior Routers

The Aggregated Resv nmessages traversing the PCN core are | P addressed
to the Aggregating router and are not marked with Router Alert,
therefore the Aggregated Resv messages are sinply forwarded as nor nal
| P dat agr ans.

3. 11.

Handl i ng of E2E Resv Message by Aggregating Router

When the E2E Resv nmessage arrives at the interior interface of the
Aggregator (also PCN-ingress-node in this docunment), then standard
RSVP aggregati on [ RFC4860] procedures are used.

3. 12.

Handl i ng of Aggregated Resv Message by Aggregating Router

When t he Aggregated Resv nmessage arrives at the interior interface of
the Aggregator, (also PCNingress-node in this document),

then standard RSVP aggregation [ RFC4860] procedures are used,
augrmented with the follow ng rules:

0) the Aggregator SHOULD use the information carried by the PCN

obj ects, see Section 4, and follow the steps specified in

[ RFC6661], [RFC6662]. If the "R' flag carried by the

RSVP- AGCREGATE- | Pv4- PCN-r equest or RSVP- AGGREGATE- | Pv6- PCN-r equest
PCN objects is set to ON, see Section 4.1, then the Aggregator
follows the steps described in Section 3.4 of [RFC6661] and

[ RFC6662] on calculating the PCN-sent-rate. In particular, the
Aggregator MJST provide the estimated current rate of PCN-traffic
received at that node and destined for a given ingress-egress-
aggregate in octets per second (the PCN-sent-rate). The way this
rate estimate is derived is a matter of inplenentation, see

[ RFC6661] or [ RFC6662].
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0) the Aggregator initiates an Aggregated Path nessage. In
particul ar, when the Aggregator receives an Aggregated Resv
message which carries one of the foll owi ng PCN objects:

RSVP- AGGREGATE- | Pv4- PCN-r equest or RSVP- AGGREGATE- | Pv6- PCN-
request, with the flag "R' set to O\, see Section 4.1, the
Aggregator initiates an Aggregated Path nessage, and includes the
cal culated PCN-sent-rate into the RSVP- AGGREGATE- | Pv4- PCN-r esponse
or RSVP- AGGREGATE- | Pv6- PCN-r esponse PCN obj ects, see Section 4.1
whi ch that MJST be carried by the Aggregated Path nessage. This
Aggregated Path nessage is sent towards the Deaggregator (also
PCN- egr ess-node and Deci sion Point in this docunent) that
requested the cal culation of the PCN-sent-rate.

3.13. Renoval of E2E Reservation

To conply with this specification, for the renoval of E2E
reservations, the sane nethods MJST be used as the ones described in
Section 4 of [RFC4860] and [ RFC4495].

3.14. Renoval of Aggregate Reservation

To conply with this specification, for the renoval of RSVP generic
aggregated reservations, the sane nmethods MJST be used as the ones
described in Section 4 of [RFC4860] and Section 2.10 of [RFC3175]. In
particul ar, should an aggregate reservation go away (presumably due
to a configuration change, route change, or policy event), the E2E
reservations it supports are no |onger active.

They MJST be treated accordingly.

3.15. Handling of Data On Reserved E2E Fl ow by Aggregati ng Router

The handling of data on the reserved E2E fl ow by Aggregator (al so

PCN-i ngress-node in this docunent) uses the procedures described

in [ RFC4860] augmented with:

0) Regarding, PCN marking and traffic classification the procedures
defined in Section 2.2 and 2.3 of this document are used.

3.16. Procedures for Milticast Sessions
In this docunent no nulticast sessions are consi dered.
3.17. M sconfiguration of PCN- node

In an event where a PCN-node is msconfigured within a PCN domai n,
the desired behavior is sane as described in Section 3.10.

3.18 PCN based Fl ow Terni nation

When t he Deaggregator (al so PCN egress-node and Deci sion Point in
this docunent) needs to termnminate an amount of traffic associated

wi th one ingress-egress-aggregate (see Section 3.3.2 of [RFC6661] and
[ RFC6662] ), then several procedures of term nating E2E m crofl ows can
be depl oyed. The default procedure of ternminating E2E nicrofl ows
(i.e., PCN-flows) is as follows, see i.e., [RFC6661] and [ RFC6662].
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For the sane ingress-egress-aggregate, select a nunber of E2E
nmcroflows to be ternminated in order to decrease the total inconm ng
anount of bandw dth associated with one ingress-egress-aggregate by
the amount of traffic to be term nated, see above. In this situation
the sane nechanisns for ternminating an E2E microfl ow can be foll owed
as specified in [ RFC2205] . However, based on a local policy, the
Deaggregat or could use other ways of selecting which nicroflows
shoul d be terninated. For exanple, for the sane ingress-egress-
aggregate, select a nunber of E2E microflows to be ternminated or to
reduce their reserved bandwidth in order to decrease the tota

i ncom ng anount of bandwi dth associated with one ingress-egress-
aggregate by the anount of traffic to be terninated. In this
situation the same nmechani sns for termnating an E2E microf | ow or
reduci ng bandw dt h associated with an E2E microfl ow can be foll owed
as specified in [ RFC4495].

4. Protocol Elenents

The protocol elements in this docunent are using the ones defined in

Section 4 of [RFC4860] and Section 3 of [RFC3175] augmented with the

foll owi ng rul es:

0) the DSCP val ue included in the SESSI ON object, SHOULD be set equa
to a PCN-conpatible Diffserv codepoint.

0) Extended vDstPort SHOULD be set to the |IPv4 or | Pv6 destination
addresses, of the Aggregator (also PCN-ingress-node in this
docunent), see [ RFC4860].

0) Wen the Deaggregator (al so PCN- egress-node and Deci si on Point

in this docunent) needs to request the PCN-sent-rate fromthe
PCN-i ngress-node, see Section 3.9 of this docunment, the
Deaggregat or MUST generate and send an (refresh) Aggregate

Resv nessage to the Aggregator that MJIST carry one of the
foll owi ng PCN obj ects, see Section 4.1, depending on whether |Pv4
or IPv6 is supported:

0) RSVP- AGGREGATE- | Pv4- PCN-r equest

0) RSVP- AGGREGATE- | Pv6- PCN-r equest .

0) VWhen the Aggregator receives an Aggregate Resv nmessage which

carries one of the followi ng PCN objects:

RSVP- AGGREGATE- | Pv4- PCN-r equest or

RSVP- AGGREGATE- | Pv6- PCN-request, with the flag "R' set to O\, see
Section 4.1, then the Aggregator MJST generate and send to the
Deaggregat or an Aggregated Path nmessage which carries one of the
foll owi ng PCN obj ects, see Section 4.1, depending on whether |Pv4
or IPv6 is supported:

0) RSVP- AGGREGATE- | Pv4- PCN-r esponse,

0) RSVP- AGGREGATE- | Pv6- PCN-r esponse.

4.1 PCN objects
This section describes four types of PCN objects that can be carried
by the (refresh) Aggregate Path or the (refresh) Aggregate Resv
messages specified in [ RFC4860] .
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These objects are:
0 RSVP- AGGREGATE- | Pv4- PCN-r equest ,
0 RSVP- AGGREGATE- | Pv6- PCN-r equest ,
0 RSVP- AGGREGATE- | Pv4- PCN-r esponse
0 RSVP- AGGREGATE- | Pv6- PCN-r esponse.
0) RSVP- AGGREGATE- | Pv4- PCN-request: PCN request object, when
| Pv4 addresses are used:
Class = 248 (PCN)
C Type = 1 ( RSVP- AGGREGATE- | Pv4- PCN-r equest
S S S S +
| | Pv4 PCN-ingress-node Address (4 bytes) [
o m e o m e o m e o m e +
| | Pv4 PCN-egress-node Address (4 bytes) |
TSRS TSRS TSRS TSRS +
[ | Pv4 Deci sion Point Address (4 bytes) [
S S S S +
| Rl Reser ved |
e e e e |
0) RSVP- AGGREGATE- | Pv6- PCN-r equest : PCN obj ect, when
| Pv6 addresses are used:
Class = 248 (PCN)
C Type = 2 (RSVP- AGGREGATE- | Pv6- PCN-r equest
TSRS TSRS TSRS TSRS +
I I
+ +
| _ |
+ | Pv6 PCN-ingress-node Address (16 bytes) +
I I
+ +
I I
S S S S +
I I
+ +
I I
+ | Pv6 PCN-egress-node Address (16 bytes) +
I I
+ +
I I
o m e o m e o m e o m e +
I I
+ +
| o . |
+ Deci si on Point Address (16 bytes) +
I I
+ +
I I
TSRS TSRS TSRS TSRS +
| R Reserved [
S S S S +

2014
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0) RSVP- AGGREGATE- | Pv4- PCN-response: PCN obj ect, |Pv4d
addresses are used:
Class = 248 (PCN)
C Type = 3 ( RSVP- AGCREGATE- | Pv4- PCN-r esponse)

R R R R +
| | Pv4 PCN-ingress-node Address (4 bytes) [
oo oo oo oo +
| | Pv4 PCN-egress-node Address (4 bytes) |
TSRS TSRS TSRS TSRS +
[ | Pv4 Deci sion Point Address (4 bytes) [
R R R S +
| PCN-sent-rate |
oo oo oo oo +

0) RSVP- AGGREGATE- | Pv6- PCN-r esponse: PCN obj ect, |1Pv6
addresses are used:
Class = 248 (PCN)
C Type = 4 ( RSVP- AGCREGATE- | Pv6- PCN-r esponse)

o m e e oo o - o m e e oo o - o m e e oo o - o m e e oo o - +
| |
+ +
| _ |
+ | Pv6 PCN-ingress-node Address (16 bytes) +
I I
+ +
| |
e e e - e e e - e e e - e e e - +
I I
+ +
I I
+ | Pv6 PCN-egress-node Address (16 bytes) +
| |
+ +
I I
oo oo oo oo +
I I
+ +
| o . |
+ Deci si on Point Address (16 bytes) +
I I
+ +
I I
o m e e oo o - o m e e oo o - o m e e oo o - o m e e oo o - +
| PCN-sent-rate |
e e e - e e e - e e e - e e e - +

The fields carried by the PCN object are specified in
[ RFC6663], [RFC6661] and [ RFC6662] :
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5.

o the IPv4 or | Pv6 address of the PCN-ingress-node (Aggregator) and
the 1Pv4 or | Pv6 address of the PCN egress-node (Deaggregator);
together they specify the ingress-egress-aggregate to which the
report refers. According to [ RFC6663] the report should carry the
identifier of the PCN-ingress-node (Aggregator) and the
identifier of the PCN egress-node (Deaggregator) (typically
their | P addresses);

o0 Decision Point address specify the IPv4 or |IPv6 address of the
Decision Point. In this docunment this field MIST contain the IP
address of the Deaggregator.

o "R': 1 bit flag that when set to ON, signifies, according to
[ RFC6661] and [ RFC6662], that the PCN-ingress-node (Aggregator)
MUST provide an estimate of the rate (PCN-sent-rate) at which the
PCN-i ngress-node (Aggregator) is receiving PCN-traffic that is
destined for the given ingress-egress-aggregate.

O "Reserved": 31 bits that are currently not used by this
docunment and are reserved. These SHALL be set to O and SHALL be
i gnored on reception.

0 PCN-sent-rate: the PCN-sent-rate for the given
i ngress-egress-aggregate. It is expressed in octets/second; its
format is a 32-bit | EEE floating point nunber; The PCN-sent-rate
is specified in [ RFC6661] and [ RFC6662] and it represents the
estimate of the rate at which the PCN-ingress-node (Aggregator)
is receiving PCN-traffic that is destined for the given
i ngress-egress-aggr egat e.

Security Considerations

The security considerations specified in [ RFC2205], [RFC4860] and
[ RFC5559] apply to this docunent. |In addition, [RFC4230] and
[ RFC6411] provide useful guidance on RSVP security nechanisns.

Security within a PCN domain is fundanmentally based on the controlled
envi ronment trust assunption stated in Section 6.3.1 of [RFC5559], in
particular that all PCN-nodes are PCN enabled and are trusted

to performaccurate PCN-netering and PCN-mar ki ng

In the PCN donai n environnments addressed by this docunment, Ceneric
Aggregat e Resource ReSerVation Protocol (RSVP) nessages specified in
[ RFC4860] are used for support of the PCN Controlled Load (CL) and
Singl e Marking (SM edge behaviors over a Diffserv cloud using Pre-
Congestion Notification. Hence the security mechani sns di scussed

in [RFC4860] are applicable. Specifically, the | NTEGRITY object

[ RFC2747] [ RFC3097] can be used to provi de hop-by-hop RSVP nessage
integrity, node authentication and replay protection, thereby
protecting agai nst corruption and spoofing of RSVP nessages and

PCN f eedback conveyed by RSVP nessages.

For these reasons, this docunment does not introduce significant
additional security considerations beyond those discussed in
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6.

[ RFC5559] and [ RFC4860] .
| ANA Consi der ati ons

| ANA has nodified the RSVP paraneters registry, 'dass Nanes,
Class Nunbers, and O ass Types' subregistry, to add a new

Cl ass Nunmber and assign 4 new C Types under this new d ass
Nunber, as described bel ow, see Section 4. 1:

C ass

Nunber d ass Nane Ref erence
248 PCN t hi s docunent

Cl ass Types or C- Types:

1 RSVP- AGGREGATE- | Pv4- PCN-r equest thi s docunent
2 RSVP- AGGREGATE- | Pv6- PCN-r equest this docunent
3 RSVP- AGGREGATE- | Pv4- PCN-r esponse this docunent
4 RSVP- AGGREGATE- | Pv6- PCN- r esponse t hi s docunent

When this draft is published as an RFC, | ANA shoul d update the
reference for the above 5 itens to that published RFC (and the RFC
Edi tor should renbve this sentence).
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Appendi x A: Exanpl e Signaling Flow

Thi s appendix is based on the appendi x provided in [ RFC4860]. In
particular, it provides an exanple signaling flow of the
specification detailed in Section 3 and 4.

This signaling fl ow assunes an environment where E2E reservations are
aggregated over generic aggregate RSVP reservations and applied over
a PCN dormain. In particular the Aggregator (PCN-ingress-node) and
Deaggregat or (PCN-egress-node) are |located at the boundaries of the
PCN domain. The PCN-interior-nodes are |located within the PCN donain,
bet ween t he PCN-boundary nodes, but are not shown in this Figure. It
illustrates a possible RSVP nessage flow that could take place in the
successful establishment of a unicast E2E reservation that is the
first between a given pair of Aggregator/Deaggregator
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Aggr egat or (PCN-i ngress-node) Deaggr egat or ( PCN- egress- node)
E2E Pat h
----------- >
(1)
E2E Pat h
............................... >
(2)
E2E Pat hErr ( New agg- needed, SO =GApcn)
L e e e e e e e e e e e e e e e e e e m e m e —— - — - - -
(3) _
AggPat h( Sessi on=GApcn)
............................... >
(4)
E2E Pat h
----------- >
. (5)
AggResv (Sessi on=GApcn) (PCN obj ect)
Lo m e e e e e e e e e e e e m e —m - -
(6) _ _
AggResvConfirm ( Sessi on=GApcn)
______________________________ >
(7)
E2E Resv
Cemm e e e =
(8)
E2E Resv (SO =GApcn)
L e e e e e e e e e e e e e e m e — . — - - -
(9)
E2E Resv
Cemm e e m e ==

(1) The Aggregator forwards E2E Path into the aggregation region
after nodifying its I P protocol nunmber to RSVP-E2E- | GNORE

(2) Let’'s assume no Aggregate Path exists. To be able to accurately
updat e the ADSPEC of the E2E Path, the Deaggregator needs the
ADSPEC of Aggregate Path. 1In this exanple, the Deaggregator
elects to instruct the Aggregator to set up an Aggregate Path
state for the PCN PHB-ID. To do that, the Deaggregator
sends an E2E Pat hErr nessage with a New Agg- Needed Pat hErr
code.

The Pat hErr message al so contai ns a SESSI ON- OF- | NTEREST

(SA) object. The SO contains a GENERI C- AGGREGATE SESSI ON
(GApcn) whose PHB-1D is set to the PCN PHB-1D. The GENERI G-
AGCGREGATE SESSI ON contains an interface-independent Deaggregator
address inside the Dest Address and appropriate val ues inside the
vDst Port and Extended vDstPort fields. In this docunment, the

Ext ended vDstPort SHOULD contain the |IPv4 or | Pv6 address of

t he Aggregator.

(3) The Aggregator follows the request fromthe Deaggregator and
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signals an Aggregate Path for the GENERI C AGGREGATE Sessi on
(GApcn) .

(4) The Deaggregator takes into account the information contained in
the ADSPEC from both Aggregate Paths and updates the E2E Path
ADSPEC accordi ngly. The PCN- egress-node MJUST NOT performthe
RSVP- TTL vs | P TTL-check and MJST NOT update the ADspec Break
bit. This is because the whole PCN-domain is effectively handl ed
by E2E RSVP as a virtual link on which integrated service is
i ndeed supported (and admi ssion control perforned) so that the
Break bit MJST NOT be set, see al so
[draft-| efaucheur-rsvp-ecn-01]. The Deaggregator al so nodifies
the E2E Path | P protocol nunber to RSVP before forwarding it.

(5) In this exanple, the Deaggregator elects to inmedi ately proceed
with establishnment of the generic aggregate reservation. In
ef fect, the Deaggregator can be seen as anticipating
the actual demand of E2E reservations so that the generic
aggregate reservation is in place when the E2E Resv
request arrives, in order to speed up establishment of E2E
reservations. Here it is also assuned that the Deaggregat or
i ncludes the optional Resv Confirm Request in the Aggregate
Resv nessage

(6) The Aggregator nerely conplies with the received ResvConfirm
Request and returns the correspondi ng Aggregate ResvConfirm

(7) The Deaggregator has explicit confirmation that the generic
aggregate reservation is established.

(8) On receipt of the E2E Resv, the Deaggregator applies the mapping
policy defined by the network administrator to map the E2E Resv
onto a generic aggregate reservation. Let’s assunme that this
policy is such that the E2E reservation is to be nmapped onto the
generic aggregate reservation with the PCN PHB-1D=x. The
Deaggregat or knows that a generic aggregate reservation (GApcn)
is in place for the corresponding PHB-ID since (7). At this step
t he Deaggregator maps the generic aggregated reservati on onto one
i ngress-egress-aggregate mai ntai ned by the Deaggregator (as a
PCN- egr ess-node), see Section 3.7. The Deaggregator perforns
adm ssion control of the E2E Resv onto the generic Aggregate
reservation for the PCN PHB-I D (GApcn). The Deaggregator takes
al so into account the PCN admi ssion control procedure as
as specified in [RFC6661] and [ RFC6662], see Section 3.7.

If one or both the adnission control procedures (PCN based

adm ssion control procedure and adm ssion control procedure
specified in [RFC4860]) are not successful, then the E2E Resv is
not admitted onto the associ ated RSVP generic aggregate
reservation for the PCN PHB-ID (GApcn). Ot herw se, assumning that
the generic aggregate reservation for the PCN (GApcn) had been
established with sufficient bandwi dth to support the E2E Resv,
the Deaggregator adjusts its counter, tracking the unused

bandwi dth on the generic aggregate reservation. Then it forwards
the E2E Resv to the Aggregator including a SESSI ON- OF- | NTEREST
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obj ect conveying the sel ected napping onto GApcn (and hence onto
the PCN PHB-I1D).

(9) The Aggregator records the mapping of the E2E Resv onto GApcn
(and onto the PCN PHB-1D). The Aggregator renobves the SO object
and forwards the E2E Resv towards the sender.
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