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Abst r act

This note explains what is neant by the term "network transport
circuit breaker"™ (CB). It describes the needs for circuit breakers
when using network tunnels, and other non-congestion controlled
applications. It defines requirenents for building a circuit breaker
and t he expected outcones of using a circuit breaker within the

I nternet.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Novenber 6, 2014.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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1. Introduction

A network transport Circuit Breaker (CB) is an automatic nmechani sm
that is used to estinmate congestion caused by a flow, and to
termnate (or significantly reduce the rate of) the fl ow when
persistent congestion is detected. This is a safety neasure to
prevent congestion collapse (starvation of resources available to
other flows), essential for an Internet that is heterogeneous and for
traffic that is hard to predict in advance.

A CBis intended as a protection nechanismof |ast resort. Under
normal circunstances, a CB should not be triggered; It is designed to
protect things when there is overload. Just as people do not expect
the electrical circuit-breaker (or fuse) in their honme to be
triggered, except when there is a wiring fault or a problemw th an
el ectrical appliance.
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Persi stent congestion (al so known as "congestion coll apse") was a
feature of the early Internet of the 1980s. This resulted in excess
traffic starving other connection fromaccess to the Internet. It
was countered by the requirenent to use congestion control (CC) by
the Transm ssion Control Protocol (TCP) [Jacobsen88] [RFC1112].
These nechani sns operate in Internet hosts to cause TCP connections
to "back off" during congestion. The introduction of CCin TCP
(currently docunented in [ RFC5681] ensured the stability of the
Internet, because it was able to detect congestion and pronptly
react. This worked well while TCP was by far the donmnant traffic in
the Internet, and nost TCP flows were long-lived (ensuring that they
coul d detect and respond to congestion before the flows termni nated).
This is no longer the case, and non-congestion controlled traffic,

i ncludi ng many applications of the User Datagram Protocol (UDP) can
forma significant proportion of the total traffic traversing a link
The current Internet therefore requires that non-congestion
controlled traffic needs to be considered to avoid congestion
col | apse.

There are inportant differences between a transport circuit-breaker
and a congestion-control nethod. Specifically, congestion contro

(as inplenented in TCP, SCTP, and DCCP) needs to operate on the
timescal e on the order of a packet round-trip-time (RTT), the tine
fromsender to destination and return. Congestion control methods
may react to a single packet |oss/marking and reduce the transm ssion
rate for each | oss or congestion event. The goal is usually to limt
the maxi numtransm ssion rate that reflects the avail abl e capacity of
a network path. These nethods typically operate on individua

traffic flows (e.g. a 5-tuple).

In contrast, CBs are recomended for non-congestion-controlled
Internet flows and for traffic aggregates, e.g.traffic sent using a
network tunnel. Later sections provide exanples of cases where
circuit-breakers nay or may not be desirable.

A CB needs to neasure (neter) the traffic to deternine if the network
i s experiencing congestion and nust be designed to trigger robustly
when there is persistent congestion. This nmeans the trigger needs to
operate on a timescale much | onger than the path round trip time
(e.g. seconds to possibly many tens of seconds). This |onger period
is needed to provide sufficient time for transports (or applications)
to adjust their rate follow ng congestion, and for the network | oad
to stabilise after any adjustnent. A CB trigger will often be based
on a series of successive sanple neasurenents taken over a reasonably
long period of tine. This is to ensure that a CB does not
accidentally trigger following a single (or even successive)
congestion events (congestion events are what triggers congestion
control, and are to be regarded as normal on a network |ink operating
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near its capacity). Once triggered, a control function needs to
renove traffic fromthe network, either disabling the flow or
significantly reducing the level of traffic. This reaction provides
the required protection to prevent persistent congestion being
experienced by other flows that share the congested part of the

net wor k pat h.

1.1. Types of GCircuit-Breaker

There are various forns of network transport circuit breaker. These
are differentiated mainly on the tinescal e over which they are
triggered, but also in the intended protection they offer

o0 Fast-Trip Crcuit Breakers: The relatively short tinmescal e used by
this formof circuit breaker is intended to protect a flow or
rel ated group of flows.

o0 SlowTrip CGrcuit Breakers: This circuit breaker utilises a |onger
timescal e and is designed to protect traffic aggregates.

o Managed Circuit Breakers: Utilise the operations and nmanagenent
functions that nmay be present in a nanaged service to inplenment a
circuit breaker.

Exanpl es of each type of circuit breaker are provided in section 4.
2. Term nol ogy
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
3. Design of a Gircuit-Breaker (Wat makes a good circuit breaker?)
Al though circuit breakers have been tal ked about in the | ETF for nmany
years, there has not yet been guidance on the cases where circuit
breakers are needed or upon the design of circuit breaker mechani sns.
Thi s docunment seeks to offer advise on these two topics.
Section 3.1 describes the functional conponents of a circuit breaker
and section 3.2 defines requirenents for inplenenting a circuit
br eaker.
3.1. Functional Conponents
The basic design of a circuit breaker involves communication between

an ingress point (a sender) and an egress point (a receiver) of a
network flow. A sinple picture of CB operation is provided in figure

Fai r hur st Expi res Novenber 6, 2014 [ Page 4]



Internet-Draft May 2014

1. This shows a set of routers (each labelled R) connecting a set of
endpoints. A CBis used to control traffic passing through a subset
of these routers, acting between an ingress and a egress point. In
sonme cases the ingress and egress may be in one or both endpoints, in
other cases they will be in the network, for exanple one expected use
woul d be at the ingress and egress of a tunnel service.

[ S, + [ S, +
| Endpoi nt | | Endpoi nt |
[ SR + [ SR +

I +o4+ Aot Ao -o - + -+ -+ At Ao --oa- - + -+ -+ I
+- - +R+- - +R+- -+ I ngress +--+R+--+R+--+R+--+ Egress |--+R+--+R+- -+
+++ -+ AF------- +-+ +-+ -+ -+ H----- +--4+  +++ -+
I n I I I
+- + [ | +----+----+ [ [ +- +
+R+-- -+ | | Measure +<-----------ooo--- + +- - - +R+
+++ | -t +++
I I I I
| | ook |

[ R S + | | Trigger + [ R S +

| Endpoi nt | | +----+----+ | Endpoi nt |

S NIy + | | S NIy +

Fooo oo +
Reacti on

Figure 1: A CB controlling the part of the end-to-end path between an
i ngress point and an egress point.

The set of conponents needed to inplenent a circuit breaker are:

1. An Ingress neter (at the sender or tunnel ingress) records the
nunber of packets/bytes sent in each nmeasurenment interval. This
neasures the offered network | oad. The neasurenent interval
could be every few seconds.

2. An Egress neter (at the receiver or tunnel egress) records the
nunber/bytes received in each measurenment interval. This
measures the supported |load and may utilise other signals to
detect the effect of congestion (e.g. |oss/nmarking experienced
over the path).

3. The neasured values at the ingress and egress are conmunicated to
the CB Measurenent function. This may use several nethods
i ncludi ng: Sending return nmeasurenent packets froma receiver to
a trigger function at the sender; An inplenentation using
Operations, Adm nistrati on and Managenent (OAM, or another in-
band signalling datagramto send to the trigger function; It
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3. 2.

could also be inplenmented purely as a control plane function
usi ng a software-defined network controller.

The Measurenent function conbines the Ingress and Egress
measurenents to assess the present |evel of network congestion
(For example, the loss rate for each neasurenent interval could
be deduced fromcalculating the difference between counter

val ues. Note that accurate nmeasurenent intervals are not
typically inportant, since isolated |oss events need to be

di sregarded.)

A Trigger function determines if the neasurenents indicate

persi stent congestion. This defines an appropriate threshold for
determning there is persistent congestion between the ingress
and egress (e.g. nore than 10% 1 oss, but other methods could al so
be based on the rate of transm ssion as well as the loss rate).
The transport CB is triggered when the threshold is exceeded in
mul tiple measurenment intervals (e.g. 3 successive nmeasurenents).
Thi s design needs to be robust to single or spurious events
triggering a reaction.

A Reaction that is applied at the Ingress when the CB is
triggered. This seeks to automatically renove the traffic
causi ng persistent congestion.

The CB al so triggers when it does not receive both sender and
recei ver nmeasurements, since this also could indicate a | oss of
control packets (also a synptom of heavy congestion or inability
to control the |oad).

Requirements for inplenmenting a CB

The requirenents for inplenenting a CB are:

(0]

There MUST be a control path fromthe Ingress nmeter and the Egress
meter to the point of measurement. The CB MJUST trigger if this
control path fails. That is, the feedback indicating a congested
period is designed so that the CBis triggered when it fails to
recei ve measurenent reports that indicate an absence of

congestion, rather than relying on the successful transn ssion of
a "congested" signal back to the sender. (The feedback signa
could itself be | ost under congestion coll apse).

A CB MJST define a neasurenent period over which the receiver
measures the | evel of congestion. This nmethod does not have to
det ect individual packet |oss, but MJUST have a way to know t hat
packets have been lost/nmarked fromthe traffic flow |If Explicit
Congestion Notification (ECN) is enabled [ RFC3168], an egress
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meter MAY al so count the nunber of ECN congestion marks/event per
measurenent interval, but even if ECN is used, |oss MIST still be
measured, since this better reflects the inpact of persistent
congestion. The type of CB will deternine how long this

measur enent period needs to be. The mininumtinme nust be
significantly longer than the time that current CC al gorithnms need
to reduce their rate follow ng detection of congestion (i.e. nmany
path RTTS).

0 ACBis REQURED to define a threshold to determ ne whether the
measur ed congestion is considered excessive.

0 ACBis REQURED to define a period over which the Trigger uses
the col |l ected neasurenents

0 A CB MJUST be robust to nmultiple congestion events. This usually
will define a nunber of neasured persistent congestion events per
triggering period. For exanple, a CB may conbine the results of
several neasurenment periods to deternmine if the CBis triggered
(e.g. triggered when persistent congestion is detected in 3
measurenents within the triggering interval).

0o A triggered CB MIJST react decisively by disabling (or
significantly reducing) traffic at the source (e.g. tunne
ingress). The CB SHOULD be constructed so that it does not
trigger under light or intermttent congestion, with a default
response to a trigger that disables all traffic that contributed
to congestion.

0 Sone circuit breaker designs use a reaction that reduces, rather
that disables, the flows it control. This response MJST be nuch
nmore severe than that of a CC algorithm because the CB reacts to
nore persistent congestion and operates over longer tinescales. A
CB that reduces the rate of a flow, MJUST continue to nonitor the
| evel congestion and MJUST further reduce the rate if the CBis
agai n triggered.

0 The reaction to a triggered CB MIJST continue for a period of tinme
of at least the triggering interval. Manual operator intervention
will usually be required to restore the flow. If an automated
response i s needed to reset the trigger, then this MJIST NOT be
i mredi ate. The design of this release nechani smneeds to be
sufficiently conservative that it does not adversely interact with
ot her nmechani sns (including other CB algorithnms that contro
traffic over a common pat h.

0 Wien a CBis triggered, it SHOULD be regarded as an abnor nal
network event. As such, this event SHOULD be | ogged. The
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measurenents that lead to triggering of the CB SHOULD al so be
| ogged.

4. Exanples of G rcuit Breakers

There are multiple types of CB that nmay be defined for use in
di fferent deploynment cases. This section provides exanples of
different types of circuit breaker:

4.1. A Fast-Trip Crcuit Breaker

A fast-trip circuit breaker is the nost responsive formof CB. It
has a response tine that is only slightly larger than that of the
traffic it controls. It is suited to traffic with well-understood
characteristics. It is not be suited to arbitrary network traffic,
since it may prematurely trigger (e.g. when nultiple congestion-
controlled flows | ead to short-term overl oad).

4.1.1. A Fast-Trip CGrcuit Breaker for RTP

A set of fast-trip CB nmethods have been specified for use together by
a Real -tine Transport Protocol (RTP) flow using the RTP/AVP Profile
:[RTP-CB] . It is expected that, in the absence of severe congestion
all RTP applications running on best-effort I P networks will be able
to run without triggering these circuit breakers. A fast-trip RTP CB
is therefore inplemented as a fail-safe.

The sender nonitors reception of RTCP Reception Report (RR or XRR)
packets that convey reception quality feedback information. This is
used to nmeasure (congestion) |oss, possibly in conbination with ECN
[ RFC6679] .

The CB action (shutdown of the flow) is triggered when any of the
followi ng trigger conditions are true:

1. An RTP CB triggers on reported |lack of progress.

2. An RTP CB triggers when no receiver reports nessages are
recei ved.

3. An RTP CB uses a TFRC-style check and set a hard upper limt to
the long-term RTP t hroughput (over many RTTS).

4. An RTP CB includes the notion of Media Usability. This circuit

breaker is triggered when the quality of the transported nedia
falls bel ow sone required m ni num acceptable quality.
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4.2. A Slowtrip Circuit Breaker

A slowtrip CB nmay be inplenented in an endpoint or network device.
This type of CB is nuch slower at responding to congestion than a
fast-trip CB and is expected to be nore comuon.

One exanple where a slowtrip CBis needed is where flows or traffic-
aggregates use a tunnel or encapsul ation and the flows within the
tunnel do not all support TCP-style congestion control (e.g. TCP
SCTP, TFRC), see [ RFC5405] section 3.1.3. A use case is where
tunnel s are deployed in the general Internet (rather than "controlled
environnments" within an ISP or Enterprise), especially when the
tunnel may need to cross a custonmer access router

4.3. A Managed Circuit Breaker

A managed CB is inplenented in the signalling protocol or nanagenent
pl ane that relates to the traffic aggregate being controlled. This
type of circuit breaker is typically applicable when the depl oynent
is within a "controlled environnment".

A Crcuit Breaker requires nore than the ability to determine that a
network path is forwarding data, or to neasure the rate of a path -
whi ch are often nornmal network operational functions. There is an
additional need to deternine a metric for congestion on the path and
to trigger a reaction when a threshold is crossed that indicates
persi stent congesti on.

4.3.1. A Managed Circuit Breaker for SAToP Pseudo-Wres

[ RFCA553], SAToP Pseudo-Wres (PWE3), section 8 describes an exanple
of a managed circuit breaker for isochronous flows.

If such flows were to run over a pre-provisioned (e.g. MPLS)
infrastructure, then it nmay be expected that the Pseudo-Wre (PW
woul d not experience congestion, because a flow is not expected to
either increase (or decrease) their rate. |If instead Pseudo-Wre
traffic is nultiplexed with other traffic over the general Internet,
it could experience congestion. [RFC4553] states: "If SAToP PW run
over a PSN providing best-effort service, they SHOULD nonitor packet
loss in order to detect "severe congestion". The currently
recomended neasurenent period is 1 second, and the trigger operates
when there are nore than three nmeasured Severely Errored Seconds
(SES) within a period.

If such a condition is detected, a SAToP PWshoul d shut down

bidirectionally for sonme period of tine..." The concept was that when
the packet loss ratio (congestion) |evel increased above a threshold,
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the PWwas by default disabled. This use case considered fixed-rate
transm ssi on, where the PWhad no reasonable way to shed | oad.

The trigger needs to be set at the rate the PWwas |ikely have a
serious problem possibly nmaking the service non-conpliant. At this
point triggering the CB would renmove the traffic prevent undue inpact
congestion-responsive traffic (e.g., TCP). Part of the rationale,
was that high loss ratios typically indicated that sonething was
"broken" and shoul d have already resulted in operator intervention
and should trigger this intervention. An operator-based response
provi des opportunity for other action to restore the service quality,
e.g. by shedding other | oads or assigning additional capacity, or to
consciously avoid reacting to the trigger while engineering a
solution to the problem This may require the trigger to be sent to
athird location (e.g. a network operations centre, NOC) responsible
for operation of the tunnel ingress, rather than the tunnel ingress
itself.

5. Exanples where circuit breakers may not be needed.

A CBis not required for a single CC-controlled flow using TCP, SCTP,
TFRC, etc. 1In these cases, the CC nethods are designed to prevent
congestion col | apse.

XX NOTE: Comments on this section are particularly welcone to
establi sh cl earer understandi ng of the operational conditions under
which circuit breakers should or nust be depl oyed.

5.1. CBs and uni-directional Traffic

A CB can be used to control uni-directional UDP traffic, providing
that there is a control path to connect the functional conponents at
the Ingress and Egress. This control path can exist in networks for
which the traffic flowis purely unidirectional (e.g. a nulticast
streamthat sends packets across an Internet path).

A one-way physical link may have no associated control path, and
theref ore cannot be controlled using an automated process. This
coul d be nmanaged by policing traffic to ensure it does not exceed the
avai l abl e capacity. Supporting this type of traffic in the genera
Internet requires operator nonitoring to detect and respond to

persi stent congestion or the use of dedicated capacity - e.g. Using
per - provi sioned MPLS services, RSVP, or admi ssion-controlled
Differentiated Services.
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5.2. CBs over pre-provisioned Capacity

One common question is whether a CB is needed when a tunnel is
deployed in a private network with pre-provisioned capacity?

In this case, conpliant traffic that does not exceed the provisioned
capacity should not result in congestion. A CB wll hence only be

triggered when there is non-conpliant traffic. 1t could be argued
that this event should never happen - but it may al so be argued that
the CB equally should never be triggered. |If a CB were to be

i npl emented, it would provide an appropriate response should this
persi stent congestion occur in an operational network

5.3. CBs with CC Traffic

| P-based traffic is generally assuned to be congestion-controlled,
i.e., it is assuned that the transport protocols generating |P-based
traffic at the sender already enpl oy nechanisns that are sufficient
to address congestion on the path [ RFC5405]. A question therefore
ari ses when people deploy a tunnel that is thought to only carry an
aggregate of TCP (or some other CC-controlled) traffic: Is there
advantage in this case in using a CB?

For sure, traffic in a such a tunnel will respond to congestion
However, the answer to the question may not be obvi ous, because the
overall traffic forned by an aggregate of flows that inplenent a CC
mechani sm does not necessarily prevent congestion collapse. For

i nstance, nost CC nechanisns require long-lived flows to react to
reduce the rate of a flow, an aggregate of many short flows may
result in many terninating before they experience congestion. It is
al so often inpossible for a tunnel service provider to know that the
tunnel only contains CC-controlled traffic (e.g. Inspecting packet
headers may not be possible). The inportant thing to note is that if
the aggregate of the traffic does not result in persistent congestion
(inpacting other flows), then the CB will not trigger. This is the
expected case in this context - so inplenenting a CB will not reduce
performance of the tunnel, but offers protection should persistent
congestion occur.

6. Security Considerations
This section will describe security considerations.
7. | ANA Consi derati ons

Thi s docunent nmakes no request from | ANA
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