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Abst ract

Thi s docunment describes the potential benefits to applications when
they enable Explicit Congestion Notification (ECN). It outlines the
principal gains in terns of increased throughput, reduced delay and
other benefits when ECN is used over network paths that include

equi prent that supports ECN-marking. The focus of this docunent is
on usage of ECN, not its inplenentation in hosts, routers and ot her
net wor k devi ces.
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1. Introduction

Internet Transports (such as TCP and SCTP) have two ways to detect
congestion: the loss of a packet and, if Explicit Congestion
Notification (ECN) [ RFC3168] is enabled, by reception of a packet
with a Congestion Experienced (CE)-marking in the | P header. Both of
these are treated by transports as indications of (potential)
congestion. ECN nay al so be enabled by other transports: UDP
applications rmay enable ECN when they are able to correctly process
the ECN signals [ RFC5405] (e.g. ECN with RTP [RFC6679]).

A network device (router, mddl ebox, or other device that forward
packets through the network) that does not support AQVM typically
uses a drop-tail policy to discard excess | P packets when its queue
becones full. The discard of this packet serves as a signal to the
end-to-end transport that there may be congestion on the network path
being used. This triggers a congestion control reaction to reduce
the maxinumrate pernitted by the sendi ng endpoint.

When an application uses a transport that enables the use of ECN, the
transport |layer sets the ECT(0) or ECT(1) codepoint in the |IP header
of packets that it sends. This indicate to network devices that they
may mark, rather than drop, packets in periods of congestion. This
marking is generally perfornmed by Active Queue Managenent (AQVY

[ RFC2309. bis] and may be the result of various AQM al gorithns, where
t he exact conbi nation of AQV ECN algorithns is generally not known by
the transport endpoints. The focus of this docunent is on usage of
ECN, not its inmplenentation in hosts, routers and ot her network

devi ces.

ECN nmekes it possible for the network to signal congestion without
packet loss. This lets the network deliver some packets to an
application that would otherw se have been dropped. This reduction
in packet loss is the nost obvious benefit of ECN, but it is often
relatively nodest. However, enabling ECN can also result in a nunber
of beneficial side-effects, sone of which may be much nore
significant than the immediate reduction in packet [oss from EC\N
mar ki ng i nstead of droppi ng packets.

The remai nder of this docunent discusses the potential for ECN to

positively benefit an application w thout making specific assunptions
about configuration or inplenentation
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[ RFC3168] describes a nmethod in which a router, sets the CE codepoi nt
of an ECN- Capabl e packet at the time that the network device would

ot herwi se have dropped the packet. Wiile it has often been assuned
that network devices mark packets at the sanme |evel of congestion at
whi ch they woul d ot herwi se have dropped them (e.g., when a queue
reaches an AQM threshol d), separate configuration of the drop and
mark thresholds is known to be supported in sone network devices and
this is recoomended in [ RFC2309. bis]. Sone benefits of ECN that are
di scussed rely upon routers marking packets at a | ower |evel of
congestion before they woul d otherw se drop packets [KH13].

Some benefits are also only realised when the transport endpoint
behavi our is also updated, this is discussed further in Section 5.

2. ECN Depl oynent

For an application to use ECN requires that the endpoint first
enables ECN within the transport. This requires network devices
along the path to at |east pass |IP packets that set ECN codepoints,
and do not drop packets because these codepoints are used. This is
t he recomended behavi our for network devices [ RFC2309. bi s].
Applications and transports (such as TCP or SCTP) can be designed to
fall-back to not using ECN when they discover they are using a path
that does not allow use of ECN (e.g., a firewall or other network
device configured to drop the ECN codepoint).

XXX NOTE: A future revision could include some words and reference a
paper on the current state of network support for transparently
passi ng the ECN codepoi nts.

For an application at an endpoint to gain benefit from ECN, network
devices need to enable ECN marking. Not all network devices al ong
the path need to enable ECN, for the application to benefit. Any
net wor k devi ces that does not set a CE-codepoint can be expected to
drop packets under congestion. Applications that experience
congestion in such endpoints do not see any benefit from using ECN
but woul d see benefit if the congestion were to occur within a
networ k device that did support ECN

ECN can be increnentally deployed in the general Internet. The |ETF
has provi ded gui dance on configuration and usage in [ RFC2309. bi s].

ECN rmay al so be depl oyed within a controlled environnent, for exanple
within a data centre or within a well-managed private network. In
this case, the use of ECN may be tuned to the specific use-case. An
exanple is Datacenter TCP (DCTCP) [AL10].
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Depl oynment needs al so to consider the requirements for processing ECN
at tunnel endpoints of network tunnels, and gui dance on the treatnment
of ECN is provided in [ RFC6040]. Further guidance on the
encapsul ati on and use of ECN by non-1P network devices is provided in
[ 1 D. ECN- Encap] .

3. Benefit of using ECN to avoi d congestion | oss

When packet loss is a result of (mld) congestion, an ECN enabl ed
router may CE-mark, rather than drop an ECN-enabl ed packet. An
application can benefit fromthis nmarking in several ways:

3.1. Inproved Throughput

ECN can inprove the throughput performance of an application
al though this increase in throughput offered by ECN is often not the
nost significant gain.

When an application uses a light to noderately | oaded network path,
the nunber of packets that are dropped due to congestion is small.
Usi ng an exanple from Table 1 of [RFC3649], for a standard TCP sender
with a Round Trip Tine, RTT, of 0.1 seconds, a packet size of 1500
bytes and an average throughput of 1 Mips, the average packet drop
ratio is 0.02. This translates into an approxi mate 2%t hr oughput
gain if ECN is enabled. 1In heavy congestion, packet |oss may be
unavoi dable with, or w thout, ECN [ RFC2309. bi s].

3.2. Reduced Head- of -Li ne Bl ocki ng

Many transports provide in-order delivery of received data segnents
to the applications they support. This requires that the transport
stalls (or waits) for all data that was sent ahead of a particul ar
segnment to be correctly received before it can forward any | ater
data. This is the usual requirenent for TCP and SCTP. PR-SCTP

[ RFC3758], UDP, and DCCP [ RFC4340] provide a transport that does not
have this requirenent.

Del aying data to provide in-order transnission to an application
results in |latency when segnents are dropped as indications of
congestion. The congestive | oss creates a delay of at |east one RTT
for a loss event before data can be delivered to an application. W
call this Head-of-Line (HCL) bl ocking.

In contrast, using ECN can renove the resulting delay follow ng a
loss that is a result of congestion

o First, the application receives the data nornally - this also
avoi ds dropping data that has already nade it across the network
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3.

3. 4.

3.

path. It avoids the additional delay of waiting for recovery of
the | ost segment when using a reliable transport.

0 Second, the transport receiver notes that it has received CE-
mar ked packets, and then requests the sender to make an
appropriate congestion-response to reduce the nmaxi mrumtransni ssion
rate for future traffic.

Reduced Probability of RTO Expiry

In sone situations, ECN can help reduce the chance of a

retransm ssion timer expiring (e.g., expiry of the TCP or SCTP
retransm ssion tinmeout, RTO [ RFC5681]). Wen an application sends a
burst of segnents and then becones idle (either because the
application has no further data to send or the network prevents
sending further data - e.g., flow or congestion control at the
transport layer), the | ast segnent of the burst may be lost. It is
of ten not possible to recover this last segnment (or |ast few
segnent s) using standard net hods such as Fast Recovery [RFC5681],
since the receiver generates no feedback because it is unaware that
the | ost segments were actually sent.

In addition to avoiding HOL blocking, this allow the transport to
avoi d the consequent |oss of state about the network path it is

usi ng, which woul d have arisen had there been a retransm ssion
timeout. Typical inpacts of a transport timeout are to reset path
estimates such as the RTT, the congestion w ndow, and possibly other
transport state that can reduce the performance of the transport
until it again adapts to the path.

Avoi di ng tineouts can hence inprove the throughput of the
application. This benefits applications that send intermttent
bursts of data, and rely upon tiner-based recovery of packet |oss.

It can be especially significant when ECN is used on TCP SYN ACK
packets as specified in [ RFC5562] where the RTO interval nmay be |arge
because in this case TCP cannot base the tineout period on prior RTT
nmeasur enents from the same connection

Applications that do not retransnmt |ost packets

Sone | atency-critical applications use transports that do not
retransmt |ost packets, yet these applications may be able to adjust
the sending rate in the presence of congestion. Exanples of such
applications include UDP-based services that carry Voice over |IP
(VolP), interactive video, or real-tinme data. The performance of
many such applications degrades rapidly with increasing packet |oss,
and nany therefore enploy |oss-hiding nechanisns (e.g., packet
forward error correction, or data duplication) to nmtigate the effect
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of congestion loss on the application. However, such mechani snms add
compl exity and can thensel ves consune additional network capacity
reduci ng the capacity for application data and contributing to the
pat h | atency when congestion i s experienced.

By decoupling congestion control fromloss, ECN can allow the
transports supporting these applications to reduce their rate before
the application experiences |oss fromcongestion, especially when the
congestion is mld and the application/transport can react pronptly
to reception of a CE-nmarked packet. Because this reduces the
negative inpact of using |oss-hiding nmechani sns, ECN can have a
direct positive inpact on the quality experienced by the users of

t hese applications.

4. Benefit fromEarly Congestion Detection

An application can further benefit from using ECN, when the network
devices are configured such that they nmark packets at a | ower |eve
of congestion before they woul d ot herwi se have dropped packets from
queue overfl ow

4.1. Avoiding Capacity Overshoot

Internet transports do not know apriori how nuch capacity exists
along a network path. Transports therefore try to measure the
capacity available to an application by probing the network path with
increasing traffic to the point where they detect the onset of
congestion (such as TCP or SCTP Slow Start).

ECN can hel p capacity probing algorithnms fromsignificantly exceeding
the bottl eneck capacity of a network path. Since a transport that
enabl es ECN can receive congestion signals before there is
significant congestion, an early-marking method in network devices
can help a transport respond before it induces significant congestion
with resultant loss to itself or other applications sharing a conmon
bottl eneck. For exanple, an application/transport can avoid
incurring significant congestion during Slow Start, or a bulk
application that tries to increase its rate as fast as possible, may
qui ckly detect the presence of congestion, causing it to pronptly
reduce its rate.

Use of ECN is nore effective than transport nechani sns such as
Limted Slow Start [RFC3742] because it provides direct information
about the state of the network path. An ECN enabl ed application/
transport that probes for capacity can reduce its rate as soon as it
di scovers CE-narked packets are received, and before the applications
increases its rate to the point where it builds a queue in a network
devi ce that induces congestion loss. This benefits an application
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seeking to increase its rate - but perhaps nmore significantly, it
elimnates the often unwanted | oss and queuei ng del ay that otherw se
may be inflicted on flows that share a conmon bottl eneck

4.2. Making Congestion Visible

A characteristic of using ECNis that it exposes the presence of
congestion on a network path to the transport and network |ayers.
This information could be used for nonitoring the performance of the
path, and could be used to directly neter the anount of congestion
that has been encountered upstreamon a path; netering packet loss is
harder. This is used by Congestion Exposure (CoNex) [RFC6789].

A network flow that only experiences CE-marks and no loss inplies
that the sendi ng endpoint is experiencing only congestion and not
ot her sources of packet loss (e.g., link corruption or loss in

m ddl eboxes). The converse is not true - a flow nay experience a
nm xture of ECN-nmarks and | oss when there is only congestion or when
there is a conbination of packet |o0ss and congestion [ RFC2309. bi s].
Recordi ng the presence of CE-nmarked packets can therefore provide

i nformati on about the performance of the network path.

5. Oher fornms of ECN Marking/ Reacti ons

The ECN nechani sm defi nes both how packets are CE-nmarked and how
transports need to react to reception of marked packets. This
section describes the benefits when updated net hods are used.

Benefit has been noted when packets are CE-nmarked earlier than they
woul d ot herwi se be dropped, using an instantaneous queue, and if the
recei ver provides precise feedback about the number of packet narks
encountered, a better sender behavior is possible. This has been
shown by Datacenter TCP (DCTCP) [ AL10].

Preci se feedback about the nunber of packet nmarks encountered is
supported by RTP over UDP [ RFC6679] and proposed for SCTP [ ST14] and
TCP [KU13]. An underlying assunption of DCTCP is that it is deployed

in confined environments such as a datacenter. It is currently
unknown whet her or how such behavi our could be introduced into the
I nternet.

6. Concl usion
Net wor k devi ces shoul d enabl e ECN and peopl e configuring host stacks

shoul d al so enable ECN. These are pre-requisites to all ow
applications to gain the benefits of ECN
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Application devel opers shoul d where possi bl e use transports that
enabl e the benefits of ECN. Applications that directly use UDP need
to provide support to inplenent the functions required for ECN. Once
enabl ed, an application that uses a transport that supports ECN will
experience the benefits of ECN as network depl oynent starts to enabl e
ECN. The application does not need to be rewitten to gain these
benefits.

Table 1 summari zes sone of these benefits.

| I'nmproved Throughput |
| Reduced Head- of - Li ne |
| Reduced Probability of RTO Expiry [
| Applications that do not retransnit |ost packets |
| Avoiding Capacity Overshoot |
| Making Congestion Visible [

Table 1: Sunmary of Key Benefits from using ECN
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