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Abstract

TURN server and the network in which it is hosted due to | oad could
adversely inpact the traffic relayed through it. During such high

|l oad event, it is desirable to shed sone traffic but TURN server | ack
requi renents about the flows to prioritize them This docunent
defines such a nechanismto conmmuni cate fl ow characteristics fromthe
TURN client to its TURN server.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 14, 2015.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
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carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.

Tabl e of Contents

1. Introduction 2
2. Term nol ogy . . 3
3. Design conS|derat|ons . 3
4. Solution Overview . . 4
4.1. Sending a ChanneIBlnd Request 4
4.2. Receiving a Channel Bi nd Request 5
4.2.1. Conflict Resolution . . 5
4.3. Receiving a Channel Bi nd Response 6
5.  FLOWDATA f or nat . e e e e s s 6
6. Security ConS|derat|ons A
7. |1ANA Considerations . . . . . . . . . . . . . . . ... ... 11
8. Acknowl edgement . . . . . . . . . . . . . . . . . . ... .. 1
9. References . . . e v
9.1. Nornative References e I
9.2. Informative References . . . . . . . . . . . . . . . . . 12
Authors’ Addresses . . . . . . . . . . . . . . . . ... 0. 12
1. Introduction

Traversal Using Relay NAT (TURN) [RFC5766] is a protocol that is
often used to inprove the connectivity of P2P applications. TURN
all ows a connection to be established when one or both sides is

i ncapabl e of a direct P2P connection. A TURN server could be

provi ded by an enterprise network, an access network, an application
service provider or a third party provider. A TURN server could be
used to relay nedia streans, WbRTC data channel s
[I-D.ietf-rtcweb-overview] , ganmng, file transfer etc. A TURN
server and the network in which it is hosted could have insufficient
bandwi dth or other characteristics that could adversely inpact the
traffic relayed through it and need a mechanismto identify and
provide differentiated service to flows relayed through the TURN
server.

This specification provides a nmechanismfor the client to signal the
flow characteristics of a relay channel to the TURN server, so that
certain relay channels can receive service that is differentiated
fromothers. The TURN server authorizes the request and signals back
to the client that it can (fully or partially) accommpdate the fl ow
This sort of signaling will be useful for long-lived flows such as
nmedi a streans, WebRTC data channels etc traversing through the TURN
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3.

server. The TURN server can further comunicate the flow information
to a nunber of on-path devices in its network using a Policy decision
Point (e.g. SDN controller). This way the network hosting the TURN
server can accommopdate the flow Wth this nmechanism a TURN client
can request the TURN server to provide certain characteristics for
the rel ayed channel on both legs (client-to-server, server-to-peer).
Applications using TURN as a comuni cation relay would benefit from
such an arrangenment as it would inprove the Quality of Experience
(QOE) of the end user.

Note: It is not the intent of this docunent to advocate in favor of
prioritizing relayed candi dates over host, server-reflexive

candi dates, but to highlight the proposed mechani smonly when TURN
server is selected for various reasons like privacy, |CE connectivity
checks with I ocal host/server-reflexive candi dates have failed etc.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Desi gn consi derati ons

1. TURN client can choose to either use Send and Data indications or
channel s to exchange data with its peer. For bandw dth intensive
applications (like video, audio, WbRTC data channel s) using Send
i ndication or Data indication adds 36 bytes overhead to the
application data and substantially increases the bandwi dth
required between the client and the server. Hence channels are
conmonl y used for bandwi dth intensive applications to exchange
data. The other problemw th using Send/Data indications is that
if the TURN server determines that a flow can only be partially
acconmodat ed then this feedback cannot be conveyed back to the
client. Hence in this specification focuses on conveying the
flow characteristics only in Channel Bind request/response.

2. DSCP style markings can also help provide QOS, but has the
following limtations:

* DiffServ style packet marking can help provide QS in sone
environnments but DSCP markings are often nodified or renoved
at various points in the network or when crossing network
boundari es. DSCP markings set by the client may be nodified
or renoved by the intervening network(s) before it reaches the
TURN server.
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* DSCP values are site specific, with each site selecting its
own code points for each QS level, hence it may not work
across domains. However [I-D.ietf-tsvwy-rtcweb-qos]
recommends default set of DSCP val ues for browsers when there
is no site specific infornmation.

* TURN client may not be able to set DSCP val ues for outgoing
packets because of OS linmitations.

* DSCP provides differentiated service only in the outgoing
direction of a flow

The mechani sm described in this docunent has none of the above
limtations and the follow ng useful properties:

0 Usable at the application level to the TURN client, wthout
needi ng operating system support.

0 Robust netadata support, to convey sufficient information to the
TURN server about the flow.

4, Sol ution Overview

When a channel binding is initiated by the client, it may al so

i ndicate certain characteristics of its flowto the TURN server. The
TURN server uses that information to prioritize the flowin its
networ k and signals back to the client that it can fully or partially
accommodat e the flow.

This specification defines one new conprehensi on-optional STUN
attribute: FLOADATA. |If a TURN client wishes to signal the flow
characteristics of the relay channel it MJST insert this attribute in
Channel Bind request. This attribute if used MIST be sent only in the
Channel Bind request. Qher specifications in future may extend this
attribute to be used in other STUN nethods. The TURN server
determines if it can accomodate that flow, making configuration
changes if necessary to accomodate the flow, and returns information
in the FLOADATA attribute indicating its ability to accommodate the
described fl ow.

4.1. Sending a Channel Bi nd Request

The TURN client sends Channel Bind request with the FLOADATA STUN
attribute to signal the flow characteristics of the relay channel to
the TURN server. |If the flow characteristics of a relay channel
change then the client MAY send Channel Bind request with an updated
FLOADATA STUN attribute to refresh the binding. Sinmilarly if the

bi nding is refreshed using Channel Bind request then the client can
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al so signal updated FLOADATA STUN attribute if the flow
characteristics of the relay channel have changed.

4.2. Receiving a Channel Bi nd Request

When a TURN server receives a Channel Bind request that includes a
FLOADATA attribute, it processes the request as per the TURN
specification [ RFC5766] plus the specific rules nentioned bel ow.

The TURN server will determine if it can provide the flow resources
requested by the client. The TURN server determines if the flow can
be fully or partially accommodated, it returns values in the FLOADATA
fields that it can accomrmpdate or returns O in those FLOADATA fi el ds
where it has no information. |In other words if the request indicated
a low tolerance for delay but the TURN server determ nes that only
high delay is available, the FLOANDATA response indicates high del ay
is available. The same sort of processing occurs on all of the
FLOWDATA fields of the response (upstream and downstream del ay
tolerance, loss tolerance, jitter tol erance, ninimum bandwi dth,

maxi mum bandwi dth). If the TURN server determines the flow can only
be partially accombdated and the client has al so signal ed CHECK-
ALTERNATE attribute [I-D.willianms-peer-redirect] then the TURN server
MAY re-direct the client to an alternate TURN server that could
accommodat e the flow characteristics conveyed by the client.

If the TURN server can accomodate the flow as described in the
FLOADATA attribute, it sends a success response and includes the
FLOADATA attribute filled in according to Section 5. The TURN server
SHOULD i ncl ude the FLOADATA attribute in Channel Bi nd response only
when the client had signal ed FLOADATA attribute in Channel Bi nd
request.

4.2.1. Conflict Resolution

It is possible that two hosts send requests with different thresholds
for delay or jitter in each direction for the same flow, and their
requests arrive at the sane TURN server. |If this occurs, it is
RECOMVENDED t hat the TURN server uses the stricter delay/loss
tolerance (that is, the lower tolerance to delay or jitter). The

di agram bel ow depicts a conflict nessage flow
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TURN Cient A TURN server TURN Client B
I

-l oss=ned, del ay=ned---->|<-1o0ss=hi, delay=hi----

| |
I I
| (conflict!) |
I I I
| | --1oss=ned, del ay=ned->|
I I I
| | |

<--1oss=ned, del ay=ned---

Fi gure 1: Message diagram resolving conflict

In the above exanple if the TURN server has already responded to
client B before it receives the request fromclient A then the TURN
server can correct the conflict only when the client B refreshes the
bi ndi ng.

4.3. Receiving a Channel Bi nd Response

When the client receives a Channel Bi nd success response, it proceeds
with processing the response according to the TURN specification

[ RFC5766]. |If the nessage does not include an FLOADATA attribute, no
additional processing is required. The returned FLOADATA attri bute,
if present, indicates the accommodation of this flow the TURN server
will perform This docunent does not define what the TURN client

m ght do with that information, but it could choose anong several
TURN servers or use it for other purposes.

5. FLOADATA for mat
This section describes the format of the new STUN attri bute FLOADATA.

FLOADATA wi || have a type TBD-CA and |l ength of 4 bytes. The FLOADATA
attribute in the request has the foll owi ng fornmat.
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0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

| Attribute Type (TBD-CA) [ Length (4) [
B i i S S i I e i S S R L e e e e
| uDT | uLT | uwlT | RSVD1 | dDT | dLT | dJT | RSVD2 |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e +

| Upst ream M ni num Bandwi dt h |
B i S S T s i S T st i S S S S S S S S i
[ Downst r eam M ni mum Bandwi dt h [
T T e b i i e e s . S I SR S
| Upst ream Maxi mum Bandwi dt h |
e e e i e S S e R T h o o R
| Downst r eam Maxi mum Bandwi dt h |
B i S S T s i S T st i S S S S S S S S i

Figure 2: FLOADATA attribute in request

Description of the fields:

ubDT: Upstream Del ay Tol erance, 0=no infornation avail able, 1=very
| ow, 2=l ow, 3=nedi um 4=hi gh.

uLT: Upstream Loss Tol erance, 0O=no information avail able, 1=very
I ow, 2=l ow, 3=nedi um 4=hi gh.

uJT: Upstream Jitter Tol erance, 0O=no information avail able, 1=very
| ow, 2=l ow, 3=nedi um 4=hi gh.

RSVD1l: Reserved (7 bits), MJST be ignored on reception and MJST be O
on transm ssi on.

dDT: Downstream Del ay Tol erance, 0O=no infornation avail able, 1=very
| ow, 2=l ow, 3=nedi um 4=hi gh.

dLT: Downstream Loss Tol erance, O=no information available, 1=very
I ow, 2=l ow, 3=nedi um 4=hi gh.

dJT: Downstream Jitter Tol erance, 0O=no information available, 1=very
| ow, 2=l ow, 3=nedi um 4=hi gh.

RSVD2: Reserved (7 bits), MJST be ignored on reception and MJUST be 0
on transm ssion.

Upstream M ni num Bandwi dt h:  Measures bandwi dth sent by the client.

Value is in octets per second. The value O neans no infornation
is avail abl e.
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Downst ream M ni mum Bandwi dt h: Measures bandwi dth sent to the client.
Value is in octets per second. The value O means no information
is avail able.

Upst ream Maxi num Bandwi dt h:  Measures bandwi dth sent by the client.
Value is in octets per second. The value 0 nmeans no infornmation

is avail abl e.

Downst r eam Maxi nrum Bandwi dt h: Measures bandwi dth sent to the client.
Value is in octets per second. The value 0 neans no infornation
is avail abl e.

Different applications have different needs for their flows. The
following table is derived from[RFC4594] to serve as a guideline for
tolerance to loss, delay and jitter for sone sanple applications.

The range 0 to 4 used for the fields in FLOADATA attribute, neets the
need to convey the tolerance levels for the traffic serviced by the
service classes in the bel ow table.
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Service C ass Tol erance to

I I I I
| Narme | Traffic Characteristics | Loss |Delay |Jitter]|
[ + + + + [
[ Net wor k | Vari abl e size packets, nostly | [ [ [
[ Contr ol |inelastic short messages, but | Low | Low | High |
[ | traffic can also burst [ [ [ [
I | (e.g., GOSPF) I I I I
[--------------- R e I Fo- - - Fo- - - Fo- - - |
[ | Fixed-size small packets, | Very | Very | Very |
| Tel ephony | constant enission rate, | Low | Low]| Low |
[ | inelastic and lowrate flows | [ [ [
[ | (e.g., G711, G 729) [ [ [ [
| --------------- S oo - oo - oo - |
| Si gnal i ng | Variable size packets, some | Low | Low | High |
what bursty short-lived flows| [ [ [

--------------- R e e e R
| Miltinedia | Variable size packets, | Low | Very | [
| Conferencing | constant transmit interval, | - | Low | Low |
| | rate adaptive, reacts to | oss | Mediuni | |
--------------- e e e
[ Real - Ti ne | RTP/UDP streanms, inelastic, | Low | Very | Low |
| Interactive | nostly variable rate | | Low | |
[-------mmmmem - e e e e |
| Miltinedia | Variable size packets, | Low - | Mediun{ Hi gh |
| St ream ng | elastic with variable rate | Medi uni | |
[--------------- e - - - - - - - - - - - - - - - |
[ Br oadcast | Constant and variable rate, | Very |Mediun| Low |
| Vi deo | inelastic, non-bursty flows | Low | | |
[-------mmmmem - e e e e |
| Low Latency | Variable rate, bursty short- | Low |Low - | High |
| Dat a | lived elastic flows | | Medi uni |
[--------------- e - - - - - - - - - - - - - - - |
[ OAM | Variable size packets, | Low | Mediunm Hi gh |
| | elastic &inelastic flows | | | |
--------------- R e TR SR e SR
| H gh- Throughput| Variable rate, bursty long- | Low | Mediuni High |
| Dat a | lived elastic flows | | - High| |
[--------------- e - - - - - - - - - - - - - - - |
[ St andar d | A bit of everything [ 0 0 0 |
[------------ . e e e |
| LowPriority | Non-real-time and elastic | High | High | Hgh|
| Dat a | (e.g., network backup) | | | |

Figure 3: Flow characteristics
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The FLOMNDATA attribute in the response has the follow ng fornmat

0 1 2 3

01234567890123456789012345678901
B i i S S i I e i S S R L e e e e
| Attribute Type (TBD-CA) [ Length (4) |
R R e R e s s e o S S e R e o o
| AuDT| AuLT| AuJT]| RSVD1 | | AdLT| AdJT]| RSVD2 |

[ Accommodat ed Upstream M ni mum Bandwi dt h [
B T e b i i e R e o S I SR S
| Accomuodat ed Downst ream M ni mum Bandwi dt h [
e e e e i e s S e R CE o o R
| Accomrodat ed Upstream Maxi mum Bandwi dt h |
B i S S T s i S T st i S S S S S S S S i
[ Accommodat ed Downst r eam Maxi mum Bandwi dt h [
T T e b i i e e s . S I SR S

Figure 4: FLOADATA attribute in response
Description of the fields:

AuDT: Acconmopdat ed Upstream Del ay Tol erance, 0=no information
avai l abl e, 1=able to acconmodate very | ow, 2=able to accommopdate
| ow, 3=able to accommvpdate nmedi um 4=able to acconmodate high.

AULT: Accommpdat ed Upstream Loss Tol erance, 0=no information
avai l abl e, 1=able to accommodate very |l ow, 2=able to accommopdate
| ow, 3=able to acconmodate nedium 4=able to accommvpdate hi gh.

AuJT: Acconmodated Upstream Jitter Tol erance, O=no information
avail abl e, 1=able to accommodate very | ow, 2=able to accommopdate
| ow, 3=able to accommbdate nedi um 4=able to acconmnodate high.

RSVD1l: Reserved (7 bits), MJST be ignored on reception and MJST be O
on transni ssion.

AdDT: Acconmopdat ed Downstream Del ay Tol erance, 0=no information
avai l abl e, 1=able to accommodate very |l ow, 2=able to accommopdate
| ow, 3=able to accommbdate nedi um 4=able to acconmodate hi gh.

AdLT: Accommbdat ed Downstream Loss Tol erance, 0=no information

avail abl e, 1=able to accommodate very | ow, 2=able to accommopdate
| ow, 3=able to accommvpdate nedi um 4=able to acconmodate high.
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AdJT: Accommodat ed Downstream Jitter Tol erance, O=no information
avail abl e, 1=able to accommodate very | ow, 2=able to accommopdate
| ow, 3=able to accommvpdate nmedi um 4=able to acconmodate high

RSVD2: Reserved (7 bits), MJST be ignored on reception and MJUST be 0
on transm ssion.

Accomodat ed Upstream M ni mum Bandwi dt h:  Bandw dt h accommodat ed f or
this flow Value in bytes per second. 0 neans no information is
avai | abl e.

Accommmpdat ed Downstream M ni mrum Bandwi dt h: Bandw dt h accommmpdat ed
for this flow Value in bytes per second. 0 neans no information
is avail abl e.

Accommpdat ed Upstream Maxi mum Bandwi dt h:  Bandw dt h acconmopdat ed f or
this flow Value in bytes per second. 0 neans no information is
avai | abl e.

Accomodat ed Downstream Maxi mum Bandwi dt h:  Bandwi dt h acconmodat ed
for this flow Value in bytes per second, 0 neans no information is
avai | abl e.

6. Security Considerations

On sonme networks, only certain users or certain applications are

aut horized to signal the priority of a flow This authorization can

be achieved with STUN | ong-term aut hentication [ RFC5389].

7. |1 ANA Consi derations

Thi s docunment defines the FLOADATA STUN attribute, described in

Section 5. | ANA has allocated the conprehensi on-optional codepoi nt

TBD-CA for this attribute.
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