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Abstract

This document proposes a new fast start-up mechanism to improve the short-lived TCP connections performance.

Initial Spreading allows to safely increase the Initial Window size in any cases, and notably in congested networks.

Merging the increase in the IW with the spacing of the segments belonging to the Initial Window (IW), Initial Spreading is a very simple mechanism that improves short-lived TCP flows performance and does not deteriorate long-lived TCP flows performance.
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1 Introduction

The increase in the Initial Window size is a key topic that keeps the IETF community active since many years. In order to best fit to the evolution of the Internet tendencies, it is thus frequently proposed to enlarge the IW size.

Lately, [RFC6929] has therefore updated [RFC3390] and proposed an IW of 10 segments instead of 3. Several articles and studies have demonstrated that this small change would allow the transmission of 90% of the connections in one RTT [DR10]. If this is without any doubt the best way to deal with short-lived TCP flows in an uncongested environments, the consequences of the release of a large initial burst in a congested network is still an open question in the community.

In [SB14], we showed that enlarging the IW impacts the buffers and then deteriorates the individual connection in a congested environment. Correlations between the segments sent in a same burst are therefore responsible for major impairments when regarding the short-lived connections:
- a decrease of the probability to successfully transmit the entire window.
- an increase of the probability of successive segment losses.
- a significant reduction of the number of potential Duplicated Acknowledgements that are necessary to trigger fast loss recovery mechanisms and not wait for a Retransmission Time Out. Moreover, regarding the peculiar case of the connections that could be sent in one RTT (number of segments to be transmitted inferior or equal to the upper bound value of the TCP’s IW), experiments showed that the loss of one segment of the Initial burst could not be recovered using recovery mechanisms [SB14].

Initial Spreading has been designed to tackle previous burst issues and enable a safe increase in the Initial Window [SB13].

Initial Spreading uses the best of Pacing and Increase in the Initial Window [RFC6928] to enable the transmission of a large number of segments in the first RTT and ensure that each segment is received with a high independent probability.

2 Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [RFC2119].

3 Initial Spreading mechanism

Initial Spreading [SB13] spaces out a number of segments inferior or equal to the permitted upper bound value of the TCP’s IW (e.g.; RFC 6928 [RFC6928] suggests to use 10 for this value) across the first RTT before letting the TCP algorithm continue conventionally:

(1) The RTT is measured during the SYN–SYN/ACK exchange.

(2) According to the RTT value, a Spreading Time (Tspreading) is computed (cf. section 5). Depending on the number of segments to be sent, until n segments are sent every Tspreading.

(3) After the transmission of the IW, the regular TCP algorithm is used.

Thus, bursts do not downgrade the transmission of short-lived connections, but continue to prevent an overload of the network in the case of long-lived connections.

4 Spreading Time design

4.1 Constraints

It has been observed that most of the savings enabled by Initial Spreading in congested environments comes from the independence of the segments sent during the first RTT. Indeed, experimentations [SB13] and analytical model [SB14] showed that Initial Spreading, by preventing the initial burst, enables each segment of the IW to have an independent loss probability. This reduces the latency variance and then, the average latency.

But, precautions should be taken not to be dependent of a false measurement of the initial RTT during the SYN–SYN/ACK exchange or to deteriorate the performance in un-congested network.

To be efficient, Initial Spreading should therefore take the best of several constraints:

- Tspreading MUST be bounded to not be dependent of the RTT measurement.
- Tspreading MUST be large enough for the losses to be un-correlated.
o Tspreading SHOULD be the shortest possible to not add an unnecessary delay (notably in un-congested network).

o Implementation MUST be light.

4.2 Burst impact on losses

It has been observed [SB14] that 2 segments are belonging to one burst if they do encounter the same bottleneck buffer state, and that the minimal spreading depends on the bottleneck throughput. Segments spread with Tspreading < BottleneckThroughput/MSS will face the same buffer state, and then will not be spread enough for the losses to be un-correlated.

As the bottleneck throughput is unknown and can not be known before the transmission of the Initial Window, Tspreading should be selected to offer the best performance whatever the throughput.

4.3 Tmax

Tmax is the upper bound value of Tspreading. It has two main purposes:

o it enables Initial Spreading not to be dependent on the RTT measurement. This last introduces some uncertainty in the mechanism and increases the latency variance.

o it reduces the mean latency.

Tmax’s choice results then in a trade-off.

A larger Tmax would enable the Initial Spreading to be efficient with lower bottleneck throughput (cf. section 4.2) in congested networks, but would decrease the benefits of a large Initial Window in un-congested network. On the opposite, a lower Tmax would reduce the additional delay in un-congested network but would decrease the benefits of Initial Spreading in congested network. In case Tspreading would not be large enough to insure a loss independence, Initial Spreading does not introduce additional delay but performs in a similar way than RFC6928.

The authors RECOMMEND the use of a Tmax equal to 2 ms. This value enable Initial Spreading to perform well in all cases:

o In case of short RTT (ie <20 ms), Tspreading is set to RTT/IW.

o In case of large RTT, Tspreading is set to Tmax. If the duration of the RTT is due to the delay and not to the congestion, then the additional delay would be low in comparison with the RTT duration.
Otherwise, if the large RTT is due to the congestion, our numerous experiments showed that whatever the considered Tmax, using Initial Spreading outperforms the regular performance of a large Initial Window without Initial Spreading.

4.4 Algorithm

T\text{spreading} is computed as follows:

1. RTT/n is compared to Tmax, the maximal value of spreading, with n the permitted upper bound value of the TCP’s IW.
2. If RTT/IW < Tmax, \[ T\text{spreading} = \frac{\text{RTT}}{\text{IW}} \]
3. If RTT/IW >= Tmax, \[ T\text{spreading} = \text{Tmax} \]

5 Implementation considerations

In this section, we discuss a number of aspects surrounding the Initial Spreading implementations.

5.1 Timers

High resolution timers MUST be used instead of Jiffy timers to implement the Initial Spreading.

Using a jiffy timer may therefore result in the transmission of new bursts and reduce Initial Spreading benefits: emissions of multiple TCP flows are synchronized via the Jiffies timer, so when m parallel flows are sent, a burst of m segments may be transmitted.

Finally, using HRTimer enables to keep the Initial Spreading algorithm simple (cf. section 4.4), and notably to not use a lower bound value for T\text{spreading}.

5.2 Pacing in AQM

The authors RECOMMEND to apply the pacing in the Active Queue Management (AQM). For example, an implementation based on the new FQ/pacing would enable:

o to apply the Initial Spreading algorithm and select the optimal T\text{spreading} for each flow, even in the case of multiple TCP flows.
o to not suffer from the TSO/GSO limitations.

o to reduce the overload in the TCP stack.

5.3 Delayed Ack

The use of Delayed Ack (Del Ack) does not downgrade Initial Spreading efficiency.

Regarding long-lived connections and notably TCP’s steady state, the effects of Del Ack are lessened by new TCP’s flavors (such as TCP Cubic or Compound TCP [HR08][TS06]) which tend to adapt their congestion algorithm to take into account whether the receiver uses the Del Ack option or not. In doing so, they can prevent the connection from being too slow, and still continue to reduce acknowledgments traffic. In the event of short-lived connections, the use of Del Ack does not modify the transmission of the IW. There is then no change in the burst propagation.

6 Open discussions

In this section, we introduce possible improvements for Initial Spreading and new perspectives.

6.1 Increasing the upper bound TCP’s IW to more than 10 segments

[DR10] have shown that an IW of 10 segments enables to send more than 90% of the web objects in one RTT. So the authors recommend to use Initial Spreading as a complement to [RFC6928].

If the average size of the web objects continues to evolve, Initial Spreading can be used to raise the IW size. Simulations and experiments showed even better results with an IW equal to 12.

Thus, Initial Spreading paves the way for the use of a larger IW. Further studies are still needed to assess the impact of a higher IW on the network, notably in term of individual performance, fairness, friendliness and global performance.

6.2 Initial Spreading and LFN

The space community designed middleboxes to mitigate poor TCP performance for network with large RTT [FA11]. Proxy Enhancement Performance (PEP) are generally used in LFN and in particular in
satellite communication systems [RFC3135] and offer very good TCP performance.

Nevertheless, some recent studies have emphasized major impairments occasioned by the use of satellite-specific transport solutions, and notably TCP-PEPs, in a global context. The break of the end-to-end TCP semantic, which is required to isolate the satellite segment, is notably responsible for an increased complexity in case of mobility scenarios or security context. This strongly mitigates PEPs benefits and reopens the debate on their relevance[DC10].

Many researchers have outlined that new TCP releases perform well for long-lived TCP connections, even in satellite environment [SC12], but continue to suffer from very poor performance in case of short-lived TCP connections.

Initial Spreading enables to reduce the RTT consequences for short-lived TCP connections and could be an end-to-end alternative to PEP.

7 Security Considerations

The security considerations found in [RFC5681] apply to this document. No additional security problems have been identified with Initial Spreading at this time.

8 IANA Considerations

This document contains no IANA considerations.
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1. Introduction

Google proposes to increase TCP’s initial congestion window (InitCwnd) to at least ten segments (about 15KB) [RFC6928]. While for Taobao, the biggest online shopping mall in China, some public material from Taobao discloses that Taobao is using IW7 in their network instead of IW10. When the TCP’s InitCwnd is set to 7, they get the best end-user experience in Taobao’s experiments. In Google’s experiments, the InitCwnd is configured using the InitCwnd option in the IP route command. Furthermore, all front-end servers within a data center are configured with the same InitCwnd. However, as the network properties at geographically diverse locations differ, one global InitCwnd for all servers cannot optimize the TCP performance.

This document discusses that TCP’s initial congestion window is not a constant in different use cases. It proposes a flexible method to configure the initial window in order to keep up with the current network state.
2. Terminology

This section contains definitions of terms used in this document.

TCP: Transmission Control Protocol  
RTT: Round-Trip Time  
RTO: Retransmission Timeout

3. Current TCP’s Initial Window Configuration Methods

The performance of initial TCP connection and congestion control is often affected by TCP parameters, such as initial congestion window, slow start threshold etc., which are usually default in systems. While with the global network access speeds growing, these default values set by systems may not be suitable for all the usages in current networks.

For example, Google believes a modest increase of InitCwnd to 10 is the best solution for the near-term deployment. Google’s experiments consist of enabling a larger initial congestion window on front-end servers in several data centers at geographically diverse locations. In their experiments, the front-end servers run Linux with a reasonably standards compliant TCP implementation (the congestion control algorithm used is TCP CUBIC), and the initial congestion window is configured using the initcwnd option in the ip route command, i.e., InitCwnd=10.

Another example is Taobao, the biggest online shopping mall in China. Some public material from Taobao discloses that Taobao is using IW7 in their network instead of IW10. In Taobao’s experiments, when the TCP’s InitCwnd is set to 7, they get the best end-user experience.

As the application scenarios for Google and Taobao are definitely different, the InitCwnd values for optimal performance are different too. So using one fixed InitCwnd value (i.e. 10) for all cases is not appropriate.

Current TCP’s InitCwnd is a global variable on a server or host, for example, a host is configured with the same initial congestion window for all the applications. Those parameters can be changed by modifying the regedit or kernel. However, they can’t be modified dynamically, nor can be based on different granularities, such as per TCP flow. If they can be adjusted according to peak and off-peak times of Internet, server capability, network bandwidth, number of users, etc., maybe the performance of TCP connections could be effectively improved. For example, when there is no network...
congestion or server overloading, TCP initial window size could be set bigger. While during the peak time of Internet, e.g. "Double-11" shopping festival of Taobao, the window size could be set smaller in order to avoid unnecessary congestion.

4. Factors affecting TCP’s Initial Window

This section discusses some factors that need to be considered when determining an appropriate TCP initial congestion window. Regarding how to find the proper InitCwnd, it is TBD.

4.1. Web Object Size

[RFC3390] stated that the main motivation for increasing the initial window to 4 KB was to speed up connections that only transmit a small amount of data, e.g., email and web. The majority of transfers back then were less than 4 KB and could be completed in a single RTT (Round-Trip Time).

However, nowadays, the size of the average web page of the top 1000 websites passed 1600K for the first time in July 2014. At the same time the number of objects in the average web page increased to 112 objects. Google proposed to increase TCP’s initial congestion window to at least ten segments (about 15KB) [RFC6928], while Taobao thinks 7 segments is optimal.

4.2. Bandwidth

For low bandwidth networks, such as GSM (Global System for Mobile Communication) and GPRS (General Packet Radio Service), injecting high-speed data into low-speed links leads to congestion or even collapse. In such case, small initial congestion window for TCP connections is relatively safe, e.g. 1 to 4, to prevent network congestion caused by a sudden influx of data into network. However, for networks with sufficient bandwidth capacity, the value of TCP initial congestion window could be set bigger, but we also need to consider other factors such as latency, packet loss, etc.

4.3. Latency

In high latency networks, the duration of slow start stage has a big impact on the whole TCP performance. A small initial congestion window usually leads to a long slow start stage, which may seriously decrease the TCP performance. Especially for short-lived services, e.g., HTTP Web transaction, most data would be transmitted at the low speed rate if the slow start stage is too long. For such kind of application, increasing InitCwnd enables transmission to be finished
in fewer RTTs. This would shorten the duration of slow start stage and avoid RTO (Retransmission Timeout).

Our experiments show the relations between the initial congestion window (horizontal axis) and transmission time when sending 50k data (vertical axis) in a lab simulation environment. We compare the results using different initial congestion windows (from 1 to 10) under different latency (50ms, 100ms, 200ms, 300ms) when sending 50k data. As we can see, when the initial congestion window is bigger, the duration is smaller.

4.4. Packet Loss Rate

Packet loss is usually caused by network congestion due to insufficient bandwidth discussed in Section 4.1.3, or network device problems, e.g. not enough storage in routers. Increasing InitCwnd would lead to data stream burst into networks then would aggravate the packet loss. So in high congestion environment, TCP initial congestion window should be set relatively small, e.g. 2 or 4.

Our experiments show the relations between the initial congestion window (horizontal axis) and transmission time when sending 50k data with different packet loss rate (vertical axis) in a lab simulation environment. We compare the results using different initial congestion windows (from 1 to 10) under packet loss rate (0.10%, 0.20%, 0.40%, 0.60%, 0.80%) when sending 50k data with fixed latency=50ms. As we can see, when the initial congestion window is bigger, the duration is smaller.

4.5. Concurrent TCP connections

For applications with too many concurrent TCP connections, it is not suggested to set too large initial congestion window since too many network resources would be occupied in a very short time. It’s against the TCP fairness and also easily results in network congestion.

5. Configuring TCP’s Initial Window

This document proposes that TCP’s initial window could be automatically configured based on the flow size whenever this size is known, as shown in Figure 1.
Intuitively, a function that determines InitCwnd of each flow based on its size can lead to better performance of small flows. In [WWIC][LCN][NoF], this has been shown to be a benefit, irrespective of network conditions. The key idea is, the larger the flow-size, the smaller the InitCwnd. A lower bound for such an InitCwnd function can be the current standard for InitCwnd.

The results in [LCN] were derived using the following weighted function, where, for a flow of size s packets,

\[
\text{if } s \leq \text{theta} \text{ then} \\
\quad \text{InitCwnd} = \text{MaxIW} \\
\text{else} \\
\quad \text{InitCwnd} = \frac{s}{\text{theta}} \times \text{MaxIW} + (1-\frac{s}{\text{theta}}) \times \text{MinIW} \\
\text{end if}
\]

where theta is the flow size threshold used to distinguish between large flows and the rest, MinIW is the lower bound (four segments [RFC3390]), and MaxIW is the maximum InitCwnd that any connection can have (e.g. 10 [RFC6928]). The parameters, theta, MinIW and MaxIW are in number of TCP segments. Observe that, while small flows, defined by the threshold theta, will have InitCwnd as large as MaxIW, flows with size greater than theta will have InitCwnd closer to MinIW with increasing size.
This proposal assumes that flows will be able to know their sizes before the transfer begins. While this is true for many applications, for example, an HTTP query, a file transfer etc., there are also applications for which the flow-sizes can not be known in advance, for example, a streaming video. No changes are proposed for such flows.

6. IANA Considerations

This document does not introduce any new IANA considerations.

7. Security considerations

This document introduces a new method to configure the initial congestion window for TCP connections. This method facilitates application developers to tune TCP for their benefits. But it also has the possibility that packet loss may caused by inappropriate setting. However, as RFC6928 says, it is unlikely to lead to a persistent state of network congestion or collapse. So it does not introduce any new security issues.
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