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Abst ract

Thi s docunment exam nes the process of transporting applications via
mul ticast across inter-domain peering points. The objective is to
describe the setup process for nulticast-based delivery across

adm ni strative donmai ns and docunent supporting functionality to
enabl e this process.
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1. Introduction

Several types of applications (e.g., live video stream ng, software
downl oads) are well suited for delivery via nmulticast neans. The use
of multicast for delivering such applications offers significant
savings for utilization of resources in any given admnistrative
domai n. End user demand for such applications is growing. Oten

this requires transporting such applications across adnministrative
domai ns via inter-domain peering points.

The objective of this Best Current Practices docunment is twofold:
0 Describe the process and establish guidelines for setting up
mul ti cast - based delivery of applications across inter-domain
peering points, and
0 Catalog all required information exchange between the
adm ni strative donmains to support nulticast-based delivery.

While there are sSeveral multicast protocols are avail able for use,
this BCP will focus the discussion to those that are applicable and
recommended for the peering requirenents of today’'s service nodel,

i ncl udi ng:

o Protocol |Independent Milticast - Source Specific Milticast
(PIMSSM [RFC4607]

0 Internet G oup Management Protocol (1GW) v3 [ RFC4604]

o0 Multicast Listener Discovery (MD) [RFC4604]

This BCP is independent of the choice of nulticast protocol; it
focuses solely on the inplications for the inter-domain peering
poi nt s.

This docunent therefore serves the purpose of a "Gap Anal ysis"
exercise for this process. The rectification of any gaps identified
- whether they involve protocol extension devel opnent or otherw se -
i s beyond the scope of this docunment and is for further study.
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2. Overview of Inter-domain Milticast Application Transport

A mul ticast-based application delivery scenario is as follows:

o Two i ndependent admi nistrative donains are interconnected via a

peering point.

0 The peering point is either nulticast enabled (end-to-end
native nulticast across the two domains) or it is connected by
one of two possible tunnel types:

0 A Generic Routing Encapsul ation (GRE) Tunnel [RFC2784]

all owing nulticast tunneling across the peering point, or

0 An Automatic Multicast Tunnel (AMI) [|ETF-1D AMI].

The application streamoriginates at a source in Domain 1.

An End User associated with Domain 2 requests the application
It is assuned that the application is suitable for delivery via
mul ticast neans (e.g., live steamng of major events, software
downl oads to | arge nunmbers of end user devices, etc.)

The request is communicated to the application source which
provides the relevant nmulticast delivery information to the EU
device via a "manifest file". At a mnimum this file contains
the {Source, Goup} or (S,G information relevant to the
mul ti cast stream

The application client in the EU device then joins the
mul ticast streamdistributed by the application source in
domain 1 utilizing the (S,G information provided in the
mani fest file. The manifest file nay al so contain additiona
information that the application client can use to | ocate the
source and join the stream

O o

o

o

It should be noted that the second adninistrative domain - domain 2
- may be an independent network domain (e.g., Tier 1 network
operator domain) or it could also be an Enterprise network operated
by a single custoner. The peering point architecture and

requi renents may have sone uni que aspects associated with the
Enterpri se case
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The Use Cases describing various architectural configurations for
the multicast distribution along with associated requirenments is
described in section 3. Unique aspects related to the Enterprise
network possibility will be described in this section. A
conprehensive list of pertinent information that needs to be
exchanged between the two dommins to support various functions
enabling the application transport is provided in section 4.

3. Inter-domain Peering Point Requirenments for Milticast

The transport of applications using nulticast requires that the

i nter-domain peering point is enabled to support such a process.
There are three possible Use Cases for consideration

3.1. Native Milticast

This Use Case involves end-to-end Native Milticast between the two

adm ni strative domai ns and the peering point is also native
mul ti cast enabled - Figure 1.

/ AD- 1 \ / AD- 2 \
/[ (Multicast Enabled) \ /[ (Multicast Enabled) \
/ \ / \
| e | | |
I oo + | | 4o + | e
| | AS|------ > BR |-|--------- |->] BR |-----eoeoo-e- |--> EU |
| | | - + | 11 | +------ + [12 +----+
\ -+ / \ /
\ / \ /
\ / \ /
AD = Adninistrative Domain (| ndependent Autononmous Systen
AS = Application (e.g., Content) Milticast Source
BR = Border Router
11 = AD-1 and AD-2 Multicast Interconnection (MBGP or BGW)
12 = AD-2 and EU Mul ticast Connection

Figure 1 - Content Distribution via End to End Native Milticast

Advant ages of this configuration are:
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o Most efficient use of bandwi dth in both donai ns

0 Fewer devices in the path traversed by the nulticast stream
when conpared to unicast transm ssions.

Fromthe perspective of AD-1, the one di sadvantage associated with
native nulticast into AD-2 instead of individual unicast to every EU
in AD-2 is that it does not have the ability to count the number of
End Users as well as the transmtted bytes delivered to them This
information is relevant fromthe perspective of custoner billing and
operational logs. It is assunmed that such data will be collected by
the application |ayer. The application |ayer nechanisns for
generating this information need to be robust enough such that all
pertinent requirenents for the source provider and the AD operator
are satisfactorily net. The specifics of these nmethods are beyond
the scope of this docunent.

Architectural guidelines for this configuration are as foll ows:

o Dual hom ng for peering points between donmains is reconmended
as a way to ensure reliability with full BGP table visibility.

o If the peering point between AD-1 and AD-2 is a controlled
net wor k envi ronment , t hen bandwi dt h can be al | ocat ed
accordingly by the two donmains to permit the transit of non-
rate adaptive multicast traffic. If this is not the case, then
it is reconmended that the nmulticast traffic should support
r at e- adapti on.

0 The sending and receiving of nulticast traffic between two
domains is typically determnmined by |ocal policies associated
with each domain. For exanmple, if AD-1 is a service provider
and AD-2 is an enterprise, then AD-1 may support | ocal policies
for traffic delivery to, but not traffic reception from AD 2.

0 Relevant information on nulticast streans delivered to End
Users in AD-2 is assumed to be collected by available
capabilities in the application |ayer. The precise nature and
formats of the collected information will be determ ned by
directives fromthe source owner and the donmai n operators.
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3.2. Peering Point Enabled with GRE Tunne

The peering point is not native nulticast enabled in this Use Case.
There is a Generic Routing Encapsul ati on Tunnel provisioned over the
peering point. In this case, the interconnection |1 between AD-1 and
AD-2 in Figure 1 is nmulticast enabled via a CGeneric Routing
Encapsul ati on Tunnel (GRE) [RFC2784] and encapsul ating the nulticast
protocol s across the interface. The routing configuration is

basi cal | y unchanged: |nstead of BGP (SAFI2) across the native IP

mul ticast |ink between AD-1 and AD-2, BGP (SAFI2) is now run across
t he GRE tunnel

Advant ages of this configuration

o Highly efficient use of bandwi dth in both domains although not
as efficient as the fully native nulticast Use Case.

0 Fewer devices in the path traversed by the nulticast stream
when conpared to unicast transmn ssions.

0 Ability to support only partial IP rmulticast deploynents in AD
1 and/or AD- 2.

0 GRE is an existing technology and is relatively sinple to
i mpl enent .

D sadvant ages of this configuration

0 Per Use Case 3.1, current router technol ogy cannot count the
nunber of end users or the nunber bytes transmtted.

0 GRE tunnel requires nmanual configuration
0 GRE nust be in place prior to streamstarting.
0 GRE is often left pinned up

Architectural guidelines for this configuration include the
fol | owi ng:

GQuidelines (a) through (d) are the sane as those described in Use
Case 3. 1.

0 GRE tunnels are typically configured manual | y between peering
points to support nulticast delivery between domains.
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olt is reconmended that the GRE tunnel (tunnel server)
configuration in the source network is such that it only
advertises the routes to the application sources and not to the

entire network. This practice wll prevent unauthorized
delivery of applications through the tunnel (e.g., if
application - e.g., content - is not part of an agreed inter-

domai n partnership).

3.3. Peering Point Enabled with an AMI - Both Donmai ns Ml ticast
Enabl ed

Bot h admi ni strative domains in this Use Case are assunmed to be
native nulticast enabl ed here; however the peering point is not. The
peering point is enabled with an Automatic Milticast Tunnel. The
basic configuration is depicted in Figure 2.

/ AD- 1 \ / AD- 2 \
/ (Multicast Enabled) \ /[ (Multicast Enabled) \
/ \ / \
| e | | |
L oo + | | e + | e
| | AS|------ > AR |-]eeeeeee- R B R |--> EU |
|| I tooo--- +] 11 |+ + [12 +----+
\ -+ / \ /
\ / \ /
\ / \ /
AR = AMI Rel ay
AG = AMI' Gat eway
I1 = AMI | nterconnection between AD-1 and AD- 2

AD-2 and EU Mul ticast Connection
Figure 2 - AMI Interconnection between AD-1 and AD 2
Advant ages of this configuration:

o Highly efficient use of bandwidth in AD 1.
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0 AMT is an existing technology and is relatively sinple to
i mpl ement. Attractive properties of AMI include the foll ow ng:

o Dynami c interconnection between Gateway-Rel ay pair across
t he peering point.

o Ability to serve clients and servers wth differing
poli ci es.

Di sadvant ages of this configuration

0 Per Use Case 3.1 (AD-2 is native nulticast), current router
technol ogy cannot count the nunmber of end users or the nunber
bytes transmtted.

0 Additional devices (AMI Gateway and Relay pairs) nmy be
introduced into the path if these services are not incorporated
in the existing routing nodes.

0 Currently undefined nechanisns to select the AR fromthe AG
aut omati cal l y.

Architectural guidelines for this configuration are as foll ows:

Quidelines (a) through (d) are the same as those described in Use
Case 3. 1.

e. It is recoomended that AMI Rel ay and Gateway pairs be
configured at the peering points to support nulticast delivery
bet ween domai ns. AMT tunnels will then configure dynanically
across the peering points once the Gateway in AD-2 receives the
(S, G information fromthe EU

3.4. Peering Point Enabled with an AMI - AD-2 Not Ml ticast Enabled

In this AMI Use Case, the second administrative domain AD-2 is not
mul ti cast enabled. This inplies that the interconnection between AD
2 and the End User is also not nulticast enabled as depicted in

Fi gure 3.
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/ AD-1 \ / AD- 2 \
/[ (Multicast Enabled) \ / (Non- Mul ti cast \
/ \ / Enabl ed) \
| et | | |
L1 AR + | | e
| | AS|------ > AR [-|--------- R |-->EU G
|| | to----- + | |12 +----+
\ -+ / \ /
\ / \ /
\ / \ /

AS = Application Milticast Source

AR = AMI Rel ay

EU G = Gateway client enbedded in EU device

2 = AMI' Tunnel Connecting EUW Gto AR in AD-1 through Non-Milticast
Enabl ed AD- 2.

Figure 3 - AMI Tunnel Connecting AD-1 AMI Rel ay and EU Gat eway

This Use Case is equivalent to having unicast distribution of the
application through AD-2. The total nunber of AMI tunnels would be
equal to the total nunber of End Users requesting the application.
The peering point thus needs to accommopdate the total nunber of AMI
tunnel s between the two donmains. Each AMI tunnel can provide the
data usage associated with each End User.

Advant ages of this configuration:
o Highly efficient use of bandwidth in AD 1.

0 AMT is an existing technology and is relatively sinple to
i mpl ement. Attractive properties of AMI include the foll ow ng:

o Dynami c interconnection between Gateway-Relay pair across
t he peering point.

o Ability to serve clients and servers wth differing
poli ci es.

o Each AMI tunnel serves as a count for each End User and is al so
able to track data usage (bytes) delivered to the EU
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Di sadvant ages of this configuration

0 Additional devices (AMI Gateway and Rel ay pairs) are introduced
into the transport path.

0 Assuming multiple peering points between the donmains, the EU
Gateway needs to be able to find the "correct” AMI Relay in AD
1.

Architectural guidelines for this configuration are as foll ows:

Quidelines (a) through (c) are the sanme as those described in Use
Case 3. 1.

d. It is recommended that proper procedures are inplenented such
that the AMI Gateway at the End User device is able to find the
correct AMI Relay in AD-1 across the peering points. The
application client in the EU device is expected to supply the (S
G information to the Gateway for this purpose.

e. The AMI tunnel capabilities are expected to be sufficient for

the purpose of collecting relevant information on the nulticast
streanms delivered to End Users in AD 2.

3.5. AD-2 Not Multicast Enabled - Miltiple AMI Tunnel s Through AD- 2

This is a variation of Use Case 3.4 as foll ows:
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/ AD- 1 \ / AD- 2 \
/[ (Multicast Enabled) \ / (Non- Mul ti cast \
/ \ / Enabl ed) \
| +----+ | | +--+ +--+ |
|| I to----- + || A |AG | 4----+
| | AS|------ > AR |-|-------- S| |AR ------------- >| ARl -|-->| EU G§
| | | Foemo - + | 11 [121 ] 12 [2 | |13 +----+
\ -+ / \ +--+ +--+ /
\ / \ /
\ / \ /

(Note: Diff-marks for the figure have been renoved to inprove

Vi ewi ng)
AS = Application Source
AR = AMI Relay in AD-1

AGARL = AMI Gat eway/ Rel ay node in AD-2 across Peering Point
I1 = AMI Tunnel Connecting ARin AD-1 to GNin AGARL in AD 2
AGAR2 = AMI Gat eway/ Rel ay node at AD-2 Network Edge

|2 = AMI Tunnel Connecting Relay in AGARL to GWVin AGAR2
EU G = Gateway client enbedded in EU device

I3 = AMI' Tunnel Connecting EU G to AR in AGAR2

Figure 4 - AMI Tunnel Connecting AD-1 AMI Rel ay and EU Gat eway

Use Case 3.4 results in several long AMI tunnels crossing the entire
network of AD-2 linking the EU device and the AMI Relay in AD-1
through the peering point. Depending on the nunber of End Users,
there is a |likelihood of an unacceptably |arge nunmber of AMI tunnels
- and unicast streans - through the peering point. This situation
can be alleviated as foll ows:

o Provisioning of strategically |located AMI nodes at the edges of
AD-2. An AMI node conprises co-location of an AMI Gateway and
an AMI Rel ay. One such node is at the AD-2 side of the peering
poi nt (node AGARL in Figure 4).

0 Single AMI tunnel established across peering point |inking AMI
Relay in AD-1 to the AMI Gateway in the AMI node AGARL in AD 2.

0 AMT tunnels |inking AMI node AGARL at peering point in AD-2 to
other AMI nodes |ocated at the edges of AD-2: e.g., AM tunnel
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12 linking AMI Relay in AGARL to AMI Gateway in AMI node AGAR2
in Figure 4.

0 AMT tunnels linking EU device (via Gateway client enbedded in
device) and AMI Relay in appropriate AMI node at edge of AD 2:
e.g., 13 linking EU Gateway in device to AMI Relay in AMI node
AGAR2.

The advantage for such a chained set of AMI tunnels is that the
total nunber of unicast streans across AD-2 is significantly reduced
thus freeing up bandwi dth. Additionally, there will be a single

uni cast stream across the peering point instead of possibly, an
unacceptably | arge nunmber of such streanms per Use Case 3.4. However,
this inplies that several AMI tunnels will need to be dynanmically
configured by the various AMI Gat eways based solely on the (S, G
informati on received fromthe application client at the EU device. A
sui tabl e nechani sm for such dynam ¢ configurations is therefore
critical

Architectural guidelines for this configuration are as foll ows:

Guidelines (a) through (c) are the sane as those described in Use
Case 3.1.

d. It is recormended that proper procedures are inplenented such
that the various AMI Gateways (at the End User devices and the AMI
nodes in AD-2) are able to find the correct AMI Relay in other AMI
nodes as appropriate. The application client in the EU device is
expected to supply the (S, G information to the Gateway for this
pur pose.

e. The AMI tunnel capabilities are expected to be sufficient for
the purpose of collecting relevant information on the mnulticast
streans delivered to End Users in AD 2.

4. Supporting Functionality

Supporting functions and related interfaces over the peering point
that enable the nulticast transport of the application are listed in
this section. Critical infornmation paraneters that need to be
exchanged in support of these functions are enunerated along with
gui delines as appropriate. Specific interface functions for

consi deration are as foll ows.
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4.1. Network Interconnection Transport and Security Cuidelines
The term "Network I nterconnection Transport” refers to the
i nterconnection points between the two Adm nistrative Domai ns. The
following is a representative set of attributes that will need to be
agreed to between the two administrative domains to support
mul ticast delivery.

o0 Nunber of Peering Points

0 Peering Point Addresses and Locations

0 Connection Type - Dedicated for Miulticast delivery or shared
wi th ot her services

o0 Connection Mdde - Direct connectivity between the two AD's or
via another |SP

0 Peering Point Protocol Support - Milticast protocols that wll

be used for nulticast delivery will need to be supported at
these points. Examples of protocols include eBGP, BGW, and
MBGP.

0 Bandwi dth Allocation - If shared with other services, then

there needs to be a determ nation of the share of bandw dth
reserved for multicast delivery.

0 Q@S Requirenents - Delay/latency specifications that need to be
specified in an SLA.

0 AD Rol es and Responsibilities - the role played by each AD for
provi sioni ng and mai ntaining the set of peering points to
support rmulticast delivery.

From a security perspective, it is expected that nornal/typica
security procedures will be followed by each ADto facilitate

mul ticast delivery to registered and authenticated end users. Sone
security aspects for consideration are:

0 Encryption - Peering point links may be encrypted per agreenent
if dedicated for nulticast delivery.

0 Security Breach Mtigation Plan - In the event of a security

breach, the two AD s are expected to have a nmitigation plan for
shutting down the peering point and directing nulticast traffic
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over alternated peering points. It is also expected that
appropriate information will be shared for the purpose of
securing the identified breach.

4.2. Routing Aspects and Rel ated Cui delines

The main objective for nmulticast delivery routing is to ensure that
the End User receives the nulticast streamfromthe "nost optimal"
source [INF_ATIS 10] which typically:

0 Maxim zes the nulticast portion of the transport and nininizes
any uni cast portion of the delivery, and

0 Mnimzes the overall conbined network(s) route distance.

This routing objective applies to both Native and AMI; the actua
nmet hodol ogy of the solution will be different for each. Regardl ess,
the routing solution is expected to be:

o Scal abl e
0 Avoi d/ mninize new protocol devel opnment or nodifications, and

0 Be robust enough to achieve high reliability and automatically
adj ust to changes/problens in the nmulticast infrastructure.

For both Native and AMI environnents, having a source as close as
possible to the EU network is nost desirable; therefore, in sone
cases, an AD may prefer to have nultiple sources near different
peering points, but that is entirely an inplenmentation issue.

4.2.1 Native Miulticast Routing Aspects

Native multicast sinply requires that the Adm nistrative Domains
coordi nate and advertise the correct source address(es) at their
networ k i nterconnection peering points(i.e., border routers). An
exanple of nulticast delivery via a Native Milticast process across
two adninistrative Domains is as follows assuning that the

i nterconnecting peering points are also nmulticast enabl ed:

0 Appropriate information is obtained by the EU client who is a
subscriber to AD-2 (see Use Case 3.1). This is usually done via
an appropriate file transfer - this file is typically known as
the manifest file. It contains instructions directing the EU

Tarapore, et al Expi res August 3, 2014 [ Page 15]



IETF I-D Milticasting Applications Across Peering Points April 2014

client to launch an appropriate application if necessary, and

al so additional information for the application about the source
| ocation and the group (or stream) id in the formof the "S G
data. The "S" portion provides the nanme or | P address of the
source of the nulticast stream The file may also contain
alternate delivery information such as specifying the unicast
address of the stream

0 The client uses the join nessage with S, Gto join the nulticast
stream [ RFC2236] .

To facilitate this process, the two AD s need to do the follow ng:
0 Advertise the source id(s) over the Peering Points

0 Exchange rel evant Peering Point information such as Capacity
and Utilization (CQher??)

4.2.2 GRE Tunnel over Interconnecting Peering Point

If the interconnecting peering point is not nulticast enabl ed and
both ADs are nulticast enabled, then a sinple solutionis to
provision a GRE tunnel between the two ADs - see Use Case 3.2.2.
The termnmination points of the tunnel will usually be a network
engi neering deci sion, but generally will be between the border
routers or even between the AD 2 border router and the AD 1 source
(or source access router). The GRE tunnel would all ow end-to-end
native nulticast or AMI nulticast to traverse the interface.

Coordi nati on and advertisenment of the source IPis still required.

The two AD's need to follow the sane process as described in 4.2.1
to facilitate nmulticast delivery across the Peering Points.

4.2.3 Routing Aspects with AMI Tunnel s
Unlike Native (with or without GRE), an AMI Milticast environnent is
nore conplex. It presents a dual |ayered probl em because there are

two criteria that should be sinultaneously neet:

o Find the closest AMI relay to the end-user that al so has
mul ti cast connectivity to the content source and

o Mnimze the AMI uni cast tunnel distance.

There are essentially two conmponents to the AMI specification
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0 AMI Rel ays: These serve the purpose of tunneling UDP mnulticast
traffic to the receivers (i.e., End Points). The AMI Relay w |
receive the traffic natively fromthe nulticast nmedia source and
will replicate the stream on behal f of the downstream AMI
Gat eways, encapsulating the nulticast packets into unicast
packets and sendi ng them over the tunnel toward the AMI Gat eway.
In addition, the AMI Rel ay may perform various usage and
activity statistics collection. This results in noving the
replication point closer to the end user, and cuts down on
traffic across the network. Thus, the |linear costs of adding
uni cast subscribers can be avoi ded. However, unicast replication
is still required for each requesting endpoint within the
uni cast-only network.

0 AMI Gateway (GWN: The Gateway will reside on an on End-Point -
this may be a Personal Conputer (PC) or a Set Top Box (STB). The
AMI Gat eway receives join and | eave requests fromthe
Application via an Application Progranm ng Interface (APl). In
this manner, the Gateway all ows the endpoint to conduct itself
as a true Milticast End-Point. The AMI Gateway wi Il encapsul ate
AMI messages into UDP packets and send them through a tunnel
(across the unicast-only infrastructure) to the AMI Rel ay.

The sinplest AMI Use Case (section 3.3) involves peering points that
are not nulticast enabl ed between two nulticast enabled ADs. An AMI
tunnel is deployed between an AMI Relay on the AD 1 side of the
peering point and an AMI Gateway on the AD 2 side of the peering

poi nt. One advantage to this arrangenent is that the tunnel is
establ i shed on an as needed basis and need not be a provisioned

el ement. The two ADs can coordinate and advertise special AMI Rel ay
Anycast addresses with each other - though they nmay alternately
decide to sinply provision Relay addresses, though this would not be
a optimal solution in terns of scalability.

Use Cases 3.4 and 3.5 describe nore conplicated AMI situations as
AD-2 is not multicast enabled. For these cases, the End User device
needs to be able to setup an AMI tunnel in the nost optinml nmanner.
Usi ng an Anycast | P address for AMI Relays allows for all AMI
Gateways to find the "closest” AMI Relay - the nearest edge of the
mul ti cast topol ogy of the source. An exanple of a basic delivery
via an AMI Multicast process for these two Use Cases is as follows:

0 The manifest file is obtained by the EU client application. This
file contains instructions directing the EU client to an ordered
list of particular destinations to seek the requested stream and,
for multicast, specifies the source location and the group (or
stream) IDin the formof the "S, G data. The "S" portion provides
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the URI (nanme or | P address) of the source of the multicast stream
and the "G' identifies the particular streamorigi nated by that
source. The manifest file may al so contain alternate delivery

i nformati on such as the address of the unicast formof the content
to be used, for exanple, if the nulticast stream becones
unavai | abl e.

0 Using the information in the manifest file, and possibly
i nformati on provisioned directly in the EU client, a DNS query is
initiated in order to connect the EU client/AMI Gateway to an AMI
Rel ay.

0 Query results are obtained, and may return an Anycast address or a
specific unicast address of a relay. Miultiple relays wll
typically exist. The Anycast address is a routable "pseudo-
address" shared anbng the relays that can gain nulticast access to
t he source

o If a specific IP address unique to a relay was not obtained, the
AMI Gateway then sends a nmessage (e.g., the discovery nessage) to
the Anycast address such that the network is making the routing
choice of particular relay - e.g., closest relay to the EU (Note
that in IPv6 there is a specific Anycast format and Anycast is
i nherent in IPv6 routing, whereas in | Pv4 Anycast is handled via
provisioning in the network. Details are out of scope for this
docunent.)

0 The contacted AMI Relay then returns its specific unicast IP
address (after which the Anycast address is no |onger required).
Variations nay exist as well.

0 The AMI Gateway uses that unicast |IP address to initiate a three-
way handshake with the AMI Rel ay.

0 AMI Gateway provides "S,G' to the AMI Rel ay (enbedded in AMI
prot ocol nessages).

0 AMI Relay receives the "S, G information and uses the S,Gto join
the appropriate nulticast stream if it has not already subscribed
to that stream

0 AMI Rel ay encapsul ates the multicast streaminto the tunne

bet ween the Relay and the Gateway, providing the requested content
to the EU.
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Note: Further routing discussion on optimal nethod to find "best AMI
Rel ay/ GW conbi nati on" and i nformati on exchange between AD s to be
provi ded.

4.3. Back O fice Functions - Billing and Loggi ng Gui delines
Back O fice refers to the foll ow ng:

0 Servers and Content Managenent systens that support the delivery
of applications via nulticast and interactions between ADs.

o0 Functionality associated with | ogging, reporting, ordering,
provi sioning, maintenance, service assurance, settlement, etc.

4.3.1 Provisioning Guidelines

Resources for basic connectivity between ADs Providers need to be
provi sioned as follows:

o Sufficient capacity nust be provisioned to support nulticast-based
delivery across ADs.

o Sufficient capacity nust be provisioned for connectivity between
al | supporting back-offices of the ADs as appropriate. This
i ncludes activating proper security treatnment for these back-
of fice connections (gateways, firewalls, etc) as appropriate.

0 Routing protocols as needed, e.g. configuring routers to support
t hese.

Provi si oni ng aspects related to Multicast-Based inter-donain
delivery are as foll ows.

The ability to receive requested application via rmulticast is
triggered via the manifest file. Hence, this file nust be provided
to the EU regarding nulticast URL - and unicast fallback if
applicable. AD-2 nust build mani fest and provision capability to
provide the file to the EU

Native multicast functionality is assumed to be available in across
many | SP backbones, peering and access networks. |If however, native
multicast is not an option (Use Cases 3.4 and 3.5), then

0 EU nust have nulticast client to use AMI nul ti cast obtained either

from Application Source (per agreenent with AD-1) or from AD-1 or
AD-2 (if del egated by the Application Source).
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o If provided by AD-1/AD-2, then the EU could be redirected to a
client downl oad site (note: this could be an Application Source
site). If provided by the Application Source, then this Source
woul d have to coordinate with AD-1 to ensure the proper client is
provi ded (assuming rmultiple possible clients).

o Where AMI Gat eways support different application sets, all AD 2
AMI' Rel ays need to be provisioned with all source & group
addresses for streans it is allowed to join.

o DNS across each AD nust be provisioned to enable a client GWNto
| ocate the optinal AMI Relay (i.e. longest nulticast path and
shortest unicast tunnel) with connectivity to the content’s
mul ti cast source

Provi si oni ng Aspects Related to Operations and Custoner Care are
stated as foll ows.

Each AD provider is assunmed to provision operations and custoner
care access to their own systens.

AD-1's operations and custoner care functions nmust have visibility
to what is happening in AD-2's network or to the service provided by
AD-2, sufficient to verify their nutual goals and operations, e.qg.
to know how the EU s are being served. This can be done in two ways:

0 Automated interfaces are built between AD-1 and AD-2 such that
operations and custoner care continue using their own systens.
This requires coordination between the two AD s with appropriate
provi sioni ng of necessary resources.

0 AD-1's operations and custonmer care personnel are provided access
directly to AD-2's system In this scenario, additiona
provisioning in these systens will be needed to provide necessary
access. Additional provisioning nust be agreed to by the two AD 2s
to support this option.

4.3.2 Application Accounting Billing Guidelines

Al'l interactions between pairs of ADs can be di scovered and/or be
associated with the account(s) utilized for delivered applications.
Supporting guidelines are as follows:

0 A unique identifier is recormended to designate each naster
account .

0 AD-2 is expected to set up "accounts" (logical facility generally
protected by | ogin/password/credentials) for use by AD-1. Miltiple
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accounts and multiple types/partitions of accounts can apply, e.g.
customer accounts, security accounts, etc.

4. 3.3 Log Managenent GQuidelines

Successful delivery of applications via multicast between pairs of
i nterconnecting ADs requires that appropriate logs will be exchanged
bet ween themin support. Associated guidelines are as foll ows.

AD-2 needs to supply logs to AD-1 per existing contract(s). Exanples
of log types include the foll ow ng:

0 Usage information | ogs at aggregate |evel

0 Usage failure instances at an aggregate |evel.

0 Grouped or sequenced application access
performance/ behavior/failure at an aggregate |level to support
potential Application Provider-driven strategies. Exanples of
aggregate |l evel s include grouped video clips, web pages, and sets
of software downl oad.

0 Security |logs, aggregated or sunmmarized according to agreenent
(with additional detail potentially provided during security
events, by agreenent).

0 Access |logs (EU), when needed for troubl eshooting.

0 Application |logs (what is the application doing), when needed for
shared troubl eshooti ng.

0 Sysl ogs (network managenent), when needed for shared
t roubl eshoot i ng.

The two ADs nmay supply additional security |logs to each other as
agreed to by contract(s). Exanples include the follow ng:

o Information related to general security-relevant activity which
may be of use froma protective or response perspective, such as
types and counts of attacks detected, related source infornation
related target infornmation, etc.

0 Aggregated or sunmmari zed | ogs according to agreenent (with
additional detail potentially provided during security events, by
agr eement)

4,3.4 Settlenent CQuidelines

Settlenments between the ADs relate to (1) billing and rei nbursenent
aspects for delivery of applications, and (2) aggregation,
transport, and collection of data in preparation for the billing and
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rei nbursenment aspects for delivery of applications for the
Application Provider. At a high | evel

0 AD-2 collects "usage" data for AD-1 related to application
delivery to End Users, and submits invoices to AD-1 based on this
usage data. The data may include information related to the type
of content delivered, total bandwidth utilized, storage utilized,
features supported, etc.

0 AD-1 collects all available data from partner AD-2 and creates
aggregate reports pertaining to responsible Application Providers,
and submts subsequent reports to these Providers for
rei nbur sement s.

0 AD-1 may convey charging val ues or charging rules to the AD 2,
proactively or in response to a query, especially in cases where
t hese may change

0 AD-2 may convey prices/rates to AD-1, proactively or in response
to a query, especially in cases where these may change

0 Usage data nmay be collected per end user or on an aggregated
basis; the nethod of collection will depend on the application
delivered and/or the agreenments with the source provider. In al
cases, usage volune is expected to be in ternms of delivered packet
bits or bytes.

4. 4. QOperations - Service Performance and Mnitoring Guidelines

Service Performance refers to nonitoring nmetrics related to

mul ticast delivery via probes. The focus is on the service provided
by AD-2 to AD-1 on behalf of all nulticast application sources
(rmetrics may be specified for SLA use or otherw se). Associated

gui delines are as follows:

0 Both AD's are expected to nmonitor, collect, and anal yze service
performance netrics for nulticast applications. AD 2 provides
rel evant perfornmance information to AD-1; this enables AD-1 to
create an end-to-end perfornance view on behalf of the
mul ticast application source.

0 Both AD' s are expected to agree on the type of probes to be
used to monitor mnulticast delivery performance. For exanple,
AD-2 may permt AD-1's probes to be utilized in the AD 2
mul ticast service footprint. Alternately, AD-2 nmay deploy its
own probes and relay performance information back to AD 1.
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o In the event of performance degradation (SLA violation), AD1
may have to conpensate the multicast application source per SLA
agreenment. As appropriate, AD-1 may seek conpensation from AD- 2
if the cause of the degradation is in AD-2's network.

Service Monitoring generally refers to a service (as a whol e)

provi ded on behalf of a particular multicast application source
provider. It thus involves conmplaints fromEnd Users when service
probl enms occur. EU s direct their conplaints to the source provider
in turn the source provider subnits these conplaints to AD-1. The
responsibility for service delivery lies with AD-1; as such AD-1
will need to determ ne where the service problemis occurring - its
own network or in AD-2. It is expected that each AD will have tools
to nonitor nulticast service status in its own network.

0 Both AD's will determ ne how best to deploy nulticast service
monitoring tools. Typically, each AD will deploy its own set of
nmonitoring tools; in which case, both AD s are expected to
inform each other when nmulticast delivery problens are
det ect ed.

0 AD-2 may experience sone problens in its network. For exanpl e,
for the AMI Use Cases, one or nore AM Relays nay be
experiencing difficulties. AD-2 may be able to fix the problem
by rerouting the nulticast streans via alternate AMI Rel ays. |f
the fix is not successful and nmulticast service delivery
degrades, then AD-2 needs to report the issue to AD1.

o When problem notification is received from a nulticast
application source, AD-1 determ nes whether the cause of the
problemis within its own network or within the AD-2 domain. |f
the cause is within the AD-2 dormain, then AD-1 supplies all
necessary information to AD 2. Exanples of supporting
i nformation include the foll ow ng:

o0 Kind of problen(s)

o Starting point & duration of problen(s).
o0 Conditions in which problems) occur

o | P address bl ocks of affected users.

o | SPs of affected users.
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o Type of access e.g., nobile versus desktop
0 Locations of affected EUs.

0 Both AD's conduct sone form of root cause analysis for
mul ticast service delivery problens. Exanples of various
factors for consideration include:

o Verification that the service configuration matches the
product features.

0 Correlation and consolidation of the various customner
probl ems and resource troubles into a single root service
probl em

o Prioritization of currently open service problens, giving
consideration to probleminpact, service |evel agreenent,
etc.

0 Conduction of service tests, including one tinme tests or a
series of tests over a period of tine.

0 Analysis of test results.
0 Anal ysis of relevant network fault or perfornmance data.

0 Analysis of the probleminformation provided by the custoner
(CP).

0 Once the cause of the probl em has been deternined and the
probl em has been fixed, both AD's need to work jointly to
verify and validate the success of the fix.

0 Faults in service could lead to SLA violation for which the
mul ticast application source provider may have to be
compensated by AD- 1. Subsequently, AD-1 nmay have to be
compensated by AD-2 based on the contract.

4.5. dient Reliability Mdel s/ Service Assurance Cuidelines
There are multiple options for instituting reliability
architectures, nost are at the application level. Both AD s should

work those out with their contract/agreenent and with the nulticast
application source providers.
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Network reliability can al so be enhanced by the two AD s by
provi sioning alternate delivery mechani snms via unicast means.

5. Security Considerations

DRM and Application Accounting, Authorization and Authentication
shoul d be the responsibility of the multicast application source
provi der and/or AD-1. AD-1 needs to work out the appropriate
agreements with the source provider

Net work has no DRM responsibilities, but m ght have authentication
and aut hori zation obligations. These though are consistent with
normal operations of a CDN to insure end user reliability, security
and network security

AD-1 and AD-2 should have nmechanisns in place to ensure proper
accounting for the volunme of bytes delivered through the peering
poi nt and separately the nunber of bytes delivered to EUs.

If there are problenms related to failure of token authentication
when end-users are supported by AD-2, then sone neans of validating
proper working of the token authentication process (e.g., back-end
servers querying the nmulticast application source provider’s token
aut henti cation server are communi cating properly) should be
considered. Details will have to be worked out during inplenmentation
(e.g., test tokens or trace token exchange process).

6. | ANA Consi der ati ons

7. Concl usions

This Best Current Practice docunent provides detailed Use Case
scenarios for the transm ssion of applications via nulticast across
peering points between two Administrative Donmains. A detailed set of
gui del i nes supporting the delivery is provided for all Use Cases.

For Use Cases involving AMI tunnels (cases 3.4 and 3.5), it is
recomended that proper procedures are inplenented such that the
various AMI Gat eways (at the End User devices and the AMI nodes in
AD-2) are able to find the correct AMI Relay in other AMI nodes as
appropriate. Section 4.3 provides an overvi ew of one nethod that
finds the optimal Rel ay- Gat eway conbi nation via the use of an
Anycast | P address for AMI Rel ays.
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