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Abstract

This meno describes LSP Self-ping. |Ingress LSR s can use LSP Self-
ping to verify that an LSP is ready to carry traffic.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 26, 2015.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
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the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roduction

An ingress Label Switching Router (LSR) can use RSVP-TE [ RFC3209] to
establish an MPLS Label Switched Path [ RFC3032]. The follow ng
par agr aphs provi de an overvi ew of RSVP-TE procedures.

The ingress LSR cal cul ates an explicit path between itself and an
egress LSR It then formats an RSVP PATH nessage, including an
Explicit Route Object (ERO). The ERO represents the explicit path
bet ween the ingress and egress LSRs.

The ingress LSR forwards the PATH nessage in the direction of the
egress LSR, following the path defined by the ERO Each transit LSR
that receives the PATH nessage executes adm ssion control procedures
If the transit LSR adnits the LSP, it reserves bandwi dth (if
necessary) and sends the PATH nessage downstream to the next node in
t he ERO

When the egress LSR receives the PATH nmessage, it binds a | abel to
the LSP. The label can be inplicit null, explicit null, or non-null
The egress LSR then installs forwarding state (if necessary), and
constructs an RSVP RESV nessage. The RESV nmessage includes a Labe
bj ect containing the | abel that has been bound to the LSP

The egress LSR sends the RESV nessage upstream towards the ingress
LSR. The RESV nessage visits the sane transit LSRs that the PATH
message visited, but in reverse order. Each transit LSR binds a

| abel to the LSP, updates its forwarding state and updates the RESV
message. As a result, the RESV nessage contains a Label Object and
the Label bject contains the | abel that has been bound to the LSP
Next, the transit LSR sends the RESV nessage upstream along the
explicit path.
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The ingress LSR receives the RESV nessage and installs forwarding
state. Once the ingress LSRinstalls forwarding state it can forward
traffic through the LSP

An i npl enentation can optim ze the procedure described above by
allowing LSRs to send a RESV nessages upstream before installing
forwarding state. This optimization is desirable, because it allows
LSRs to install forwarding state in parallel, thus accelerating the
process of LSP signaling and setup. However, this optimzation
creates a race condition. Wen the ingress LSR receives a RESV
message, sone downstream LSRs may have not yet conpleted the process
of forwarding state installation. |If the ingress sends traffic over
the LSP, the traffic will be black-holed until forwarding state has
been installed on all downstream LSRs.

The ingress LSP can prevent back-holing by verifying the LSPs
readiness to carry traffic before forwarding traffic through it.
Ingress LSRs can use LSP Self-Ping to verify that an LSP is ready to
carry traffic.

LSP Self-ping is an extrenely |ightweight nechani sm designed to
performwell when control plane resources are scarce. Therefore, LSP
Sel f-pi ng consunes no control plane resources on transit or egress
LSRs.

This meno describes LSP Sel f - pi ng.
2. LSP Self Ping Procedures

In order to verify that an LSP is ready to carry traffic, the ingress
LSR creates a short-lived LSP Self-ping session. Al session state
is maintained locally on the ingress LSR  Session state includes the
fol | owi ng:

0 Session-id: A 32-bit nunber that identifies the session

o verification-status: A bool ean variable indicating whether LSP
readi ness has been verified. The initial value of this variable
i's FALSE.

0 retries: The nunber of times that the ingress LSR probes the LSP
before giving up. The initial value of this variable is
determined by configuration

o retry-timer: The nunber of mlliseconds that the LSR waits after

probing the LSP. The initial value of this variable is determ ned
by configuration.
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The ingress LSR executes the followi ng procedure until verification-
status equals TRUE or retries is less than 1:

0o Format a MPLS Echo [ RFC4379] nessage
0 Send the MPLS Echo nessage through the LSP under test
O Set atinmer to expire inretry-timer mlliseconds
0 Wait until either a) a MPLS Echo nessage associated with the
session returns or b) the timer expires. |f an MPLS Echo nessage
associ ated with the session returns, set verification-status to
TRUE. Oherw se, decrenent retries. Optionally, increase the
val ue of retry-timer according to an appropriate back off
al gorithm
As per [RFC4379], the MPLS Echo nessage is encapsulate in a User
Dat agram Protocol (UDP) [RFCO768] header. |f the protocol nessages
used to establish the LSP were delivered over |Pv4 [ RFCO791], the UDP
datagramis encapsulated in an | Pv4 header. |If the protocol nessages
used to establish the LSP were delivered over |Pv6 [ RFC2460], the UDP
datagramis encapsulated in an | Pv6 header
In either case, nessage contents are as follows:

0 |P Source Address is configurable. By default, it is the address
of the egress LSR

0 |P Destination Address is the address of the ingress LSR
o IP Time to Live (TTL) / Hop Count is 255

o |P DSCP is configurable. By default, it is equal to CS6 (Ox48)
[ RFC4594]

o UDP Source Port is 3503

o UDP Destination Port is 3503

0 MPLS Echo @ obal Flags are clear (i.e., set to 0)

0 MPLS Echo Type is equal to "MPLS Echo Reply" (2)

0 MPLS Echo Reply Mbde is "Reply via an |1 Pv4/1Pv6 UDP packet" (2)
0 MPLS Echo Senders Handle is equal to the Session-1D

0 MPLS Echo Sequnce Nunber is equal to retries
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The reader should note that the ingress LSR probes the LSP by sending
an MPLS Echo nessage, addressed to itself, through the LSP. The
egress LSR forwards the MPLS Echo nessage back to the ingress LSR
exactly as it would forward any ot her packet.

If the LSP under test is ready to carry traffic, the egress LSR
receives the MPLS Echo nessage. The MPLS Echo nmessage can arrive at
the egress LSR with or without an MPLS header, dependi ng on whet her
the LSP under test executes penulti mate hop-popping procedures. |If
the MPLS Echo nessage arrives at the egress LSR with an MPLS header
the egress LSR renpves that header

The egress LSR forwards the MPLS Echo nmessage to its destination, the
ingress LSR  The egress LSR forwards the MPLS Echo nmessage exactly
as it would forward any ot her packet. |If the egress LSR s nost
preferred route to the ingress LSRis through an LSP, the egress LSR
forwards the MPLS Echo nessage through that LSP. However, if the
egress LSR s nost preferred route to the ingress LSR is not through
an LSP, the egress LSR forwards the MPLS Echo nessage wi thout MPLS
encapsul ati on.

If the ingress LSR receives an MPLS Echo nessage with Senders Handl e
equal to the Session-ID, it sets the verification-status to TRUE
The Sequence Number does not have to match the |ast Sequence Number
sent.

When an LSP Sel f-ping session termnates, it returns the val ue of
verification-status to the invoking protocol. For exanple, assune
that RSVP-TE i nvokes LSP Self-ping as part of the LSP set-up
procedure. |f LSP Self-ping returns TRUE, RSVP-TE nakes the LSP
under test available for forwarding. However, if LSP Self-ping
returns FALSE, RSVP-TE takes appropriate renmedi al actions.

LSP Self-ping fails if all of the followi ng conditions are true

0 The Source Address of the MPLS Echo nessage is equal to its
default value (that is, the address of the egress LSR)

0 The penultimte hop pops the MPLS | abe

0 The egress LSR executes Unicast Reverse Path Forwardi ng (uRPF)
procedur es

In this scenario and in simlar scenarios, the egress LSR di scards
the MPLS Echo nessage rather than forwarding it. In such scenarios,
the calling application can set the source address to a nore
appropriate val ue.
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3. Rejected Approaches

In a rejected approach, the ingress LSR uses LSP-Ping, exactly as
described in [RFC4379] to verify LSP readiness to carry traffic.
This approach was rejected for the foll owi ng reasons.

Whil e an ingress LSR can control its control plane overhead due to
LSP Ping, an egress LSR has no such control. This is because each
ingress LSR can, on its own, control the rate of the LSP Ping
originated by the LSR while an egress LSR nust respond to all the
LSP Pings originated by various ingresses. Furthernore, when an MPLS
Echo Request reaches an egress LSR it is sent to the control plane of
the egress LSR, which makes egress LSR processing overhead of LSP
Ping well above the overhead of its data plane (MPLS/IP forwarding).
These factors make LSP Ping problematic as a tool for detecting LSP
readiness to carry traffic when dealing with a | arge nunber of LSPs.

By contrast, LSP Self-ping does not consune any control plane
resources at the egress LSR, and relies solely on the data pl ane of
the egress LSR, nmking it nore suitable as a tool for checking LSP
readi ness when dealing with a | arge nunber of LSPs.

I n another rejected approach, the ingress LSR does not verify LSP

readiness. Alternatively, it sets a timer when it receives an RSVP
RESV nmessage and does not forward traffic through the LSP until the
timer expires. This approach was rejected because it is inpossible

to determne the optimal setting for this tinmer. |If the timer val ue
is set too low, it does not prevent black-holing. |If the timer value
is set too high, it slows down the process of LSP signalling and

set up.

Mor eover, the above-mentioned timer is configured on a per-router
basis. However, its optinumvalue is determ ned by a network-w de
behavi or. Therefore, changes in the network could require changes to
the value of the tiner, naking the optimal setting of this tiner a
novi ng target.

4. | ANA Consi derations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.
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5.

Security Considerations

MPLS Echo nessages are easily forged. Therefore, an attacker can
send the ingress LSR a forged MPLS Echo nessage, causing the ingress
LSR to termnate the LSP Sel f-ping session prematurely.
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