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Abst ract

Thi s docunent descri bes extensions to the Address Resol uti on Protocol
to distribute MPLS | abels for | Pv4 and | Pv6 host addresses.
Distribution of |abels via ARP enabl es sinple plug-and-play operation
of MPLS, which is a key goal of the MPLS Fabric architecture.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

The term"server” will be used in this docunent to refer to an ARP/
L- ARP server; the term"host" will be used to refer to a conpute
server or other device acting as an ARP/L-ARP client.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 30, 2015.
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1. Introduction

Thi s docunent describes extensions to the Address Resol ution Protoco
(ARP) [RFC0826] to advertise |abel bindings for IP host addresses.
While there are well-established protocols, such as LDP, RSVP and
BGP, that provide robust nechanisns for |abel distribution, these
protocols tend to be relatively conplex, and often require detail ed
configuration for proper operation. There are situations where a
simpl er protocol nmay be nore suitable from an operational standpoint.
An exanple is the case where an MPLS Fabric is the underlay
technology in a Data Centre; here, MPLS tunnels originate from host
machi nes. The host thus needs a nechanismto acquire | abel bindings
to participate in the MPLS Fabric, but in a sinple, plug-and-play
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manner. Existing signaling/routing protocols do not always neet this
need. Labeled ARP (L-ARP) is a proposal to fill that gap

[ TODO- MPLS- FABRI C] describes the notivation for using MPLS as the
fabric technol ogy.

1.1. Approach

ARP is a nearly ubiquitous protocol; every device with an Ethernet
interface, from hand-helds to hosts, have an inplenentation of ARP.
ARP i s plug-and-play; ARP clients do not need configuration to use
ARP. That suggests that ARP nay be a good fit for devices that want
to source and sink MPLS tunnels, but do so in a zero-config, plug-
and- play manner, with mninmal inmpact to their code.

The approach taken here is to create a mnor variant of the ARP
protocol, |abeled ARP (L-ARP), which is distinguished by a new
hardware type, MPLS-over-Ethernet. Regular (Ethernet) ARP (E-ARP)
and L- ARP can coexist; a device, as an ARP client, can choose to send
out an E-ARP or an L-ARP request, depending on whether it needs

Et hernet or MPLS connectivity. Another device may choose to function
as an E-ARP server and/or an L-ARP server, depending on its ability
to provide an | P-to-Ethernet and/or |P-to-MPLS nmappi ng.

2. Overview of Ethernet ARP

In the nost straightforward node of operation [ RFC0826], ARP queries
are sent to resolve "directly connected" |IP addresses. The ARP query
is broadcast, with the Target Protocol Address field (see Section 5
for a description of the fields in an ARP message) carrying the IP
address of another node in the same subnet. Al the nodes in the LAN
receive this ARP query. Al the nodes, except the node that owns the
| P address, ignore the ARP query. The |IP address owner |earns the
MAC address of the sender fromthe Source Hardware Address field in
the ARP request, and unicasts an ARP reply to the sender. The ARP
reply carries the replying node’s MAC address in the Source Hardware
Address field, thus enabling two-way comruni cati on between the two
nodes.

A variation of this schene, known as "proxy ARP" [RFC2002], allows a
node to respond to an ARP request with its own MAC address, even when
t he respondi ng node does not own the requested | P address.

General ly, the proxy ARP response is generated by routers to attract
traffic for prefixes they can forward packets to. This schene
requires the host to send ARP queries for the I P address the host is
trying to reach, rather than the I P address of the router. Wen
there is nore than one router connected to a network, proxy ARP
enabl es a host to automatically select an exit router w thout running
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any routing protocol to determine |P reachability. Unlike regular
ARP, a proxy ARP request can elicit multiple responses, e.g., when
nmore than one router has connectivity to the address being resol ved.
The sender nust be prepared to sel ect one of the responding routers.

Yet another variation of the ARP protocol, called ' G atuitous ARP
[ RFC2002], allows a node to update the ARP cache of other nodes in an
unsolicited fashion. Gatuitous ARP is sent as either an ARP request

or an ARP reply. In either case, the Source Protocol Address and
Target Protocol Address contain the sender’s address, and the Source
Har dware Address is set to the sender’s hardware address. |In case of

a gratuitous ARP reply, the Target Hardware Address is also set to
the sender’s address.

3. L-ARP Protocol Operation

The L-ARP protocol builds on the proxy ARP nodel, and al so | everages
gratuitous ARP nodel for asynchronous updates.

In this nmeno, we will refer to L-ARP clients (that rmake L-ARP
requests) and L-ARP servers (that send L-ARP responses). In

Figure 1, Hl, H2 and H3 are L-ARP clients, and T1l, T2 and T3 are

L- ARP servers. T is a nenber of the MPLS Fabric that may not be an
L- ARP server. Wthin the MPLS Fabric, the usual MPLS protocols (IGP
LDP, RSVP-TE) are run. Say Hl, H2 and H3 want to establish MPLS
tunnel s to each other (for example, they are using BGP MPLS VPNs as
the overlay virtual network technology). Hl mght also want to talk
to a nmenber of the MPLS Fabric, say T.

HL --- T1 T4

\ . MPLS
\ .
\ . Fabric .
H2 --- T2 T3 --- H3
Figure 1

3.1. Basic Operation

A node (say Hl) that needs an MPLS tunnel to a destination (say H3)
broadcasts over all its interfaces an L-ARP query with the Target
Prot ocol Address set to H3. A node that has reachability to H3 (such
as Tl or T2) sends an L-ARP reply with the Source Hardware Address
set to a locally-allocated MPLS | abel plus its Ethernet MAC address.
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After receiving one or nore L-ARP replies, Hl can select either T1 or
T2 to send MPLS packets that are destined to H3. As described later,
the L-ARP response may contain certain parameters that enable the
client to make an informed choice of the routers.

As with standard ARP, the validity of the MPLS | abel obtained using
L-ARP is time-bound. The client should periodically resend its L-ARP
requests to obtain the latest information, and tinme out entries in
its ARP cache if such an update is not forthcom ng. Once an L-ARP
server has advertised a label binding, it MJST NOT change the binding
until expiry of the binding's validity tine.

The mechani sm defined here is sinplistic; see Section 4.
3.2. Asynchronous operation

The precedi ng sections described a request-response based nodel. In
some cases, the L-ARP server may want to asynchronously update its
clients. L-ARP uses the gratuitous ARP nodel [RFC2002] to "push"
such changes.

In a pure "push" nodel, a device may send out updates for al
prefixes it knows about. This naive approach will not scale well.
This neno specifies a node of operation that is somewhere between
"push"” and "pull" nodel. An L-ARP server does not advertise any
binding for a prefix until at |east one L-ARP client expresses
interest in that prefix (by initiating an L-ARP query). As long as
the server has at least one interested client for a prefix, the
server sends unsolicited (aka gratuitous, though the termis |ess
appropriate in this context) L-ARP replies when a prefix’s
reachability changes. The server will deemthe client’s interest in
a prefix to have ceased when it does not hear any L-ARP queries for
some configured timeout period.

3.3. dient-Server Synchronization

In an L-ARP reply, the server conmuni cates several pieces of
information to the client: its hardware address, the MPLS | abel
Entropy Label capability and netric. Since ARP is a stateless
protocol, it is possible that one of these changes without the client
knowi ng, which leads to a | oss of synchroni zati on between the client
and the server. This loss of synchronization can have several bad
effects

If the server’s hardware address changes or the MPLS | abel is
repurposed by the server for a different purpose, then packets nmay be
sent to the wwong destination. The consequences can range from
suboptimal ly routed packets to dropped packets to packets being
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delivered to the wong custoner, which may be a security breach
This last may be the nost troubl esone consequence of |oss of
synchroni zati on.

If a destination transitions fromentropy |abel capable to entropy

| abel incapable (an unlikely event) without the client know ng, then
packets encapsul ated with entropy | abels will be dropped. A
transition in the other direction is relatively benign

If the metric changes wi thout the client knowi ng, packets may be
suboptimally routed. This nay be the nobst beni gn consequence of |o0ss
of synchroni zation

3.4. Applicability

L- ARP can be used between a host and its Top-of-Rack switch in a Data
Center. L-ARP can also be used between a DSLAM and its aggregation
switch going to the B-RAS. More generally, L-ARP can be used between
an "access node" and its first hop MPLS-enabl ed device in the context
of Seam ess MPLS [reference]. 1In all these cases, L-ARP can handl e
the presence of nultiple connections between the access device and
its first hop devices.

ARP is not a routing protocol. The use of L-ARP should be linmted to
cases where the L-ARP client has a small nunber of one-hop
connections to L-ARP servers. The presence of a conpl ex topol ogy
between the L-ARP client and server suggests the use of a different
pr ot ocol

3.5. Backward Conpatibility

Since L-ARP uses a new hardware type, it is backward conpatible wth
"regular” ARP. ARP servers and clients MIST be able to send out,
recei ve and process ARP nessages based on hardware type. They MAY
choose to ignore requests and replies of sone hardware types; they
MAY choose to log errors if they encounter hardware types they do not
recogni ze; however, they MJST handl e all hardware types gracefully.
For hardware types that they do understand, ARP servers and clients
MUST handl e operation codes gracefully, processing those they
understand, and ignoring (and possibly | ogging) others.

4. For Future Study
The L-ARP specification is quite sinple, and the goal is to keep it

that way. However, inevitably, there will be questions and features
that will be requested. Sone of these are:
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1. Keeping L-ARP clients and servers in sync. In particular,
dealing with:

A. client and/or server restart
B. |lost packets
C. timeouts
2. Wthdraw ng a response.
3. Dealing with scale.
4. If there are many servers, which one to pick?
5. How can a client nake best use of underlying ECVP paths?
6. and probably nmany nore.

In all of these, it is inportant to realize that, whenever possible,
a solution that places nost of the burden on the server rather than
on the client is preferable.

5. L-ARP Message For mat

01234567890123456789012345678901
B S i i i I I S S S S S S S S S S
| ar $hrd [ ar $pro |
B T S S T i S S S S S i ok i Su S
| ar$hin | ar$pln | ar $op |
B T o S o e I et T s o S e e i sl wik sl ST S A
/1 ar$sha (variable...) /1
B S i i i I I S S S S S S S S S S
I ar$spa (variable...) I
B T S S T i S S S S ih T e S S &
11 ar$tha (variable...) /11
B T o S o e I et T s o S e e i sl wik sl ST S A
/1 ar$tpa (variable...) /1
B S i i i I I S S S S S S S S S S
I ar$l st (variable...) I
B i S S T AT S S S T T i S S
11 ar$att (variable...) /11
B T o S o e I et T s o S e e i sl wik sl ST S A

Figure 2: L-ARP Packet Format

Konpel l a, et al. Expires April 30, 2015 [ Page 7]



Internet-Draft Label Distribution Using ARP Cct ober 2014

ar$hrd Hardware Type: MPLS-over-Ethernet. The value of the field
used here is [HTYPE-MPLS-TBD]. To start with, we will use the
experinental val ue HWEXP2 (256)

ar$pro Protocol Type: |Pv4/1Pv6. The value of the field used here
is 0x0800 to resolve an | Pv4 address and 0x86DD to resol ve an
| Pv6 address.

ar$hln Hardware Length: the value of the field used here is 6

ar$pln Protocol Address Length: for an | Pv4 address, the value is 4;
for an | Pv6 address, it is 16.

ar $op Operation Code: set to 1 for request, 2 for reply, and 10 for
ARP-NAK. Ot her op codes may be used, but this is not anticipated
at this time.

ar$sha Source Hardware Address: In an L-ARP nessage, Source Hardware
Address is the 6 octets of the sender’s MAC address.

ar$spa Source Protocol Address: In an L-ARP nessage, this field
carries the sender’s | P address.

ar$tha Target Hardware Address: In an L-ARP query nessage, Target
Hardware Address is the all-ones Broadcast MAC address; in an
L-ARP reply nmessage, it is the client’s MAC address.

ar$tpa Target Protocol Address: In an L-ARP nessage, this field
carries the IP address for which the client is seeking an MPLS
| abel .

ar$l st Label Stack: In an L-ARP request, this field is enpty. 1In an
L-ARP reply, this field carries the MPLS | abel stack in the
format bel ow.

ar$att Attribute TLV: In an L-ARP request, this field is enpty. In
an L-ARP reply, this field carries attributes for the MPLS | abe
stack in the format bel ow

Figure 3 describes the fornmat of MPLS Label Stack carried in L-ARP
Figure 4 describes the fornmat of Attribute TLV carried in L-ARP
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01234567890123456789012345678901
B T S o T ST S e S i < S S S S SIS S S S S S

| # | abel s | MPLS Label (20 bits) | E] Z| Z] Z|
B T L
| MPLS Label (20 bits) | El Z| Z] Z| ... |

R i T e S it T o T S S S e S et S T it T s

Figure 3: MPLS Label Stack Format

MPLS Label Stack: This field contains the MPLS | abel stack for the
client to use to get to the target. Each label is 3 octets; the
Length is 3*(nunmber of labels). This fieldis valid only in an
L- ARP request nessage.

E-bit: Entropy Capability

This field indicates whether the |abel stack of MPLS data packets
sent with the label in this advertisenent can contain Entropy
Label or not. |If this flag is set, the client has the option of
inserting ELI and EL as specified in [RFC6790]. The client can
choose not to insert ELI/EL pair, if it does not support Entropy
Label s, or the local policy does not pernit the client to insert
ELI/EL. If this flag is clear, the client nust not insert ELI/EL
into the | abel stack when sending packets with the advertised

L- ARP | abel

Z These bits are not used, and SHOULD be set to zero on sending and
i gnored on receipt.

If other parameters are deemed useful in the L-ARP reply, they wll

be added as needed.

01234567890123456789012345678901
T I T S S T i T S S M T s

| Type | Length | Metric (4 octets) ... |
B i s T T S T et S S T S I T s sl s ol ST S S S
| ... Metric | . |

B S T S S S S s S S S S S i i S S

Figure 4: Attribute TLV
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6. Security Considerations
TODO

7. | ANA Consi derations
TODO
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