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Abst ract

Thi s docunment describes Hi erarchical SDN (HSDN), an architectural
solution to scale the Data Center (DC) and Data Center |nterconnect
(DCl) networks to support tens of mllions of physical underlay
endpoints, while efficiently handling both ECMP and any-to-any end-
to-end Traffic Engineered (TE) traffic. HSDN achi eves nassive scal e
using surprisingly small forwarding tables in the network nodes and
brings key sinmplifications in the control plane as well. The HSDN
forwarding architecture is based on four nmain concepts: 1. Dividing
the DC and DCl in a hierarchically-partitioned structure; 2.

Assi gni ng groups of Underlay Border Nodes in charge of forwarding
within each partition; 3. Constructing HSDN MPLS | abel stacks to
identify the endpoints according to the HSDN structure; and 4.
Forwar di ng using the HSDN MPLS | abel s.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunents valid for a nmaxi mrum of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any

time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
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1.

I nt roducti on

Wth the gromh in the demand for cloud services, the end-to-end

cl oud network, which includes Data Center (DC) and Data Center

I nterconnect (DCl) networks, has to scale to support nillions to tens
of millions of underlay network endpoints. These endpoi nts can be
bare netal servers, virtualized servers, or physical and virtualized
networ k functions and appli ances.

The scalability challenge is twofold: 1. Being able to scal e using
| ow cost network nodes whil e achieving high resource utilization in
the network; and 2. Being able to scale at |ow operational and
comput ational conplexity while supporting Equal -Cost Milti-Path
(ECVMP) and any-to-any Traffic Engineering (TE)

An inportant set of scalability issues to resolve cones fromthe
potential explosion of the routing tables in the network nodes as the
nunber of underlay network endpoints increases. Current commodity

swi tches have relatively small routing and forwardi ng tables. For
exanpl e, the typical Forwarding Information Base (FIBs) and Labe
Forwar di ng I nformati on Base (LFIBs) tables in current |ow cost

net work nodes contain 16K or 32K entries. These snall sizes are
clearly insufficient to support entries for all the endpoints in the
hyper-scal e cl oud. Address aggregation is used to aneliorate the
problem but the scalability chall enges remain, since the dynanm c and
el astic environment in the DC/ cl oud often brings the need to handl e
finely granular prefixes in the network.

O her factors contribute to the FIB/ LFIB expl osion. For exanple, in a
typical DC using a fat O os topol ogy, even the support of ECWP | oad
bal anci ng may becone an issue if the individual outgoing paths

bel onging to an ECVMP group carry different outgoing | abels.

Anot her key scalability issue to resolve is the conplexity of certain
desired functions that should be supported in the network, the nost
promi nent one being TE. Currently, any-to-any server-to-server TE in
the DC/DCl is sinply unfeasible, as path conputation and bandw dt h

al l ocation at scale, an NP-conpl ete problem becones rapidly
unmanageabl e. Furthermore, the forwarding state needed in the network
nodes for TE tunnels contributes in a major way to the expl osion of

t he LFI Bs.

O her major scalability issues are related to the efficient creation
managenent, and use of tunnels, for exanple the configuration of
protection paths for fast restoration.

Many additional scalability issues in ternms of operational and
comput ational conplexity need to be resolved in order to scale the
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control plane and the network state. In particular, the controller-
centric approach of Software Defined Networks (SDNs), which is

i ncreasingly being accepted as "the way to build the next generation
clouds,"” in order to be scalable, requires appropriate scalability
solutions in order to take full advantage of the potential benefits
of SDN.

Finally, the underlay network architecture should offer certain
capabilities to facilitate the support of the demand of the overlay
net wor K.

In this docunent, we present Hierarchical SDN (HSDN), a set of
solutions for all these scalability challenges in the underlay
network, both in the forwarding and in the control plane. Al though
HSDN can be used in principle with any forwardi ng technol ogy, it has
been designed to |l everage Multi Protocol Label Switching (MPLS)-based
forwardi ng [ RFC3031], using |abel stacks [RFC3032] constructed
according to the HSDN structure.

HSDN achi eves massi ve scale using surprisingly small LFIBs in the
net wor k nodes, while supporting both ECMP and any-to-any end-to-end
TE traffic. HSDN al so brings inportant sinplifications in the contro
plane and in the architecture of the SDN controller

The HSDN forwarding architecture is based on four main concepts: 1.
Dividing the DC and DCl in a hierarchically-partitioned structure; 2
Assi gni ng groups of Underlay Border Nodes in charge of forwarding
within each partition; 3. Constructing HSDN MPLS | abel stacks to
identify the end points according to the HSDN structure; and 4.
Forwar di ng using the HSDN MPLS | abel s.

HSDN i s designed to all ow the physical decoupling of the control and
forwardi ng, and have the LFIBs configured by a controller according
to the SDN approach. However, it is also neant to support the
traditional distributed routing and |abel distribution protoco
approach, which may be particularly useful during technol ogy
nigration.

1.1. Term nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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Term Definition

BGP Border Gateway Protoco

DC Dat a Center

DCGW DC Gat eway (Border Leaf)

DCl Data Center |nterconnect

Dl D Destination ldentifier

ECWP Equal Cost Ml ti Pat hi ng

FI B Forwar di ng | nformati on Base
HSDN Hi erarchical SDN

LDP Label Distribution Protoco

LFI B Label Forwarding I nfornmation Base
LN Leaf Node

MPLS Mul ti-Protocol Label Sw tching
PI D Path Identifier

SDN Sof t ware Defi ned Network

SN Spi ne Node

SVR Server

UP Underl ay Partition

UPBG Underl ay Partition Border G oup
UPBG Underl ay Partition Border Node
TE Traf fic Engi neering

ToR Top-of - Rack switch

TR Top-of - Rack switch

VN Virtual Network

VM Virtual Machine

WAN W de Area Network

In this docunent, we also use the follow ng terns.

o End device: A physical device attached to the DC/ DCl net work.
Exanpl es of end devices include bare netal servers, virtualized
servers, network appliances, etc.

0 Level: Alayer in the hierarchy of underlay partitions in the HSDB
architecture.

0 Overlay Network (ON): A virtualized network that provides Layer 2
or Layer 3 virtual network services to multiple tenants. It is
i npl ement ed over the underlay network.

o Path Label (PL): A | abel used for MPLS-based HSDN forwarding in
t he underl ay networKk.

0o Row A row of racks where end devices reside in a DC

o Tier: One of the layers of network nodes in a nmulti-layer d os-

Fang

based topol ogy.
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0 Underlay Network (UN): The physical network that provides the
connectivity anong physical end devices. It provides transport for
the overlay network traffic.

o0 Underlay Partition (UP): A logical portion of the underlay network
desi gned according to the HSDN architecture. Underlay partitions
are arranged in a hierarchy consisting of nultiple |evels.

0 VN Label (VL): A label carrying overlay network traffic. It is
encapsul ated in the underlay network in a stack of path | abels
constructed according to the HSDN forwardi ng schene.

1.2. DC and DCl Reference Mdel

Here we show the typical structure of the DC and DCl, which we use in

the rest of this docunent to describe the HSDN architecture. W al so

i ntroduce a few commonly used terns to assist in the explanation

Figure 1 illustrates nultiple DCs interconnected by the DCl/WAN

T +
I |
I DC |
I |
S, +
\----- .
( ")
(.——(., :____
( DCl / WAN )
(. )
( ( ) o\
A e +
R + | |
| | I DC |
| | E T +
T +

Figure 1. DCIWAN interconnecting multiple DCs.

Figure 2 belowillustrates the typical structure of a O os-based DC
fabric.
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Figure 2. Typical d os-based DC fabric topol ogy.
Note: Not all links are shown in Figure 2

The DC fabric shown in Figure 2 uses what is known as a spine and

| eaf architecture with a nulti-stage O os-based topol ogy
interconnecting multiple tiers of network nodes. The DC Gat eways
(DCGWs) connect the DC to the DCI/WAN. The DCGW connect to the Spine
Nodes (SNs), which in turn connect to the Leaf Nodes (LFs). The Leaf
Nodes connect to the Top-of-Rack switches (ToRs). Each ToR typically
resides in a rack (hence the nane) accommodati ng a nunber of servers
connected to their respective ToR The servers may be bare netal or
virtualized.

Each tier of switches and the connectivity between switches is
designed to offer a desired capacity and provide sufficient bandw dth
to the servers and end devi ces.

The precise topol ogy and connectivity between the tiers of sw tches
depends on the specific design of the DC. Mdre or less tiers of

swi tches (spines or |eaves) or asymmetric topol ogies, not shown in
the figure, may be used. A precise description of the topology and
its design criteria is out of the scope of this document.
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2

What’'s relevant for this docunent is the fact that a typical I|arge-
scal e DC topol ogy does not have all the tiers fully connected to the
adj acent tiers. In other words, not all network nodes in a tier are
connected to all the network nodes in the adjacent tiers. This is
especially true for the tiers closer to the endpoints, and is due to
t he sheer nunmber of connections and devices and the physica
constraints of the DC, which makes it inpractical, uneconomical, and
ultimtely unnecessary to use a fully connected C os-based topol ogy.

The connectivity is typically organized foll owi ng an
aggregation/nul tiplexing connectivity architecture that consolidates
traffic fromthe edges into the | eafs and spines.

Requi rement s

2.1. MPLS-Based HSDN Desi gn Requirenents

The followi ng are the key design requirenments for HSDN sol utions.

1) MJST support nmillions to tens of mllions of underlay network
endpoints in the DC/ DCl.

2) MJST use very snmall LFIB sizes (e.g., 16K or 32K LFIB entries) in
al |l network nodes.

3) MJST support both ECMP and any-to-any, end-to-end, server-to-
server TE traffic.

4) MUST support ECWP traffic | oad bal ancing using a single forwarding
entry in the LFIBs per ECMP group

5) MJIST require | P |lookup only at the network edges.

6) MJST support encapsul ati on of overlay network traffic, and support
any network virtualization overlay technol ogy.

7) MJST support control plane using both SDN controller approach, and
the traditional distributed control plane approach using any | abe
di stribution protocols.

2.2. Hardware Requirenents

The following are the hardware requirements to support HSDN

1) The server NICs MJST be able to push a HSDN | abel stack consisting
of as many path |labels as levels in the HSDN hierarchica
partition (e.g., 3 path |abels).
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2) The network nodes MJST support MPLS forwarding.

3) The network nodes MJUST be able perform ECMP on packets carrying a
| abel stack consisting of as many path | abels as levels in the
HSDN hi erarchical partition, plus one or nore VN | abel /header for
the overlay network (e.g., 3 path labels + 1 VN | abel / header).

3. HSDN Architecture - Forwarding Pl ane

As nentioned above, a primary design requirenent for HSDN is to
enabl e scalability of the forwarding plane to tens of nillions of

net wor k endpoints using very small LFIB sizes in all network nodes in
the DG/ DCl, while supporting both ECMP and any-to-any server-to-
server TE traffic.

The driving principle of the HSDN forwardi ng plane is "divide and
conquer" by partitioning the forwarding task into |ocal and

i ndependent forwardi ng. Wen designed properly, such an approach
enabl es extrene horizontal scaling of the DC/ DC .

HSDN i s based on four concepts:

1) Dividing the underlay network in a hierarchy of partitions;

2) Assigning groups of Underlay Partition Border Nodes (UPBN) to each
partition, in charge of forwarding within the correspondi ng
partition;

3) Constructing HSDN | abel stacks for the endpoint Forward
Equi val ency O asses (FECs) in accordance with the underlay network
partition hierarchy;

4) Configuring the LFIBs in all network nodes and forwardi ng using
the | abel stacks.

In this section, we explain in detail each of these concepts.
Scal ability analysis for both ECMP and TE is presented in Section 4.
In Section 5, we describe a possible | abel stack assignnent schene
for HSDN

3.1. Hierarchical Underlay Partitioning

HSDN i s based on dividing the DO DCl underlay network into | ogica
partitions arranged in a nulti-Ilevel hierarchy.

The HSDN hi erarchical partitioning is illustrated in Figure 3.
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Fi gure 3. HSDN underlay network hierarchical partitioning of DC DCl.

The hierarchy consists of multiple Ievels of Underlay Partitions
(UPs). For simplicity, we describe HSDN using three |evels of
partitioning, but nore or |less |evels can be used, depending on the
size and architecture of the overall network, using sinilar design
principles (as shown below, three levels of partitions are sufficient
to achieve scalability to tens of nmillions servers using very small
LFI Bs) .

The levels of partitions are nested into a hierarchical structure. At
each level, the conbination of all partitions covers the entire

DC/ DCl topology. In general, within each level, the UPs do not

overl ap, although there may be design scenarios in which overl apping
UPs within a | evel may be used. The top level (Level 0) consists of a
single underlay partition UPO (the HSDN concept can be extended to
multi-partitioned Level 0).

We use the followi ng nam ng convention for the UPs:

- Partitions at Level i are referred to as UPi (e.g., UPO for Leve
0, UP1 for Level 1, UP2 for Level 2, and so on).

- Wthin each level, partitions are identified by a rightnost

sequential nunber (starting from 1)

referring to the correspondi ng

| evel and a set of sequential nunber(s) for each partitionin a

Fang et al.
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hi gher level that the specific partition is nested into.

For exanple, at Level 1, there are N partitions, referred to as
UP1-1 to UP1-N

Simlarly, at Level 2, there are Mpartitions for each Level 1
partitions, for a total of NxM partitions. For exanple, the Leve
2 partitions nested into Level 1 partition UP1-1 are UP2-1-1 to
UP2-1-M while the ones nested into UP1-N are UP2-N-1 to UP2-N-M

Note that for sinplicity inillustrating the partitioning, we
assune a symetrical arrangenent of the partitions, where the
number of partitions nested into each partition at a higher |evel
is the same (e.g., all UPl partitions have M UP2 partitions). In
practice, this is rarely the case, and the nam ng convention can
be adapted accordingly for different nunbers of partitions.

The follow ng considerations conplete the description of Figure 3.

0

The servers (bare metal or virtualized) are attached to the bottom
UP | evel (in our case, Level 2). A simlar nam ng convention as
the one used for the partitions nay be used.

In Figure 3, we also show an additional Overlay Level. This
corresponds to the virtualized overlay network (if any) providing
Virtual Networks (VN) connecting Virtual Machines (VMs) and ot her
overlay network endpoints. Overlay network traffic is encapsul ated
by the HSDN underlay network. The operation of the Overlay Leve

is out of scope of this docunent.

The UPs are designed to contain one or nore tiers of switches in the
DC topol ogy or nodes in the DCl. The key design criteria in defining
the partitions at each layer is that they need to follow the
"natural" connectivity inplemented in the DU DCl topol ogy. An exanpl e
is given belowto further clarify how the partitions are desi gned.

3.2. Underlay Partition Border Nodes

Once the HSDN hi erarchical partitioning is defined, Underlay
Partition Border Nodes (UPBNs) are assigned to each UP. This is
illustrated in Figure 4.
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Fi gure 4. UBPNs, UBPGs, and | abel stack assignment.

The UPBNs belong to two partitions in adjacent levels in the

hi erarchy and they constitute the entry points for traffic fromthe
hi gher | evel partition destined to the corresponding | ower |eve
partition. As such, they constitute the forwarding end destinations
within each partition.

In order to provide sufficient capacity and support traffic | oad

bal anci ng between the levels in the hierarchy, nultiple UPBNs are
assigned to each partition. The UPBNs for each partition are grouped
into an Underlay Partition Border Goup (UPBG. As shown bel ow, using
an appropriate Label Stack Assignnent schene all UPBNs in a UPBG can
be made identical for ECMP traffic forwarding (i.e., the ECMP entries
inthe LFIBs in all UPBNs in a UPBG are identical). Thus, for ECW
traffic | oad balancing, all UPBNs belong to the sane FEC as far as
the higher level partition is concerned. For TE traffic, a desired
UPBN wi thin a UPBG group may need to be specified, and thus the UPBNs
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in a UPBG are not forwarding-w se equival ent.

In practice, the UPs are designed by finding the nost advantageous
way to partition the DC C os-based topol ogy and the DCl topol ogy.
Wthin the DC, the UPBNs in each |evel are subsets of the network
nodes in one of the tiers that formthe nmulti-stage C os
architecture. In general, the UPs may internally contain tiers of
networ k nodes that are not UPBNs. A specific design exanple to
further illustrate the HSDN partitioning is provided bel ow

As explained in nore detail below, for forwardi ng purposes, by
partitioning the DC/DCl in this manner and using HSDN f orwardi ng, the
UPBNs need to have entries in their LFIBs only to reach destinations
inthe two partitions to which they belong to (their own
corresponding partition and the higher-layer partition to which they
nested to). The network nodes inside the UPs only need to have
entries in their LFIB to reach the destinations in their partition

From t hese considerations, a first design heuristic for choosing the
partitioning structure is to keep the nunber of partitions nested at
each level into the higher level relatively small for all levels. For
the | owest |evel, the nunber of endpoints (servers) in each partition
shoul d al so be kept to nmanageable levels. Cearly, the design
tradeoff is between the size and the nunber of partitions at each

| evel . Fortunately, for nost practical deploynents, it is relatively
simple to find a good tradeoff that achieves the desired

scal ability.

3.2.1. UPBN and UPBG Nam ng Conventi on

We use a similar nami ng convention for the UPBNs and UPBGs as the one
used for the UPs:

- UPBN is a UPBN between partitions at Level (i) and Level (i-1).
Simlarly for UPBG

- Wthin each level, the UPBNs are identified by a set of sequential
nunber (s) equal to the correspondi ng sequential numnber(s) of the
corresponding partition within that |evel
For exanple, at Level 1, UPBNl-1 corresponds to partition UPl-1
and connects UPO with UP1-1. UPBN1-N corresponds to partition UP1-
N and connects UPO with UP1-N, and so on. Simlarly for UPBG

At Level 2, UPBN2-1-1 corresponds to partition UP2-1-1 and
connects UP1-1 with UP2-1-1, and so on. Simlarly for UPBG

Note that the UPBNs within an UPBGs can be further distinguished
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usi ng an appropriate nanmi ng convention, which is not shown here.
3.2.2. HSDN Label Stack

In MPLS-Based HSDN, an MPLS | abel stack is defined and used for
forwarding. The key notion in HSDN is that the |abel stack is defined
and the | abels are assigned in accordance with the hierarchica
partitioned structure defined above.

The | abel stack, shown in Figure 4 above, is constructed as foll ows.

- The label stack contains as many Path Labels (PLs) as levels in
the partition hierarchy.

- Each PL in the | abel stack is associated to a corresponding |eve
in the partition hierarchy and is used for forwardi ng at that
| evel

In the scenario of Figure 4, PLO is associated to Level 0 and is
used to forward to destination in UPO, PL1 is associated to Leve
1 and is used to forward to destinations in any UPl partitions,
and PL2 is associated to Level 2 and is used to forward to
destinations in any UP2 partitions.

- A VN Label (VL) is also shown in the |abel stack in Figure 4. This
| abel is associated to the Overlay Level and is used to forward in
the overlay network. The VL is sinply encapsul ated in the | abe
stack and transported in the HSDN underlay network. The details of
the VL processing within the overlay network are out of scope of
t hi s docunent.

Each endpoint in the DC/DCl is identified by a correspondi ng | abel
stack. For a given endpoint, the |abel stack is constructed in such a
way that the PLO specifies the UP1 to which the endpoint is attached
to, the PL1 specifies the UP1 to which the endpoint is attached to,
and the PL2 specifies the FEC in the UP2 corresponding to the
endpoi nt .

A schene to assign the PL labels in the HSDN | abel stack is described
bel ow.

3.2.3. HSDN Desi gn Exanpl e
We use an exanple to further explain the HSDN design criteria to
define the hierarchically-partitioned structure of the DG/ DCl. W use

the sane design exanple in the Scalability Analysis section belowto
show the LFIB sizing with ECW and TE traffic.
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To sunmari ze sonme of the design heuristics for the HSDN underl ay
partitions:

-  The UPs should be designed to follow the "natural" connectivity
topol ogy in the DC/ DCl.

- The number of partitions at each |level nested into the higher
| evel should be relatively small (since they are FEC entries in
the LFIBs in the network nodes in the corresponding |evels).

- The nunber of endpoints (servers) in each partition in the | owest
| evel should be relatively small (since they are FEC entries in
the LFIBs in the network nodes in the | owest |evel).

- The nunber of levels should be kept small (since it corresponds to
the nunber of path l|abels in the stack).

- The nunber of tiers in each partition in each | evel should be kept
small. This is due to the multiplicative fanout effect for TE
traffic (explained below), which has a major inpact on the LFIB
si ze needed to support any-to-any server-to-server TE.

The HSDN forwardi ng pl ane design consists in finding the best
tradeof f anong these contrasting objectives. Al though the opti nal
design choices ultimtely depend on the specific deploynent, here we
describe an illustrative exanple.

As shown below, a three-level HSDN hierarchy is sufficient to scale
the DO/DCl to tens of mllions of servers.

Wth three levels, a possible design choice for the UPls is to have
each UP1l correspond to a DC. Wth this choice, the UPO corresponds to
the DCl and the UPBNls are the DCGM in each DC (the UPBGls group the
DCGMN i n each DC).

Once the UPls are chosen this way, a possible design choice for the
UP2s is to have each UP2 correspond to a group of racks, where each
group of racks may correspond to a portion of a row of racks, an
entire row of racks, or multiple rows of racks. The specific best
choi ce of how many racks should be in a group of racks correspondi ng
to each UP2 ultinmately depends on the specific connectivity, the
number of servers per racks.

Wi | e preci se nunbers depend on the specific technol ogies used in
each depl oynent, here and in the Scal ability Anal ysis section bel ow
we want to give sone ideas of the scaling capabilities of HSDN. For
this purpose, we use sonme hypothetical yet reasonable nunbers to
characterize the partitioning design exanple.
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Assume the followi ng: a) 20 DCs connected via the DCI/WAN, b) 50
servers per rack; c) 20 racks per group of racks; d) 50 groups of
racks per DC.

Wth these nunbers, there are 500K servers per DC, for a total of 10M
underl ay network endpoints in the DC DCl.

In the HSDN structure in this exanple, there are 20 UPls, 500 UP2s
per UP1, and 1000 servers per UP2

3.3. MPLS-Based HSDN Forwar di ng

The hierarchically partitioned structure and the correspondi ng | abe
stack are used in HSDN to scale the forwarding plane horizontally
whil e using LFIBs of surprising small sizes in the network nodes.

As expl ai ned above, each | abel in the HSDN | abel stack is associated
with one of the levels in the hierarchy and is used to forward to
destinations in the underlay partitions at that |evel

We describe the life of a packet in the HSDN DC/DCI. W use the
specific design exanple described in Section 3.2.3 above to help in
t he explanation, but of course the forwarding would be simlar for
ot her design choi ces.

We first describe the behavior for non-TE traffic. In the HSDN

DC/ DCl, for a packet that needs to be forwarded to a specific
endpoint in the underlay network, the outer |abel PLO specifies which
UP1 contains the endpoint. Let's refer to this UP1 as UPl-a. For ECWP
traffic, the PLO binding is with a FEC corresponding to the UPBGL-a
associ ated with UPl-a. Note that all the endpoints reachable via UP1-
a are forwarded using the same FEC entry for Level 0 in the

hi erarchi cal partitioning.

Once the packet reaches one of the network nodes UPBNl-a in the
UPBGL-a group (the upstream network nodes perform ECMP | oad

bal anci ng, thus the packet may enter UPl-a via any of the UPBNL-a
nodes), the PLO is popped and the PL1 is used for forwarding in the
UPl-a. To be precise, because of penultimte hop popping, it is the
net wor k node i medi ately upstream of the chosen UPBNL-a that pops the
| abel PO).

The PL1 is used within UPl-a to reach the UP2 which contains the
endpoint. Let’s refer to this UP2 as UP2-a. In the UP2 network nodes
the PL1 binding is with a FEC corresponding to the UPB&2-a associ at ed
with UP2-a. Sinmilarly as above, note that all the endpoints reachabl e
via UP2-a are forwarded using the sane FEC entry for Level 1 in the
hi erarchi cal partitioning.
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Once the packet reaches one of the network nodes UPBN2-a in the
UPB&-a group (once again, the upstream network nodes perform ECW
| oad bal ancing, so the packet may transit to any of the UPBN2-a
nodes), the PL1 is popped and the PL2 is used for the rest of the
forwarding (again, to be precise, the penultinmate network node
upstream of UPBN2-a is the one popping the PL1 | abel).

The PL2 is used within UP2-a to reach the desired endpoint. Note that
the UPBN2 nodes and the network nodes in the UP2s have entries in
their LFIBs only to reach endpoints within their UP2. They can reach
endpoints in other UP2s by using a FEC entry corresponding to the UP2
contai ning the destination endpoint, identified by PL1

The following two observations help in further clarifying the
forwardi ng operation above.

- The PLO is used for forwarding fromthe source to the UPBNl-a. For
a packet originating froman endpoint attached to a certain UP2,
say UP2-b, nested to a different UPl, say UP1-b, PLO is used for

forwarding in all network nodes that the packet transits until it
reaches the UPBNLl-a. This includes network nodes in UP2-b and UP1-
b (i.e., "on the way out” fromUP2). It also includes one of the

UPBN1-b nodes. Note, however, that the PLO is not popped at the
UPBN1-b, since it is used for forwarding to the destinati on UPBN1-
a.

- Not all packets carry a three-label MPLS stack. For exanple, a
packet originating fromthe endpoint in UP2-b and destined to an
endpoint in the same UP2-b only carries PL2. Sinmilarly a packet
originating fromthe endpoint in UP2-b and destined to an endpoi nt
in a different UP2 nested in the same UP1-b only carries PL1 and
PL2.

In the case of TE traffic, the use of the different labels in the

| abel stack is sinmlar as what described above for ECMP traffic.
However, the | abels are bound to FECs identifying a specific path
within each UPs that is traversed. Therefore, TE traffic contributes
for additional entries in the LFIBs in the network nodes. By properly
designing the UPs, the nunber of LFIB entries can be kept relatively
smal | .

HSDN, by superinposing a hierarchically-partitioned structure and
using a | abel stack constructed according to such a structure, is
able to inpose a forwardi ng schene that is aggregated by
construction. This translates in dramatic reductions in the size of
the LFIBs in the network nodes, since each node only needs to know a
limted portion of the forwardi ng space.

Fang et al. Expires <April 30, 2015> [ Page 17]



I NTERNET DRAFT MPLS- Based HSDN Cct ober 27, 2014

HSDN supports any | abel assignment schene to generate the labels in
the | abel stack. However, if a |label assignment schene that is
consistent with the HSDN structure is used, additiona
simplifications of the LFIBs and the control plane can be achieved.

In Section 5 below, we present one exanple of such a schene, where
the labels in the | abel stack represent the "physical" |ocation of
t he endpoi nt, expressed according to the HSDN structure. For TE
traffic, the labels represent a specific path towards the desired
destination through the HSDN structure.

In the Scalability Analysis section and in the Control Plane section
bel ow we assume that such a Label Assignment schene is used.

In HSDN, the LFIBs in the netwirk nodes can be configured in such a
way that all the paths in the DO DCl are pre-established. This can be
achi eved using surprisingly snmall LFIB sizes.

4. Scalability Analysis

In this section, we conpute the maxi num size of the LFIBs for non-
TE/ ECVWP traffic and any-to-any server-to-server TE traffic.

4.1. LFIB Sizing - ECW

For ECMP traffic, at each level, all destinations belonging to the
same partition at a lower |level are forwarded using the same FEC
entry in the LFIB, which identifies the destination UPBG for that

| evel, or the destination endpoint at the | ower level. Since the UPs
are designed in such a way to keep the nunmber of destinations small
inall UPs, and the network nodes only need to know how to reach
destinations in their owmn UP and in the adjacent UP at the higher
level in the hierarchy, this translate to the fact that hyper scale
of the DO/ DCl can be achieved with very small LFIB sizes in the all

i ndi vi dual networ k nodes.

The worst case for the LFIB size occurs at one of the network nodes
that serve as UPBNs for one of the levels of UPs in the hierarchy.
The | evel where the LFIB size occurs depend on the specific choice of
the partitioning design
To be conpl et ed.

4.2. LFIB Sizing - TE
As noted above, TE traffic nmay add a considerabl e nunber of entries

to LFIB, since it creates one new FEC per TE tunnel to each
destinati on.
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HSDN provides a solution to this problem In fact, HSDN can support
any-to-any server-to-server "TE Max Case" with small LFIB sizes. In
TE Max Cases, all sources are connected to all destinations (e.qg.
server to server) with TE tunnels, the tunnels using all possible
distinct paths in the network. TE Max Case gives therefore an upper
bound to the nunber of TE tunnels (and consequently, LFIB entries) in
t he network.

Again, in HSDN, since the UPs are designed in such a way to be
relatively small, the nunber of paths in each partition can be kept
to a manageabl e nunber.

In a dos Topol ogy (the analysis can be extended to generic
topol ogi es), the nunber of paths in a UP with N destination can be
easily conputed. The number of paths (and the maxi nrum nunber of LFIB
entries is equal to the products of the switch fanout in each tier
traversed fromthe source to the destination in that UP. W refer to
this as the TE Fanout Multiplicative Effect, which is illustrated in
Fi gure 5.

Total # LFIB Entries for TE Max Case = N* F1 * F2 * ... * F(M1)
Where Fi is the fanout of a switch in each tier traversed to the
destination, Mis the nunber of tiers in the UP, and Nis the nunber
of destinations in the UP

Once again, by properly designing the UPs, the TE Fanout

Multiplicative Effect can be kept under control, since the path
conmputation is local for each of the UPs.
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Figure 5. Fan out nultiplicative effect with TE.

To be conpl et ed.
HSDN Label Stack Assignnent Scheme

HSDN can use any schene to assign the labels in the | abel stack
However, if a | abel assignnent schene which assigns |abels in a way
consistent with the HSDN structure, inmportant sinplifications can be
achieved in the control plane and in the LFIBs.

For non-TE FECs, the HSDN | abel assignnment schene assigns | abels
according to the "physical" |ocation of the endpoint in the HSDN
structure. Continuing our design exanple from above, for an endpoint
Xin UP2-a, PLO would identify the DCin which the endpoint is
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| ocated, PL1 would identify the group of racks in which the endpoint
is located within the DC, and PL2 would identify the endpoint within
the group of servers within the DC

For TE FECs, the HSDN | abel assignnent schene assigns |labels to
identify a specific path in each UP that is traversed. In our
exanpl e, for a specific TE tunnel to endpoint X, PLO would identify
the specific path that should be followed in the DCl, PL1 would
identify the path that should be followed within the DC to reach the
group of racks, and PL2 would identify the path to reach the endpoi nt
within the group of racks (if there are nultiple paths).

In order to assign |labels to both non-TE traffic and TE traffic, HSDN
uses a |l abel format in which the |abels are divided into two | ogica
sub-fields, one identifying the destination within the UP, called
Destination lIdentifier (DID), and one identifying the path, called
Path Identifier (PID). The Path Identifier is only relevant for TE
traffic, and can be zero for non-TE traffic. The HSDN Label format is
illustrated in Figure 6
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0 d 19
+++++++++++++H R
| Destination Identifier | Path Identifier |
++++++++++++H

| <ommnnn d bits -------- >| <eoen- (20-d bits)------ >|

Fi gure 6. HSDN Label format.

Dependi ng on the LFIB configuration, the two MSBs nmay be reserved for
identifying the layer (i.e., whether the label is PLO, PL1, or PL2)
to resolve anbiguity (not shown in Figure 6).

By properly designing the UPs, this |abel assignment schene can
support the desired scalability and the support of end-to-end TE
traffic.

Note that by using this type of |abel assignnent scheme inportant
benefits can be achieved, including:

- The LFIBs becone rather "static," since the FECs are tied to
"physical" locations and paths, which change infrequently. This
simplifies the use of the SDN approach to configure the LFIBs via
a controller.

- Al paths in each ECMP group use the same outgoing | abels. This
guarantees that a single LFIB entry can be used for each ECWP

group.
The | abel stack needs to be inposed at the entry points. For an
endpoint, this inplies that the server NIC nust be able to push a

three-1abel stack of path labels (in addition to possibly one
additional VL |abel for the overlay network).

6. HSDN Architecture - Control Plane
HSDN has been designed to support the controller-centric SDN approach
in a scal able fashion. HSDN al so supports the traditional distributed
control plane approach.

HSDN i ntroduces inportant sinplifications in the control plane and in
the network state as well.

6. 1. The SDN approach

In the controller-centric SDN approach, the SDN controller configures
the LFIBs in all the network nodes. Wth HSDN, the hierarchica
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partitioned structure offers a natural framework for a distributed
i mpl ement ation of the SDN controller, since the control plane in each
UP is largely independent from other UPs.

For exanple, a possible architecture uses a SDN controller for each
UP. Such SDN partition controller is in charge of configuring the
LFIBs in the network nodes in the correspondi ng UP

The SDN partition controller may al so be in charge of TE conputation
Wth proper design of the UPs, TE path conputation al gorithns which
performpartition-local conputation while approach global optinality
can be used.

To be conpl et ed.

6.2. Distributed control plane

9.

9.

1

HSDN can al so use the traditional distributed routing protoco
approach to distribute HSDN | abels, for exanple using BGP [ RFC3107].

To be conpl et ed.
Security Considerations

When t he SDN approach is used, the protocols used to configure the
LFIBs in the network nodes MJST be nutually authenticated.

For general MPLS/ GWPLS security considerations, refer to [ RFC5920].
G ven the potentially very large scale and the dynam ¢ nature in the
cl oud/ DC envi ronment, the choi ce of key nanagenent nechani sns need to
be further studied.
To be conpl et ed.

| ANA Consi derations
TBD.
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