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Abstract

When tightening the security of the core routing infrastructure, two steps are necessary. The first is to secure the routing protocols’ packets on the wire. The second is to ensure that the keying material for the routing protocol exchanges is distributed only to the appropriate routers. This document specifies a way of organizing the security parameters and a method for conveniently controlling those parameters using YANG and NETCONF.
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1. Introduction

Much effort has been expended to ensure the security of end-to-end exchanges in the Internet. However, relatively little effort appears to be being expended to secure the router-to-router exchanges that define the forwarding path for the packets that make up the end-to-end exchanges.

Methods for ensuring router-to-router security have been written into the specifications of routing protocols for many years. However, the security parameters (keys, permitted neighbors, etc.) are typically installed manually on each router [RFC6862]. Because network management personnel are scarce, and updating security parameters is a labor-intensive task, if security is implemented at all, the keys are often left in place for five years or more [RFC6862], leaving ample opportunity for them to be compromised. This could lead to an intruder router pretending to be a legitimate one and capturing confidential data.

In March 2006, the Internet Architecture Board (IAB) held a workshop on the topic "Unwanted Internet Traffic". The report from that workshop is documented in [RFC4948]. Section 8.1 of that document states, "A simple risk analysis would suggest that an ideal attack target of minimal cost but maximal disruption is the core routing infrastructure". Section 8.2 calls for "[t]ightening the security of the core routing infrastructure".
One approach to achieving improved security is to automate the process of updating the security parameters. This will reduce the number of network management personnel needed and would potentially improve security for all users of the Internet. This leads us to the following requirements:

- Ensuring the authenticity and integrity of the routing protocol messages;
- Ensuring the legitimacy of the neighboring routers, by making sure that they are part of the "permitted adjacency" as explained below;
- Automation of the entire process of key and adjacency management.

The notion of "permitted adjacency" can be re-stated as providing answers to the following questions:

- Are you a legitimate member of my group? This is the question of authentication.
- Are you permitted to connect to me for the purposes of this routing protocol? This is the question of authorization.

Figure 1 shows a potential framework for discussion of secure routing.

```
Routing Protocol            Layer 1
Keys and Security Protocol  Layer 2
Key and SA Management       Layer 3
Configuration Management    Layer 4
```

Figure 1: Secure Routing Framework

Layer 1 is the routing protocol layer. The routers run routing protocols among themselves to collect and distribute topological information for the network. The routing protocols distribute the network information by "exchanging messages" with their peer routers (neighbors). Each router processes all the information received from the routing protocol peers to create and maintain the forwarding table. This forwarding table is used to decide where to forward a particular packet when it arrives.
Layer 2 represents the security mechanisms available for a routing protocol. Each routing protocol will have a number of security mechanisms available to it (including no security at all). A routing protocol needs to be assured of two things about the messages that it receives from its peer routers:

- that the peer is legitimate, and
- that the message from that peer has not been altered in transit.

The most common approach today is for a routing protocol to use a pre-shared key for authorizing its neighbors as well as for validating the message integrity. In effect, all the neighbors (running the same routing protocol) that possess this key are authorized to communicate with each other.

The configuration of keys and security associations, the choice of keys and the security mechanism used for a routing protocol depend on the key management methods at Layer 3. As discussed in Section 1, the network operators use the manual management method, which is the only solution available at this time for routing protocols. As a result, keys are seldom changed.

Layer 4 focuses on the configuration and the distribution of keys and security associations for routing protocols. At this time, this is done manually, either by visiting the router itself, or accessing it remotely through some configuration procedure. Each router manufacturer has its own approach to facilitate this.

Within the KARP Working Group, protocols and procedures for creating shared keys for specific environments have been proposed [I-D.hartman-karp-mrkmp][I-D.mahesh-karp-rkmp][I-D.tran-karp-mrmp], under the assumption that the end points of the exchanges (the routers) are entitled to enter into the conversation, i.e., that they can prove that they are who they say they are. However, this only addresses part of the problem at Layer 3, because these documents provide no mechanism to assess or ensure that the end points are entitled to be neighbors.

In addition, requirements for an operations and management model are specified in [RFC7210].

This document addresses two issues: providing a flexible method for managing the necessary keys and security associations, and providing a way to configure a set of routers while satisfying operational constraints.
2. Routing Protocol Security

To be able to effectively manage routing protocol security, it is necessary to have a representation of the choices open to a key negotiation protocol, and to have a convenient representation of the parameters to be used in a particular security association that is being used by the security features of a routing protocol.

The representation of parameters (keys and security associations, key derivation functions) is provided by the Crypto-Key-Table specified in [RFC7210].

The parameters for a specific peer router and protocol are provided in the Routing Security Parameter Database (RSPD). The Routing Peer Authorization Database (RPAD) provides information required for peer authentication and authorization and specifies a key management protocol to be used in establishing the peer relationship.

3. RPsec Configuration

To enable convenient configuration of the RPsec databases, YANG models of these databases can be used, in conjunction with a central controller to define updates to the security configurations.

4. RPsec Databases

4.1. RSPD

The objective of the RSPD is to provide security options (choice of security protocol) for a routing protocol’s security. Each entry (a choice) specifies the security parameters required to establish a security association between the peers. An authorized device may communicate with many routing protocol peers. To do so, it must agree on the security requirements of the routing protocol peer for successful communication. The peers must agree on security protocols, transforms, mode of communication along with the key required to integrity protect messages exchanged between them. This database aims to provide such information. The RSPD contains the traffic descriptors for identifying each routing protocol traffic that needs to be protected, bypassed or discarded. The RSPD, thus, is a database to specify the traffic descriptors for the routing protocol traffic, security protocols, lifetime and related parameters for securing the communication between the two devices or among a group in case of the multicast communication. This database provides partial information towards security requirements of the routing protocols. The rest of the information is provided by the CKT.
4.2.  CKT

The CKT is an important database that provisions key material and associated cryptographic algorithms to protect the routing protocol messages. In RPsec, the CKT performs the role similar to the SAD in IPsec. It stores the negotiated (or manually configured) SAs for the routing protocols. In that, each RSPD entry points to an appropriate entry in the CKT. Each RSPD entry that protects the routing protocol traffic, provides a (security) protocol id and a peer id (traffic descriptor) that identify an entry in this database. The form of the protocol id and the peer id is specified in [RFC7210]. The RSPD together with CKT ensure that the key is provided to a security protocol that is used for securing the routing protocol.

4.3.  RPAD

The RPAD’s objective is to provide authentication information and a KMP for the routing peers. It provides authentication information necessary to assert a local device’s identity and to validate the identity asserted by the peer devices. A KMP uses the information in the RPAD and the RSPD for authentication and SA negotiation, respectively. Authentication is required to ensure that the devices participating in the network infrastructure are legitimate. A legitimate device should present its identity, identity of remote peer(s) or group it wishes to communicate with, and an organization-wide acceptable credential. If the device successfully passes the peer device’s scrutiny, it is authenticated to communicate with the requested peer(s) or a group in the network. The communication between the two devices must stop if the KMP fails to authenticate the peers using the information available in the RPAD database. A KMP negotiates a security association only after the authentication is successful.

5.  RPsec in Detail

Detailed design of the RPsec databases. To be included in the next version of the draft.

6.  Representation and Distribution of RPsec Policies

This section explains the YANG models for each RPsec database. It describes a possible way of configuring RPsec databases in the network in compliance with the IETF’s policy-based network management (PBMN) and distributed management architecture.

For management of the contents of the RPsec databases, the data fields of the RPsec databases are organized and defined in four modules:
o RPsec common types module
o RPAD module
o RSPD module
o CKT module

The material on YANG models will be included in the next version of the draft.

7. IANA Considerations

This document has no actions for IANA.
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1. Introduction

Loop Free Alternatives (LFAs) as defined in [RFC5286] have been widely deployed, and the operational and manageability considerations are described in great detail in [I-D.ietf-rtgwg-lfa-manageability].

This document intends to provide clarifications, additional considerations to [RFC5286], to address a few coverage and operational observations. These observations are in the area of handling Multi-homed prefixes (MHPs), IS-IS attach (ATT) bit in L1 area, links provisioned with MAX_METRIC for traffic engineering (TE) purposes and in the area of Multi Topology (MT) IGP deployments. All these are elaborated in detail in Section 2.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

1.2. Acronyms

AF      - Address Family
ATT     - IS-IS Attach Bit
ECMP    - Equal Cost Multi Path
IGP     - Interior Gateway Protocol
2. LFA Extended Procedures

This section explains the additional considerations in various aspects as listed below to the base LFA specification [RFC5286].

2.1. Multi Homed Prefixes

LFA base specification [RFC5286] Section 6.1 recommends that a router compute the alternate next-hop for an IGP multi-homed prefix by considering alternate paths via all routers that have announced that prefix. However, it also allows for the router to simplify the multi-homed prefix calculation by assuming that the MHP is solely attached to the router that was its pre-failure optimal point of attachment, at the expense of potentially lower coverage. If an implementation chooses to simplify the multi-homed prefix calculation by assuming that the MHP is solely attached to the router that was its pre-failure optimal point of attachment, the procedure described in this memo can potentially improve coverage for equal cost multi path (ECMP) MHPs without incurring extra computational cost.

The approach as specified in [RFC5286] Section 6.1 last paragraph, is to simplify the MHP is solely attached to the router that was its pre-failure optimal point of attachment. While this is very scalable approach and simplifies computation, as [RFC5286] notes this may result in little less coverage.

This memo improves the above approach to provide loop-free alternatives without any additional cost for equal cost multi path MHPs as described through the below example network. The approach specified here MAY also applicable for handling default routes as explained in Section 2.1.1.
In the above network a prefix p, is advertised from both Node E and Node F. With simplified approach taken as specified in [RFC5286] Section 6.1, prefix p will get only link protection LFA through the neighbor C while a node protection path is available through neighbor A. In this scenario, E and F both are pre-failure optimal points of attachment and share the same primary next-hop. Hence, an implementation MAY compare the kind of protection A provides to F (link-and-node protection) with the kind of protection C provides to E (link protection) and inherit the better alternative to prefix p and here it is A.

However, in the below network prefix p has an ECMP through both node E and node F with cost 20. Though it has 2 pre-failure optimal points of attachment, the primary next-hop to each pre-failure optimal point of attachment is different. In this case, prefix p shall inherit corresponding LFA to each primary next-hop calculated for the router advertising the same respectively (node E’s and node F’s LFA).
In summary, if there are multiple pre-failure points of attachment for a MHP and primary next-hop of a MHP is same as that of the primary next-hop of the router that was pre-failure optimal point of attachment, an implementation MAY provide the better protection to MHP without incurring any additional computation cost.

2.1.1. IS-IS ATT Bit considerations

Per [RFC1195] a default route needs to be added in Level1 (L1) router to the closest reachable Level1/Level2 (L1/L2) router in the network advertising ATT (attach) bit in its LSP-0 fragment. All L1 routers in the area would do this during the decision process with the next-hop of the default route set to the adjacent router through which the closest L1/L2 router is reachable. The base LFA specification [RFC5286] does not specify any procedure for computing LFA for a default route in IS-IS L1 area. Potentially one MAY consider a default route is being advertised from the border L1/L2 router where ATT bit is set and can do LFA computation for the default route. But, when multiple ECMP L1/L2 routers are reachable in an L1 area corresponding best LFAs SHOULD be given for each primary next-hop associated with default route. Considerations as specified in Section 2.1 are applicable for default routes, if the default route is considered as ECMP MHP.

2.2. Links with IGP MAX_METRIC

Section 3.5 and 3.6 of [RFC5286] describes procedures for excluding nodes and links from use in alternate paths based on the maximum link metric (as defined in for IS-IS in [RFC5305] or as defined in [RFC3137] for OSPF). If these procedures are strictly followed, there are situations, as described below, where the only potential alternate available which satisfies the basic loop-free condition will not be considered as alternative.
In the simple example network, all the link costs have a cost of 10 in both directions, except for the link between S and N2. The S-N2 link has a cost of 10 in the direction from S to N2, and a cost of MAX_METRIC in the direction from N2 to S (0xffffff / 2^24 - 1 for IS-IS and 0xffff for OSPF) for a specific end to end Traffic Engineering (TE) requirement of the operator. At node S, D1 is reachable through N1 with cost 20, and D2 is reachable through N2 with cost 20. Even though neighbor N2 satisfies basic loop-free condition (inequality 1 of [RFC5286]) for D1 this could be excluded as potential alternative because of the current exclusions as specified in section 3.5 and 3.6 procedure of [RFC5286]. But, as the primary traffic destined to D2 is continue to use the link and hence irrespective of the reverse metric in this case, the same link MAY be used as a potential LFA for D1.

Alternatively, reverse metric of the link MAY be configured with MAX_METRIC-1, so that the link can be used as an alternative while meeting the TE requirements.

2.3. Multi Topology Considerations

Section 6.2 and 6.3.2 of [RFC5286] state that multi-topology OSPF and ISIS are out of scope for that specification. This memo clarifies and describes the applicability.

In Multi Topology (MT) IGP deployments, for each MT ID, a separate shortest path tree (SPT) is built with topology specific adjacencies, the LFA principles laid out in [RFC5286] are actually applicable for MT IS-IS [RFC5120] LFA SPF. The primary difference in this case is, identifying the eligible-set of neighbors for each LFA computation.
which is done per MT ID. The eligible-set for each MT ID is
determined by the presence of IGP adjacency from Source to the
neighboring node on that MT-ID apart from the administrative
restrictions and other checks laid out in [RFC5286]. The same is
also applicable for OSPF [RFC4915] [MT-OSPF] or different AFs in
multi instance OSPFv3 [RFC5838].

However for MT IS-IS, if a default topology is used with MT-ID 0
[RFC5286] and both IPv4 [RFC5305] and IPv6 routes/AFs [RFC5308] are
present, then the condition of network congruency is applicable for
LFA computation as well. Network congruency here refers to, having
same address families provisioned on all the links and all the nodes
of the network with MT-ID 0. Here with single decision process both
IPv4 and IPv6 next-hops are computed for all the prefixes in the
network and similarly with one LFA computation from all eligible
neighbors per [RFC5286], all potential alternatives can be computed.

3. IANA Considerations

This document defines no new namespaces and no actions for IANA.

4. Security Considerations

This document does not introduce any new security issues or any
change in security considerations as noted in the LFA base
specification [RFC5286].
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1. Introduction

This document contains a specification of the following YANG modules:

- Module "ietf-routing" provides generic components of a routing data model.
- Module "ietf-ipv4-unicast-routing" augments the "ietf-routing" module with additional data specific to IPv4 unicast.
- Module "ietf-ipv6-unicast-routing" augments the "ietf-routing" module with additional data specific to IPv6 unicast. Its submodule "ietf-ipv6-router-advertisements" also augments the "ietf-interfaces" [RFC7223] and "ietf-ip" [RFC7277] modules with IPv6 router configuration variables required by [RFC4861].

These modules together define the so-called core routing data model, which is intended as a basis for future data model development covering more sophisticated routing systems. While these three modules can be directly used for simple IP devices with static routing (see Appendix B), their main purpose is to provide essential building blocks for more complicated data models involving multiple control plane protocols, multicast routing, additional address families, and advanced functions such as route filtering or policy routing. To this end, it is expected that the core routing data model will be augmented by numerous modules developed by other IETF working groups.
2. Terminology and Notation

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

The following terms are defined in [RFC6241]:

- client,
- message,
- protocol operation,
- server.

The following terms are defined in [RFC7950]:

- action,
- augment,
- configuration data,
- container,
- container with presence,
- data model,
- data node,
- feature,
- leaf,
- list,
- mandatory node,
- module,
- schema tree,
- state data,
- RPC operation.
2.1. Glossary of New Terms

core routing data model: YANG data model comprising "ietf-routing", "ietf-ipv4-unicast-routing" and "ietf-ipv6-unicast-routing" modules.

direct route: a route to a directly connected network.

routing information base (RIB): An object containing a list of routes together with other information. See Section 5.2 for details.

system-controlled entry: An entry of a list in state data ("config false") that is created by the system independently of what has been explicitly configured. See Section 4.1 for details.

user-controlled entry: An entry of a list in state data ("config false") that is created and deleted as a direct consequence of certain configuration changes. See Section 4.1 for details.

2.2. Tree Diagrams

A simplified graphical representation of the complete data tree is presented in Appendix A, and similar diagrams of its various subtrees appear in the main text.

- Brackets "[" and "]" enclose list keys.
- Curly braces "{" and "}" contain names of optional features that make the corresponding node conditional.
- Abbreviations before data node names: "rw" means configuration (read-write), "ro" state data (read-only), "-x" RPC operations or actions, and "-n" notifications.
- Symbols after data node names: "?" means an optional node, "!" a container with presence, and "*" denotes a "list" or "leaf-list".
- Parentheses enclose choice and case nodes, and case nodes are also marked with a colon (":").
- Ellipsis ("...") stands for contents of subtrees that are not shown.
2.3. Prefixes in Data Node Names

In this document, names of data nodes, actions and other data model objects are often used without a prefix, as long as it is clear from the context in which YANG module each name is defined. Otherwise, names are prefixed using the standard prefix associated with the corresponding YANG module, as shown in Table 1.

<table>
<thead>
<tr>
<th>Prefix</th>
<th>YANG module</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>if</td>
<td>ietf-interfaces</td>
<td>[RFC7223]</td>
</tr>
<tr>
<td>ip</td>
<td>ietf-ip</td>
<td>[RFC7277]</td>
</tr>
<tr>
<td>rt</td>
<td>ietf-routing</td>
<td>Section 7</td>
</tr>
<tr>
<td>v4ur</td>
<td>ietf-ipv4-unicast-routing</td>
<td>Section 8</td>
</tr>
<tr>
<td>v6ur</td>
<td>ietf-ipv6-unicast-routing</td>
<td>Section 9</td>
</tr>
<tr>
<td>yang</td>
<td>ietf-yang-types</td>
<td>[RFC6991]</td>
</tr>
<tr>
<td>inet</td>
<td>ietf-inet-types</td>
<td>[RFC6991]</td>
</tr>
</tbody>
</table>

Table 1: Prefixes and corresponding YANG modules

3. Objectives

The initial design of the core routing data model was driven by the following objectives:

- The data model should be suitable for the common address families, in particular IPv4 and IPv6, and for unicast and multicast routing, as well as Multiprotocol Label Switching (MPLS).

- A simple IP routing system, such as one that uses only static routing, should be configurable in a simple way, ideally without any need to develop additional YANG modules.

- On the other hand, the core routing framework must allow for complicated implementations involving multiple routing information bases (RIB) and multiple control plane protocols, as well as controlled redistributions of routing information.

- Device vendors will want to map the data models built on this generic framework to their proprietary data models and configuration interfaces. Therefore, the framework should be flexible enough to facilitate such a mapping and accommodate data models with different logic.
4. The Design of the Core Routing Data Model

The core routing data model consists of three YANG modules and one submodule. The first module, "ietf-routing", defines the generic components of a routing system. The other two modules, "ietf-ipv4-unicast-routing" and "ietf-ipv6-unicast-routing", augment the "ietf-routing" module with additional data nodes that are needed for IPv4 and IPv6 unicast routing, respectively. Module "ietf-ipv6-unicast-routing" has a submodule, "ietf-ipv6-router-advertisements", that augments the "ietf-interfaces" [RFC7223] and "ietf-ip" [RFC7277] modules with configuration variables for IPv6 router advertisements as required by [RFC4861]. Figures 1 and 2 show abridged views of the configuration and state data hierarchies. See Appendix A for the complete data trees.

```
  +--rw routing
     +--rw router-id?
     +--rw control-plane-protocols
      |  +--rw control-plane-protocol* [type name]
      |     +--rw type
      |     +--rw name
      |     +--rw description?
      |     +--rw static-routes
      |        +--rw v6ur:ipv6
      |        |    ...
      |        +--rw v4ur:ipv4
      |        ...
     +--rw ribs
      +--rw rib* [name]
       +--rw name
       +--rw address-family?
       +--rw description?
```

Figure 1: Configuration data hierarchy.
As can be seen from Figures 1 and 2, the core routing data model introduces several generic components of a routing framework: routes, RIBs containing lists of routes, and control plane protocols. Section 5 describes these components in more detail.

4.1. System-Controlled and User-Controlled List Entries

The core routing data model defines several lists in the schema tree, such as "rib", that have to be populated with at least one entry in any properly functioning device, and additional entries may be configured by a client.

In such a list, the server creates the required item as a so-called system-controlled entry in state data, i.e., inside the "routing-state" container.

An example can be seen in Appendix D: the "/routing-state/ribs/rib" list has two system-controlled entries named "ipv4-master" and "ipv6-master".

Additional entries may be created in the configuration by a client, e.g., via the NETCONF protocol. These are so-called user-controlled entries. If the server accepts a configured user-controlled entry, then this entry also appears in the state data version of the list.

Corresponding entries in both versions of the list (in state data and configuration) have the same value of the list key.
A client may also provide supplemental configuration of system-controlled entries. To do so, the client creates a new entry in the configuration with the desired contents. In order to bind this entry to the corresponding entry in the state data list, the key of the configuration entry has to be set to the same value as the key of the state entry.

Deleting a user-controlled entry from the configuration list results in the removal of the corresponding entry in the state data list. In contrast, if a system-controlled entry is deleted from the configuration list, only the extra configuration specified in that entry is removed but the corresponding state data entry remains in the list.

5. Basic Building Blocks

This section describes the essential components of the core routing data model.

5.1. Route

Routes are basic elements of information in a routing system. The core routing data model defines only the following minimal set of route attributes:

- **"destination-prefix"**: address prefix specifying the set of destination addresses for which the route may be used. This attribute is mandatory.

- **"route-preference"**: an integer value (also known as administrative distance) that is used for selecting a preferred route among routes with the same destination prefix. A lower value means a more preferred route.

- **"next-hop"**: determines the outgoing interface and/or next-hop address(es), other operation to be performed with a packet.

Routes are primarily state data that appear as entries of RIBs (Section 5.2) but they may also be found in configuration data, for example as manually configured static routes. In the latter case, configurable route attributes are generally a subset of attributes defined for RIB routes.

5.2. Routing Information Base (RIB)

Every implementation of the core routing data model manages one or more routing information bases (RIB). A RIB is a list of routes complemented with administrative data. Each RIB contains only routes
of one address family. An address family is represented by an
identity derived from the "rt:address-family" base identity.

In the core routing data model, RIBs are state data represented as
entries of the list "/routing-state/ribs/rib". The contents of RIBs
are controlled and manipulated by control plane protocol operations
which may result in route additions, removals and modifications.
This also includes manipulations via the "static" and/or "direct"
pseudo-protocols, see Section 5.3.1.

For every supported address family, exactly one RIB MUST be marked as
the so-called default RIB. Its role is explained in Section 5.3.

Simple router implementations that do not advertise the feature
"multiple-ribs" will typically create one system-controlled RIB per
supported address family, and mark it as the default RIB.

More complex router implementations advertising the "multiple-ribs"
feature support multiple RIBs per address family that can be used for
policy routing and other purposes.

The following action (see Section 7.15 of [RFC7950]) is defined for
the "rib" list:

- active-route -- return the active RIB route for the destination
  address that is specified as the action’s input parameter.

5.3. Control Plane Protocol

The core routing data model provides an open-ended framework for
defining multiple control plane protocol instances, e.g., for Layer 3
routing protocols. Each control plane protocol instance MUST be
assigned a type, which is an identity derived from the "rt:control-
plane-protocol" base identity. The core routing data model defines
two identities for the direct and static pseudo-protocols
(Section 5.3.1).

Multiple control plane protocol instances of the same type MAY be
configured.

5.3.1. Routing Pseudo-Protocols

The core routing data model defines two special routing protocol
types -- "direct" and "static". Both are in fact pseudo-protocols,
which means that they are confined to the local device and do not
exchange any routing information with adjacent routers.
Every implementation of the core routing data model MUST provide exactly one instance of the "direct" pseudo-protocol type. It is the source of direct routes for all configured address families. Direct routes are normally supplied by the operating system kernel, based on the configuration of network interface addresses, see Section 6.2.

A pseudo-protocol of the type "static" allows for specifying routes manually. It MAY be configured in zero or multiple instances, although a typical configuration will have exactly one instance.

5.3.2. Defining New Control Plane Protocols

It is expected that future YANG modules will create data models for additional control plane protocol types. Such a new module has to define the protocol-specific configuration and state data, and it has to integrate it into the core routing framework in the following way:

- A new identity MUST be defined for the control plane protocol and its base identity MUST be set to "rt:control-plane-protocol", or to an identity derived from "rt:control-plane-protocol".

- Additional route attributes MAY be defined, preferably in one place by means of defining a YANG grouping. The new attributes have to be inserted by augmenting the definitions of the nodes
  

and

  /rt:routing-state/rt:ribs/rt:rib/rt:output/rt:route,

and possibly other places in the configuration, state data, notifications, and input/output parameters of actions or RPC operations.

- Configuration parameters and/or state data for the new protocol can be defined by augmenting the "control-plane-protocol" data node under both "/routing" and "/routing-state".

By using a "when" statement, the augmented configuration parameters and state data specific to the new protocol SHOULD be made conditional and valid only if the value of "rt:type" or "rt:source-protocol" is equal to (or derived from) the new protocol’s identity.

It is also RECOMMENDED that protocol-specific data nodes be encapsulated in an appropriately named container with presence. Such a container may contain mandatory data nodes that are otherwise forbidden at the top level of an augment.
The above steps are implemented by the example YANG module for the RIP routing protocol in Appendix C.

5.4. Parameters of IPv6 Router Advertisements

YANG module "ietf-ipv6-router-advertisements" (Section 9.1), which is a submodule of the "ietf-ipv6-unicast-routing" module, augments the configuration and state data of IPv6 interfaces with definitions of the following variables as required by [RFC4861], sec. 6.2.1:

- send-advertisements,
- max-rtr-adv-interval,
- min-rtr-adv-interval,
- managed-flag,
- other-config-flag,
- link-mtu,
- reachable-time,
- retrans-timer,
- cur-hop-limit,
- default-lifetime,
- prefix-list: a list of prefixes to be advertised.

The following parameters are associated with each prefix in the list:

* valid-lifetime,
* on-link-flag,
* preferred-lifetime,
* autonomous-flag.

NOTES:

1. The "IsRouter" flag, which is also required by [RFC4861], is implemented in the "ietf-ip" module [RFC7277] (leaf "ip:forwarding").
2. The original specification [RFC4861] allows the implementations to decide whether the "valid-lifetime" and "preferred-lifetime" parameters remain the same in consecutive advertisements, or decrement in real time. However, the latter behavior seems problematic because the values might be reset again to the (higher) configured values after a configuration is reloaded. Moreover, no implementation is known to use the decrementing behavior. The "ietf-ipv6-routerAdvertisements" submodule therefore stipulates the former behavior with constant values.

6. Interactions with Other YANG Modules

The semantics of the core routing data model also depends on several configuration parameters that are defined in other YANG modules.

6.1. Module "ietf-interfaces"

The following boolean switch is defined in the "ietf-interfaces" YANG module [RFC7223]:

/if:interfaces/if:interface/if:enabled

If this switch is set to "false" for a network layer interface, then all routing and forwarding functions MUST be disabled on that interface.

6.2. Module "ietf-ip"

The following boolean switches are defined in the "ietf-ip" YANG module [RFC7277]:

/if:interfaces/if:interface/ip:ipv4/ip:enabled

If this switch is set to "false" for a network layer interface, then all IPv4 routing and forwarding functions MUST be disabled on that interface.

/if:interfaces/if:interface/ip:ipv4/ip:forwarding

If this switch is set to "false" for a network layer interface, then the forwarding of IPv4 datagrams through this interface MUST be disabled. However, the interface MAY participate in other IPv4 routing functions, such as routing protocols.

/if:interfaces/if:interface/ip:ipv6/ip:enabled
If this switch is set to "false" for a network layer interface, then all IPv6 routing and forwarding functions MUST be disabled on that interface.

`/if:interfaces/if:interface/ip:ipv6/ip:forwarding`

If this switch is set to "false" for a network layer interface, then the forwarding of IPv6 datagrams through this interface MUST be disabled. However, the interface MAY participate in other IPv6 routing functions, such as routing protocols.

In addition, the "ietf-ip" module allows for configuring IPv4 and IPv6 addresses and network prefixes or masks on network layer interfaces. Configuration of these parameters on an enabled interface MUST result in an immediate creation of the corresponding direct route. The destination prefix of this route is set according to the configured IP address and network prefix/mask, and the interface is set as the outgoing interface for that route.

7. Routing Management YANG Module

RFC Editor: In this section, replace all occurrences of 'XXXX' with the actual RFC number and all occurrences of the revision date below with the date of RFC publication (and remove this note).

<CODE BEGINS> file "ietf-routing@2016-11-03.yang"

```yang
module ietf-routing {
  yang-version "1.1";
  prefix "rt";
  import ietf-yang-types {
    prefix "yang";
  }
  import ietf-interfaces {
    prefix "if";
  }
  organization
    "IETF NETMOD (NETCONF Data Modeling Language) Working Group";
  contact
    "WG Web:  <https://tools.ietf.org/wg/netmod/>
```
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This YANG module defines essential components for the management of a routing subsystem.

Copyright (c) 2016 IETF Trust and the persons identified as authors of the code. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (https://trustee.ietf.org/license-info).


This version of this YANG module is part of RFC XXXX (https://tools.ietf.org/html/rfcXXXX); see the RFC itself for full legal notices.

revision 2016-11-03 {
  description
    "Initial revision.";
  reference
    "RFC XXXX: A YANG Data Model for Routing Management";
}

/* Features */

feature multiple-ribs {
  description
"This feature indicates that the server supports user-defined RIBs.

Servers that do not advertise this feature SHOULD provide exactly one system-controlled RIB per supported address family and make them also the default RIBs. These RIBs then appear as entries of the list /routing-state/ribs/rib."

}

feature router-id {
  description
    "This feature indicates that the server supports configuration of an explicit 32-bit router ID that is used by some routing protocols.

    Servers that do not advertise this feature set a router ID algorithmically, usually to one of configured IPv4 addresses. However, this algorithm is implementation-specific.";
}

/* Identities */

identity address-family {
  description
    "Base identity from which identities describing address families are derived.";
}

identity ipv4 {
  base address-family;
  description
    "This identity represents IPv4 address family.";
}

identity ipv6 {
  base address-family;
  description
    "This identity represents IPv6 address family.";
}

identity control-plane-protocol {
  description
    "Base identity from which control plane protocol identities are derived.";
}

identity routing-protocol {
  base control-plane-protocol;
description
    "Identity from which Layer 3 routing protocol identities are derived.";
}

identity direct {
    base routing-protocol;
    description
        "Routing pseudo-protocol that provides routes to directly connected networks.";
}

identity static {
    base routing-protocol;
    description
        "Static routing pseudo-protocol.";
}

/* Type Definitions */
typedef route-preference {
    type uint32;
    description
        "This type is used for route preferences.";
}

/* Groupings */
grouping address-family {
    description
        "This grouping provides a leaf identifying an address family.";
    leaf address-family {
        type identityref {
            base address-family;
        }
        mandatory "true";
        description
            "Address family.";
    }
}

grouping router-id {
    description
        "This grouping provides router ID.";
    leaf router-id {
        type yang:dotted-quad;
        description
            "Routing pseudo-protocol that provides routes to directly connected networks.";
    }
}
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"A 32-bit number in the form of a dotted quad that is used by some routing protocols identifying a router."
reference
"RFC 2328: OSPF Version 2."
}
}

grouping special-next-hop {
  description
  "This grouping provides a leaf with an enumeration of special next-hops."
  leaf special-next-hop {
    type enumeration {
      enum blackhole {
        description
        "Silently discard the packet.";
      }
      enum unreachable {
        description
        "Discard the packet and notify the sender with an error message indicating that the destination host is unreachable.";
      }
      enum prohibit {
        description
        "Discard the packet and notify the sender with an error message indicating that the communication is administratively prohibited.";
      }
      enum receive {
        description
        "The packet will be received by the local system.";
      }
    }
  }
  description
  "Special next-hop options.";
}

grouping next-hop-content {
  description
  "Generic parameters of next-hops in static routes.";
  choice next-hop-options {
    mandatory "true";
    description
    "Options for next-hops in static routes."
  }
}

It is expected that further cases will be added through
augments from other modules.

case simple-next-hop {
    description
        "This case represents a simple next hop consisting of the
        next-hop address and/or outgoing interface.

        Modules for address families MUST augment this case with a
        leaf containing a next-hop address of that address
        family."
    leaf outgoing-interface {
        type if:interface-ref;
        description
            "Name of the outgoing interface."
    }
}

case special-next-hop {
    uses special-next-hop;
}

case next-hop-list {
    container next-hop-list {
        description
            "Container for multiple next-hops."
        list next-hop {
            key "index";
            description
                "An entry of a next-hop list.

                Modules for address families MUST augment this list
                with a leaf containing a next-hop address of that
                address family."
            leaf index {
                type string;
                description
                    "An user-specified identifier utilised to uniquely
                    reference the next-hop entry in the next-hop list.
                    The value of this index has no semantic meaning
                    other than for referencing the entry."
            }
            leaf outgoing-interface {
                type if:interface-ref;
                description
                    "Name of the outgoing interface."
            }
        }
    }
}
grouping next-hop-state-content {
  description
    "Generic parameters of next-hops in state data.";
  choice next-hop-options {
    mandatory "true";
    description
      "Options for next-hops in state data.

      It is expected that further cases will be added through
      augments from other modules, e.g., for recursive
      next-hops.";
    case simple-next-hop {
      description
        "This case represents a simple next hop consisting of the
        next-hop address and/or outgoing interface.

        Modules for address families MUST augment this case with a
        leaf containing a next-hop address of that address
        family.";
      leaf outgoing-interface {
        type if:interface-state-ref;
        description
          "Name of the outgoing interface.";
      }
    }
    case special-next-hop {
      uses special-next-hop;
    }
    case next-hop-list {
      container next-hop-list {
        description
          "Container for multiple next-hops.";
        list next-hop {
          description
            "An entry of a next-hop list.

            Modules for address families MUST augment this list
            with a leaf containing a next-hop address of that
            address family.";
          leaf outgoing-interface {
            type if:interface-state-ref;
            description
              "Name of the outgoing interface.";
          }
        }
      }
    }
  }
}
grouping route-metadata {
    description "Common route metadata.";
    leaf source-protocol {
        type identityref {
            base routing-protocol;
        }
        mandatory "true";
        description "Type of the routing protocol from which the route originated.";
    }
    leaf active {
        type empty;
        description "Presence of this leaf indicates that the route is preferred among all routes in the same RIB that have the same destination prefix.";
    }
    leaf last-updated {
        type yang:date-and-time;
        description "Time stamp of the last modification of the route. If the route was never modified, it is the time when the route was inserted into the RIB.";
    }
}

/* State data */

container routing-state {
    config "false";
    description "State data of the routing subsystem.";
    uses router-id {
        description "Global router ID. It may be either configured or assigned algorithmically by the implementation.";
    }
    container interfaces {
        description "Network layer interfaces used for routing.";
        leaf-list interface {
            type if:interface-state-ref;
        }
    }
}
description
    "Each entry is a reference to the name of a configured
    network layer interface.";
}

container control-plane-protocols {
    description
        "Container for the list of routing protocol instances.";
    list control-plane-protocol {
        key "type name";
        description
            "State data of a control plane protocol instance."
            An implementation MUST provide exactly one
            system-controlled instance of the 'direct'
            pseudo-protocol. Instances of other control plane
            protocols MAY be created by configuration.";
        leaf type {
            type identityref {
                base control-plane-protocol;
            }
            description
                "Type of the control plane protocol.";
        }
        leaf name {
            type string;
            description
                "The name of the control plane protocol instance."
                For system-controlled instances this name is persistent,
                i.e., it SHOULD NOT change across reboots.";
        }
    }
}

container ribs {
    description
        "Container for RIBs.";
    list rib {
        key "name";
        min-elements "1";
        description
            "Each entry represents a RIB identified by the 'name' key."
            All routes in a RIB MUST belong to the same address
            family.
            An implementation SHOULD provide one system-controlled
            default RIB for each supported address family.";
        leaf name {

type string;

description
"The name of the RIB."

} uses address-family;

leaf default-rib {
  if-feature "multiple-ribs";
  type boolean;
  default "true";
  description
  "This flag has the value of 'true' if and only if the RIB
  is the default RIB for the given address family.

  By default, control plane protocols place their routes
  in the default RIBs."
}

container routes {
  description
  "Current content of the RIB."

  list route {
    description
    "A RIB route entry. This data node MUST be augmented
    with information specific for routes of each address
    family."

    leaf route-preference {
      type route-preference;
      description
      "This route attribute, also known as administrative
distance, allows for selecting the preferred route
among routes with the same destination prefix. A
smaller value means a more preferred route."
    }

    container next-hop {
      description
      "Route's next-hop attribute."
      uses next-hop-state-content;
    }

    uses route-metadata;
  }
}

action active-route {
  description
  "Return the active RIB route that is used for the
destination address.

  Address family specific modules MUST augment input
parameters with a leaf named 'destination-address'."

  output {

  }
container route {
    description
    "The active RIB route for the specified destination.
    If no route exists in the RIB for the destination
    address, no output is returned.
    Address family specific modules MUST augment this
    container with appropriate route contents.";
    container next-hop {
        description
        "Route’s next-hop attribute.";
        uses next-hop-state-content;
    }
    uses route-metadata;
}
/* Configuration Data */
container routing {
    description
    "Configuration parameters for the routing subsystem.";
    uses router-id {
        if-feature "router-id";
        description
        "Configuration of the global router ID. Routing protocols
        that use router ID can use this parameter or override it
        with another value.";
    }
    container control-plane-protocols {
        description
        "Configuration of control plane protocol instances.";
        list control-plane-protocol {
            key "type name";
            description
            "Each entry contains configuration of a control plane
            protocol instance.";
            leaf type {
                type identityref {
                    base control-plane-protocol;
                }
                description
                "Type of the control plane protocol - an identity derived
from the ‘control-plane-protocol’ base identity.”;
}
leaf name {
  type string;
  description
    "An arbitrary name of the control plane protocol
    instance.”;
}
leaf description {
  type string;
  description
    "Textual description of the control plane protocol
    instance.”;
}
container static-routes {
  when "derived-from-or-self(../type, ‘rt:static’)" {
    description
      "This container is only valid for the ‘static’ routing
      protocol.”;
  }
  description
    "Configuration of the ‘static’ pseudo-protocol.

    Address-family-specific modules augment this node with
    their lists of routes.”;
}
}
}
container ribs {
  description
    "Configuration of RIBs.”;
  list rib {
    key "name";
    description
      "Each entry contains configuration for a RIB identified by
      the ’name’ key.

      Entries having the same key as a system-controlled entry
      of the list /routing-state/ribs/rib are used for
      configuring parameters of that entry. Other entries define
      additional user-controlled RIBs.”;
    leaf name {
      type string;
      description
        "The name of the RIB.

        For system-controlled entries, the value of this leaf
        must be the same as the name of the corresponding entry
in state data.

For user-controlled entries, an arbitrary name can be used."

} uses address-family 
  
  description
  "Address family of the RIB.

  It is mandatory for user-controlled RIBs. For system-controlled RIBs it can be omitted, otherwise it must match the address family of the corresponding state entry.";

  refine "address-family" { 
    mandatory "false";
  }
}

leaf description {
  type string;
  description
  "Textual description of the RIB.";
}

}

}

</CODE ENDS>

8. IPv4 Unicast Routing Management YANG Module

RFC Editor: In this section, replace all occurrences of 'XXXX' with the actual RFC number and all occurrences of the revision date below with the date of RFC publication (and remove this note).

<CODE BEGINS> file "ietf-ipv4-unicast-routing@2016-11-03.yang"

module ietf-ipv4-unicast-routing {

  yang-version "1.1";

  namespace "urn:ietf:params:xml:ns:yang:ietf-ipv4-unicast-routing";

  prefix "v4ur";

  import ietf-routing { 
    prefix "rt";
  }
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import ietf-inet-types {
    prefix "inet";
}

organization
    "IETF NETMOD (NETCONF Data Modeling Language) Working Group";

contact
    "WG Web: <https://tools.ietf.org/wg/netmod/>
    WG List: <mailto:netmod@ietf.org>
    WG Chair: Lou Berger
        <mailto:lberger@labn.net>
    WG Chair: Kent Watsen
        <mailto:kwatsen@juniper.net>
    Editor: Ladislav Lhotka
        <mailto:lhotka@nic.cz>
    Editor: Acee Lindem
        <mailto:acee@cisco.com>";

description
    "This YANG module augments the 'ietf-routing' module with basic
    configuration and state data for IPv4 unicast routing.

    Copyright (c) 2016 IETF Trust and the persons identified as
    authors of the code. All rights reserved.

    Redistribution and use in source and binary forms, with or
    without modification, is permitted pursuant to, and subject to
    the license terms contained in, the Simplified BSD License set
    forth in Section 4.c of the IETF Trust’s Legal Provisions
    Relating to IETF Documents

    NOT’, ‘SHOULD’, ‘SHOULD NOT’, ‘RECOMMENDED’, ‘MAY’, and
    ‘OPTIONAL’ in the module text are to be interpreted as described

    This version of this YANG module is part of RFC XXXX
    (https://tools.ietf.org/html/rfcXXXX); see the RFC itself for
    full legal notices.";

revision 2016-11-03 {
    description
/* Identities */

identity ipv4-unicast {
    base rt:ipv4;
    description
        "This identity represents the IPv4 unicast address family.";
}
/* State data */
when "derived-from-or-self(../../rt:address-family, "
    + "'v4ur:ipv4-unicast')"
    description
        "This augment is valid only for IPv4 unicast.";
} description
    "This leaf augments an IPv4 unicast route.";
leaf destination-prefix {
    type inet:ipv4-prefix;
    description
        "IPv4 destination prefix.";
}
}

    + "rt:next-hop/rt:next-hop-options/rt:simple-next-hop" {
when "derived-from-or-self(../../../rt:address-family, "
    + "'v4ur:ipv4-unicast')"
    description
        "This augment is valid only for IPv4 unicast.";
} description
    "Augment 'simple-next-hop' case in IPv4 unicast routes.";
leaf next-hop-address {
    type inet:ipv4-address;
    description
        "IPv4 address of the next-hop.";
}
}

    + "rt:next-hop/rt:next-hop-options/rt:next-hop-list/"
+ "rt:next-hop-list/rt:next-hop" {
    when "derived-from-or-self(../../../rt:address-family, " + "'v4ur:ipv4-unicast')" {
        description
        "This augment is valid only for IPv4 unicast.";
    }
    description
    "This leaf augments the 'next-hop-list' case of IPv4 unicast routes."
    leaf address {
        type inet:ipv4-address;
        description
        "IPv4 address of the next-hop."
    }
}

    when "derived-from-or-self(../rt:address-family, " + "'v4ur:ipv4-unicast')" {
        description
        "This augment is valid only for IPv4 unicast RIBs.";
    }
    description
    "This augment adds the input parameter of the 'active-route' action."
    leaf destination-address {
        type inet:ipv4-address;
        description
        "IPv4 destination address."
    }
}

    when "derived-from-or-self(../../../rt:address-family, " + "'v4ur:ipv4-unicast')" {
        description
        "This augment is valid only for IPv4 unicast.";
    }
    description
    "This augment adds the destination prefix to the reply of the 'active-route' action."
    leaf destination-prefix {
        type inet:ipv4-prefix;
        description
        "IPv4 destination prefix.";
    }
}
+ "rt:output/rt:route/rt:next-hop/rt:next-hop-options/
+ "rt:simple-next-hop" {
when "derived-from-or-self(../../../rt:address-family, " + "'v4ur:ipv4-unicast')" {
  description
  "This augment is valid only for IPv4 unicast.";
}
  description
  "Augment ‘simple-next-hop’ case in the reply to the
  ‘active-route’ action.";
leaf next-hop-address {
  type inet:ipv4-address;
  description
  "IPv4 address of the next-hop.";
}
}

+ "rt:output/rt:route/rt:next-hop/rt:next-hop-options/
+ "rt:next-hop-list/rt:next-hop-list/rt:next-hop" {
when "derived-from-or-self(../../../../../rt:address-family, " + "'v4ur:ipv4-unicast')" {
  description
  "This augment is valid only for IPv4 unicast.";
}
  description
  "Augment ‘next-hop-list’ case in the reply to the
  ‘active-route’ action.";
leaf next-hop-address {
  type inet:ipv4-address;
  description
  "IPv4 address of the next-hop.";
}
}

/* Configuration data */

augment "/rt:routing/rt:control-plane-protocols/
+ "rt:control-plane-protocol/rt:static-routes" {
  description
  "This augment defines the configuration of the ‘static’
  pseudo-protocol with data specific to IPv4 unicast.";
container ipv4 {
  description
  "Configuration of a ‘static’ pseudo-protocol instance"
list route {
    key "destination-prefix";
    description "A list of static routes.";
    leaf destination-prefix {
        type inet:ipv4-prefix;
        mandatory "true";
        description "IPv4 destination prefix.";
    }
    leaf description {
        type string;
        description "Textual description of the route.";
    }
    container next-hop {
        description "Configuration of next-hop.";
        uses rt:next-hop-content {
            augment "next-hop-options/simple-next-hop" {
                description "Augment ‘simple-next-hop’ case in IPv4 static routes.";
                leaf next-hop-address {
                    type inet:ipv4-address;
                    description "IPv4 address of the next-hop.";
                }
            }
            augment "next-hop-options/next-hop-list/next-hop-list/" + "next-hop" {
                description "Augment ‘next-hop-list’ case in IPv4 static routes.";
                leaf next-hop-address {
                    type inet:ipv4-address;
                    description "IPv4 address of the next-hop.";
                }
            }
        }
    }
}
9. IPv6 Unicast Routing Management YANG Module

RFC Editor: In this section, replace all occurrences of 'XXXX' with the actual RFC number and all occurrences of the revision date below with the date of RFC publication (and remove this note).

<CODE BEGINS> file "ietf-ipv6-unicast-routing@2016-11-03.yang"

module ietf-ipv6-unicast-routing {
  yang-version "1.1";
  namespace "urn:ietf:params:xml:ns:yang:ietf-ipv6-unicast-routing";
  prefix "v6ur";
  import ietf-routing {
    prefix "rt";
  }
  import ietf-inet-types {
    prefix "inet";
  }
  include ietf-ipv6-router-advertisements {
    revision-date 2016-11-03;
  }
  organization
    "IETF NETMOD (NETCONF Data Modeling Language) Working Group";
  contact
    "WG Web:  <https://tools.ietf.org/wg/netmod/>
    WG List:  <mailto:netmod@ietf.org>
    WG Chair: Lou Berger
                <mailto:lberger@labn.net>
    WG Chair: Kent Watsen
                <mailto:kwatsen@juniper.net>
    Editor:   Ladislav Lhotka
                <mailto:lhotka@nic.cz>
    Editor:   Acee Lindem
                <mailto:acee@cisco.com>";

<CODE ENDS>
description
"This YANG module augments the 'ietf-routing' module with basic configuration and state data for IPv6 unicast routing.

Copyright (c) 2016 IETF Trust and the persons identified as authors of the code. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (https://trustee.ietf.org/license-info).

The key words 'MUST', 'MUST NOT', 'REQUIRED', 'SHALL', 'SHALL NOT', 'SHOULD', 'SHOULD NOT', 'RECOMMENDED', 'MAY', and 'OPTIONAL' in the module text are to be interpreted as described in RFC 2119 (https://tools.ietf.org/html/rfc2119).

This version of this YANG module is part of RFC XXXX (https://tools.ietf.org/html/rfcXXXX); see the RFC itself for full legal notices."

revision 2016-11-03 {
    description
        "Initial revision.";
    reference
        "RFC XXXX: A YANG Data Model for Routing Management";
}

/* Identities */

identity ipv6-unicast {
    base rt:ipv6;
    description
        "This identity represents the IPv6 unicast address family.";
}

/* State data */

    when "derived-from-or-self(../../rt:address-family, " + "v6ur:ipv6-unicast")" {
        description
            "This augment is valid only for IPv6 unicast.";
    }
    description
        "This leaf augments an IPv6 unicast route.";
}
leaf destination-prefix {
  type inet:ipv6-prefix;
  description "IPv6 destination prefix."
}

  + "rt:next-hop/rt:next-hop-options/rt:simple-next-hop" {
  when "derived-from-or-self(../../../rt:address-family, "
    + "v6ur:ipv6-unicast’)"
  description "This augment is valid only for IPv6 unicast."
}
description "Augment 'simple-next-hop' case in IPv6 unicast routes."
leaf next-hop-address {
  type inet:ipv6-address;
  description "IPv6 address of the next-hop."
}

  + "rt:next-hop/rt:next-hop-options/rt:next-hop-list/"
  + "rt:next-hop-list/rt:next-hop" {
  when "derived-from-or-self(../../../../../rt:address-family, "
    + "v6ur:ipv6-unicast’)"
  description "This augment is valid only for IPv6 unicast."
}
description "This leaf augments the 'next-hop-list' case of IPv6 unicast routes."
leaf address {
  type inet:ipv6-address;
  description "IPv6 address of the next-hop."
}

  when "derived-from-or-self(../rt:address-family, "
    + "v6ur:ipv6-unicast’)"
  description "This augment is valid only for IPv6 unicast RIBs."
}
description
"This augment adds the input parameter of the 'active-route'
action."
leaf destination-address {
  type inet:ipv6-address;
description
  "IPv6 destination address."
}

  + "rt:output/rt:route" {
  when "derived-from-or-self(../../rt:address-family, "
    + "'v6ur:ipv6-unicast')" {
    description
      "This augment is valid only for IPv6 unicast."
  }
  description
    "This augment adds the destination prefix to the reply of the
active-route' action."
leaf destination-prefix {
  type inet:ipv6-prefix;
description
  "IPv6 destination prefix."
}
}

  + "rt:output/rt:route/rt:next-hop/rt:next-hop-options/
      + "rt:simple-next-hop" {
  when "derived-from-or-self(../../../rt:address-family, "
      + "'v6ur:ipv6-unicast')" {
    description
      "This augment is valid only for IPv6 unicast."
  }
  description
    "Augment 'simple-next-hop' case in the reply to the
active-route' action."
leaf next-hop-address {
  type inet:ipv6-address;
description
  "IPv6 address of the next-hop."
}
}

  + "rt:output/rt:route/rt:next-hop/rt:next-hop-options/
      + "rt:next-hop-list/rt:next-hop-list/rt:next-hop" {

when "derived-from-or-self(../../../rt:address-family, " + "'v6ur:ipv6-unicast')" 
  description
    "This augment is valid only for IPv6 unicast.";

description
  "Augment 'next-hop-list' case in the reply to the 'active-route' action."
leaf next-hop-address {
  type inet:ipv6-address;
  description
    "IPv6 address of the next-hop."
}

/* Configuration data */

augment "/rt:routing/rt:control-plane-protocols/" 
  + "rt:control-plane-protocol/rt:static-routes" 
  description
    "This augment defines the configuration of the 'static' 
      pseudo-protocol with data specific to IPv6 unicast."
container ipv6 {
  description
    "Configuration of a 'static' pseudo-protocol instance 
      consists of a list of routes."
  list route {
    key "destination-prefix";
    description
      "A list of static routes."
    leaf destination-prefix {
      type inet:ipv6-prefix;
      mandatory "true";
      description
        "IPv6 destination prefix."
    }
    leaf description {
      type string;
      description
        "Textual description of the route."
    }
  }
  container next-hop {
    description
      "Configuration of next-hop."
    uses rt:next-hop-content {
      augment "next-hop-options/simple-next-hop" {
        description
          "Augment 'simple-next-hop' case in IPv6 static
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9.1. IPv6 Router Advertisements Submodule

RFC Editor: In this section, replace all occurrences of ‘XXXX’ with the actual RFC number and all occurrences of the revision date below with the date of RFC publication (and remove this note).

<CODE BEGINS> file "ietf-ipv6-routerAdvertisements@2016-11-03.yang"

submodule ietf-ipv6-router-advertisements {
    yang-version "1.1";
    belongs-to ietf-ipv6-unicast-routing { prefix "v6ur"; } import ietf-inet-types { prefix "inet"; } import ietf-interfaces {
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prefix "if";
}

import ietf-ip {
    prefix "ip";
}

organization
    "IETF NETMOD (NETCONF Data Modeling Language) Working Group";

contact
     "WG Web: <https://tools.ietf.org/wg/netmod/>
     WG List: <mailto:netmod@ietf.org>
     WG Chair: Lou Berger
              <mailto:lberger@labn.net>
     WG Chair: Kent Watsen
              <mailto:kwatsen@juniper.net>
     Editor: Ladislav Lhotka
              <mailto:lhotka@nic.cz>
     Editor: Acee Lindem
              <mailto:acee@cisco.com>";

description
    "This YANG module augments the 'ietf-ip' module with configuration and state data of IPv6 router advertisements.

Copyright (c) 2016 IETF Trust and the persons identified as authors of the code. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, is permitted pursuant to, and subject to the license terms contained in, the Simplified BSD License set forth in Section 4.c of the IETF Trust’s Legal Provisions Relating to IETF Documents (https://trustee.ietf.org/license-info).

The key words 'MUST', 'MUST NOT', 'REQUIRED', 'SHALL', 'SHALL NOT', 'SHOULD', 'SHOULD NOT', 'RECOMMENDED', 'MAY', and 'OPTIONAL' in the module text are to be interpreted as described in RFC 2119 (https://tools.ietf.org/html/rfc2119).

This version of this YANG module is part of RFC XXXX (https://tools.ietf.org/html/rfcXXXX); see the RFC itself for full legal notices.";
/* State data */

augment "/if:interfaces-state/if:interface/ip:ipv6" {
    description
    "Augment interface state data with parameters of IPv6 router
    advertisements.";
    container ipv6-router-advertisements {
        description
        "Parameters of IPv6 Router Advertisements.";
        leaf send-advertisements {
            type boolean;
            description
            "A flag indicating whether or not the router sends periodic
            Router Advertisements and responds to Router
            Solicitations.";
        }
        leaf max-rtr-adv-interval {
            type uint16 {
                range "4..1800";
            }
            units "seconds";
            description
            "The maximum time allowed between sending unsolicited
            multicast Router Advertisements from the interface.";
        }
        leaf min-rtr-adv-interval {
            type uint16 {
                range "3..1350";
            }
            units "seconds";
            description
            "The minimum time allowed between sending unsolicited
            multicast Router Advertisements from the interface.";
        }
        leaf managed-flag {
            type boolean;
            description
            "The value that is placed in the 'Managed address
leaf other-config-flag {
  type boolean;
  description
    "The value that is placed in the 'Other configuration' flag field in the Router Advertisement.";
}

leaf link-mtu {
  type uint32;
  description
    "The value that is placed in MTU options sent by the router. A value of zero indicates that no MTU options are sent.";
}

leaf reachable-time {
  type uint32 {
    range "0..3600000";
  }
  units "milliseconds";
  description
    "The value that is placed in the Reachable Time field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router).";
}

leaf retrans-timer {
  type uint32;
  units "milliseconds";
  description
    "The value that is placed in the Retrans Timer field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router).";
}

leaf cur-hop-limit {
  type uint8;
  description
    "The value that is placed in the Cur Hop Limit field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router).";
}

leaf default-lifetime {
  type uint16 {
    range "0..9000";
  }
  units "seconds";
  description
    "The value that is placed in the Router Lifetime field of Router Advertisements sent from the interface, in seconds.";
}
A value of zero indicates that the router is not to be used as a default router.

container prefix-list {
  description "A list of prefixes that are placed in Prefix Information options in Router Advertisement messages sent from the interface.

By default, these are all prefixes that the router advertises via routing protocols as being on-link for the interface from which the advertisement is sent."

list prefix {
  key "prefix-spec";
  description "Advertised prefix entry and its parameters."
  leaf prefix-spec {
    type inet:ipv6-prefix;
    description "IPv6 address prefix."
  }
  leaf valid-lifetime {
    type uint32;
    units "seconds";
    description "The value that is placed in the Valid Lifetime in the Prefix Information option. The designated value of all 1's (0xffffffff) represents infinity.

An implementation SHOULD keep this value constant in consecutive advertisements except when it is explicitly changed in configuration."
  }
  leaf on-link-flag {
    type boolean;
    description "The value that is placed in the on-link flag ('L-bit') field in the Prefix Information option."
  }
  leaf preferred-lifetime {
    type uint32;
    units "seconds";
    description "The value that is placed in the Preferred Lifetime in the Prefix Information option, in seconds. The designated value of all 1's (0xffffffff) represents infinity."
An implementation SHOULD keep this value constant in consecutive advertisements except when it is explicitly changed in configuration.

leaf autonomous-flag {
    type boolean;
    description
    "The value that is placed in the Autonomous Flag field in the Prefix Information option.";
}

augment "/if:interfaces/if:interface/ip:ipv6" {
    description
    "Augment interface configuration with parameters of IPv6 router advertisements.";
    container ipv6-router-advertisements {
        description
        "Configuration of IPv6 Router Advertisements.";
        leaf send-advertisements {
            type boolean;
            default "false";
            description
            "A flag indicating whether or not the router sends periodic Router Advertisements and responds to Router Solicitations.";
            reference
            "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvSendAdvertisements.";
        }
        leaf max-rtr-adv-interval {
            type uint16 {
                range "4..1800";
            }
            units "seconds";
            default "600";
            description
            "The maximum time allowed between sending unsolicited multicast Router Advertisements from the interface.";
            reference
            "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - MaxRtrAdvInterval.";
        }
    }
}
leaf min-rtr-adv-interval {
    type uint16 {
        range "3..1350";
    }
    units "seconds";
    must ". <= 0.75 * ../max-rtr-adv-interval" {
        description
        "The value MUST NOT be greater than 75 % of 'max-rtr-adv-interval'.";
    }
    description
    "The minimum time allowed between sending unsolicited multicast Router Advertisements from the interface.
    The default value to be used operationally if this leaf is not configured is determined as follows:
    - if max-rtr-adv-interval >= 9 seconds, the default value is 0.33 * max-rtr-adv-interval;
    - otherwise it is 0.75 * max-rtr-adv-interval.";
    reference
    "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - MinRtrAdvInterval.";
}
leaf managed-flag {
    type boolean;
    default "false";
    description
    "The value to be placed in the 'Managed address configuration' flag field in the Router Advertisement.";
    reference
    "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvManagedFlag.";
}
leaf other-config-flag {
    type boolean;
    default "false";
    description
    "The value to be placed in the 'Other configuration' flag field in the Router Advertisement.";
    reference
    "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvOtherConfigFlag.";
}
leaf link-mtu {
    type uint32;
    default "0";
}
description
"The value to be placed in MTU options sent by the router. A value of zero indicates that no MTU options are sent."
reference
"RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvLinkMTU.";
}
leaf reachable-time {
  type uint32 {
    range "0..3600000";
  }
  units "milliseconds";
  default "0";
  description
  "The value to be placed in the Reachable Time field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router)."
  reference
  "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvReachableTime.";
}
leaf retrans-timer {
  type uint32;
  units "milliseconds";
  default "0";
  description
  "The value to be placed in the Retrans Timer field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router)."
  reference
  "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvRetransTimer.";
}
leaf cur-hop-limit {
  type uint8;
  description
  "The value to be placed in the Cur Hop Limit field in the Router Advertisement messages sent by the router. A value of zero means unspecified (by this router).

  If this parameter is not configured, the device SHOULD use the value specified in IANA Assigned Numbers that was in effect at the time of implementation."
  reference

  IANA: IP Parameters,"
leaf default-lifetime {
  type uint16 {
    range "0..9000";
  }
  units "seconds";
  description
  "The value to be placed in the Router Lifetime field of
  Router Advertisements sent from the interface, in seconds. It
  MUST be either zero or between max-rtr-adv-interval and
  9000 seconds. A value of zero indicates that the router is
  not to be used as a default router. These limits may be
  overridden by specific documents that describe how IPv6
  operates over different link layers.

  If this parameter is not configured, the device SHOULD use
  a value of 3 * max-rtr-adv-interval.";
  reference
  "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) -
  AdvDefaultLifeTime.";
}

container prefix-list {
  description
  "Configuration of prefixes to be placed in Prefix
  Information options in Router Advertisement messages sent
  from the interface.

  Prefixes that are advertised by default but do not have
  their entries in the child 'prefix' list are advertised
  with the default values of all parameters.

  The link-local prefix SHOULD NOT be included in the list
  of advertised prefixes."
  reference
  "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) -
  AdvPrefixList.";
}

default "advertise";
description
"The prefix either may be explicitly removed from the set of advertised prefixes, or parameters with which it is advertised may be specified (default case)."

leaf no-advertise {
type empty;
description
"The prefix will not be advertised.
This can be used for removing the prefix from the default set of advertised prefixes."
}
case advertise {
leaf valid-lifetime {
type uint32;
units "seconds";
default "2592000";
description
"The value to be placed in the Valid Lifetime in the Prefix Information option. The designated value of all 1's (0xffffffff) represents infinity.";
reference
"RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvValidLifetime.";
}
leaf on-link-flag {
type boolean;
default "true";
description
"The value to be placed in the on-link flag ('L-bit') field in the Prefix Information option.";
reference
"RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvOnLinkFlag.";
}
leaf preferred-lifetime {
type uint32;
units "seconds";
must ". <= ../valid-lifetime" {
description
"This value MUST NOT be greater than valid-lifetime."
}
default "604800";
description
"The value to be placed in the Preferred Lifetime
in the Prefix Information option. The designated value of all 1’s (0xffffffff) represents infinity.

reference
"RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvPreferredLifetime."
}
leaf autonomous-flag {
  type boolean;
  default "true";
  description
  "The value to be placed in the Autonomous Flag field in the Prefix Information option.";
  reference
  "RFC 4861: Neighbor Discovery for IP version 6 (IPv6) - AdvAutonomousFlag."
}
}
}
}
}

<CODE ENDS>

10. IANA Considerations

RFC Ed.: In this section, replace all occurrences of 'XXXX' with the actual RFC number (and remove this note).

This document registers the following namespace URIs in the IETF XML registry [RFC3688]:

--------------------------------------------------------------------
Registrant Contact: The IESG.
XML: N/A, the requested URI is an XML namespace.
--------------------------------------------------------------------
This document registers the following YANG modules in the YANG Module Names registry [RFC6020]:

- name: ietf-routing
  prefix: rt
  reference: RFC XXXX

- name: ietf-ipv4-unicast-routing
  prefix: v4ur
  reference: RFC XXXX

- name: ietf-ipv6-unicast-routing
  prefix: v6ur
  reference: RFC XXXX

This document registers the following YANG submodule in the YANG Module Names registry [RFC6020]:

- name: ietf-ipv6-router-advertisements
  parent: ietf-ipv6-unicast-routing
  reference: RFC XXXX
11. Security Considerations

Configuration and state data conforming to the core routing data model (defined in this document) are designed to be accessed via a management protocol with secure transport layer, such as NETCONF [RFC6241]. The NETCONF access control model [RFC6536] provides the means to restrict access for particular NETCONF users to a pre-configured subset of all available NETCONF protocol operations and content.

A number of configuration data nodes defined in the YANG modules belonging to the core routing data model are writable/creatable/deletable (i.e., "config true" in YANG terms, which is the default). These data nodes may be considered sensitive or vulnerable in some network environments. Write operations to these data nodes, such as "edit-config" in NETCONF, can have negative effects on the network if the protocol operations are not properly protected.

The vulnerable "config true" parameters and subtrees are the following:

/routing/control-plane-protocols/control-plane-protocol: This list specifies the control plane protocols configured on a device.

/routing/ribs/rib: This list specifies the RIBs configured for the device.

Unauthorised access to any of these lists can adversely affect the routing subsystem of both the local device and the network. This may lead to network malfunctions, delivery of packets to inappropriate destinations and other problems.
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13. References
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13.2. Informative References

Appendix A. The Complete Data Trees

This appendix presents the complete configuration and state data trees of the core routing data model. See Section 2.2 for an explanation of the symbols used. Data type of every leaf node is shown near the right end of the corresponding line.

A.1. Configuration Data
++rw routing
  ++rw router-id? yang:dotted-quad
++rw control-plane-protocols
  ++rw control-plane-protocol* [type name]
    ++rw type identityref
    ++rw name string
    ++rw description? string
  ++rw static-routes
    ++rw v6ur:ipv6
      ++rw v6ur:route* [destination-prefix]
        ++rw v6ur:destination-prefix inet:ipv6-prefix
        ++rw v6ur:description? string
        ++rw v6ur:next-hop
          ++rw (v6ur:next-hop-options)
            ++:(v6ur:simple-next-hop)
            ++:(v6ur:special-next-hop)
            ++rw v6ur:special-next-hop? enumeration
            ++:(v6ur:next-hop-list)
            ++rw v6ur:next-hop-list
              ++rw v6ur:next-hop* [index]
                ++rw v6ur:index string
                ++rw v6ur:outgoing-interface?
                ++rw v6ur:next-hop-address?
      ++rw v4ur:ipv4
        ++rw v4ur:route* [destination-prefix]
          ++rw v4ur:destination-prefix inet:ipv4-prefix
          ++rw v4ur:description? string
          ++rw v4ur:next-hop
            ++rw (v4ur:next-hop-options)
              ++:(v4ur:simple-next-hop)
              ++:(v4ur:special-next-hop)
              ++rw v4ur:special-next-hop? enumeration
              ++:(v4ur:next-hop-list)
              ++rw v4ur:next-hop-list
                ++rw v4ur:next-hop* [index]
                  ++rw v4ur:index string
                  ++rw v4ur:outgoing-interface?
                  ++rw v4ur:next-hop-address?
    ++rw ribs
      ++rw rib* [name]
        ++rw name string
        ++rw address-family? identityref
        ++rw description? string
A.2. State Data

++-ro routing-state
   +--ro router-id? yang:dotted-quad
   +--ro interfaces
      |  +--ro interface* if:interface-state-ref
   +--ro control-plane-protocols
      |  +--ro control-plane-protocol* [type name]
         |     +--ro type identityref
         |     +--ro name string
   +--ro ribs
      +--ro rib* [name]
         |  +--ro name string
         |  +--ro address-family identityref
         |  +--ro default-rib? boolean {multiple-ribs}?
         +--ro routes
            +--ro route*
               +--ro route-preference? route-preference
               +--ro next-hop
                  |  +--:(simple-next-hop)
                     |      +--ro outgoing-interface?
                     |      +--ro v6ur:next-hop-address?
                     |      +--ro v4ur:next-hop-address?
                     +--:(special-next-hop)
                     +--ro special-next-hop? enumeration
                     +--:(next-hop-list)
                        +--ro next-hop-list
                           +--ro next-hop*
                              +--ro outgoing-interface?
                              +--ro v6ur:address?
                              +--ro v4ur:address?
               +--ro source-protocol identityref
               +--ro active? empty
               +--ro last-updated? yang:date-and-time
               +--ro v6ur:destination-prefix? inet:ipv6-prefix
               +--ro v4ur:destination-prefix? inet:ipv4-prefix
   +--x active-route
      +--w input
         |  +--w v6ur:destination-address? inet:ipv6-address
         |  +--w v4ur:destination-address? inet:ipv4-address
      +--ro output
      +--ro route
         |  +--ro (next-hop-options)
            |      +--:(simple-next-hop)
            |          +--ro outgoing-interface?
            |          +--ro v6ur:next-hop-address?
Appendix B. Minimum Implementation

Some parts and options of the core routing model, such as user-defined RIBs, are intended only for advanced routers. This appendix gives basic non-normative guidelines for implementing a bare minimum of available functions. Such an implementation may be used for hosts or very simple routers.

A minimum implementation does not support the feature "multiple-ribs". This means that a single system-controlled RIB is available for each supported address family – IPv4, IPv6 or both. These RIBs are also the default RIBs. No user-controlled RIBs are allowed.

In addition to the mandatory instance of the "direct" pseudo-protocol, a minimum implementation should support configuring instance(s) of the "static" pseudo-protocol.

For hosts that are never intended to act as routers, the ability to turn on sending IPv6 router advertisements (Section 5.4) should be removed.

Platforms with severely constrained resources may use deviations for restricting the data model, e.g., limiting the number of "static" control plane protocol instances.

Appendix C. Example: Adding a New Control Plane Protocol

This appendix demonstrates how the core routing data model can be extended to support a new control plane protocol. The YANG module "example-rip" shown below is intended as an illustration rather than a real definition of a data model for the RIP routing protocol. For the sake of brevity, this module does not obey all the guidelines specified in [RFC6087]. See also Section 5.3.2.
module example-rip {

    yang-version "1.1";

    namespace "http://example.com/rip";

    prefix "rip";

    import ietf-interfaces {
        prefix "if";
    }

    import ietf-routing {
        prefix "rt";
    }

    identity rip {
        base rt:routing-protocol;
        description "Identity for the RIP routing protocol."
    }

    typedef rip-metric {
        type uint8 {
            range "0..16";
        }
    }

    grouping route-content {
        description "This grouping defines RIP-specific route attributes.";
        leaf metric {
            type rip-metric;
        }
        leaf tag {
            type uint16;
            default "0";
            description "This leaf may be used to carry additional info, e.g. AS number."
        }
    }

        when "derived-from-or-self(rt:source-protocol, 'rip:rip')" {
            description "This augment is only valid for a routes whose source protocol is RIP.";
        }
    }
}
augment "/rt:routing-state/rt:ribs/rt:rib/rt:active-route/"
    + "rt:output/rt:route" {  
        description  
            "RIP-specific route attributes in the output of 'active-route'
            RPC.";
        uses route-content;
    }

augment "/rt:routing/rt:control-plane-protocols/"
    + "rt:control-plane-protocol" {  
    when "derived-from-or-self(rt:type,'rip:rip')" {  
        description  
            "This augment is only valid for a routing protocol instance
            of type 'rip'.";
    }
    container rip {  
        presence "RIP configuration";
        description  
            "RIP instance configuration.";
        container interfaces {  
            description  
                "Per-interface RIP configuration.";
            list interface {  
                key "name";
                description  
                    "RIP is enabled on interfaces that have an entry in this
                    list, unless 'enabled' is set to 'false' for that
                    entry.";
                leaf name {  
                    type if:interface-ref;
                }
                leaf enabled {  
                    type boolean;
                    default "true";
                }
                leaf metric {  
                    type rip-metric;
                    default "1";
                }
            }
        }
        leaf update-interval {  
            type uint32;
            default "10000";
        }
    }
}
Appendix D. Data Tree Example

This section contains an example instance data tree in the JSON encoding [RFC7951], containing both configuration and state data. The data conforms to a data model that is defined by the following YANG library specification [RFC7895]:

```json
{
  "ietf-yang-library:modules-state": {
    "module-set-id": "c2e1f54169aa7f36e1a6e8d0865d441d3600f9c4",
    "module": [
      {
        "name": "ietf-routing",
        "revision": "2016-11-03",
        "feature": [
          "multiple-ribs",
          "router-id"
        ],
        "conformance-type": "implement"
      },
      {
        "name": "ietf-ipv4-unicast-routing",
        "revision": "2016-11-03",
        "conformance-type": "implement"
      },
      {
        "name": "ietf-ipv6-unicast-routing",
        "revision": "2016-11-03",
        "conformance-type": "implement"
      }
    ]
  }
}
```
A simple network set-up as shown in Figure 3 is assumed: router "A" uses static default routes with the "ISP" router as the next-hop. IPv6 router advertisements are configured only on the "eth1" interface and disabled on the upstream "eth0" interface.
Figure 3: Example network configuration

The instance data tree could then be as follows:

{
    "ietf-interfaces:interfaces": {
        "interface": [
            {
                "name": "eth0",
                "type": "iana-if-type:ethernetCsmacd",
                "description": "Uplink to ISP.",
                "ietf-ip:ipv4": {
                    "address": [
                        {
                            "ip": "192.0.2.1",
                            "prefix-length": 24
                        }
                    ],
                    "forwarding": true
                },
                "ietf-ip:ipv6": {
                    "address": [
                        {
                            "ip": "2001:0db8:0:1::1",
                            "prefix-length": 64
                        }
                    ],
                    "forwarding": true,
                }
            }
        ]
    }
}
"autoconf": {  
  "create-global-addresses": false 
}
},
{
  "name": "eth1",
  "type": "iana-if-type:ethernetCsmacd",
  "description": "Interface to the internal network.",
  "ietf-ip:ipv4": {
    "address": [  
      {
        "ip": "198.51.100.1",
        "prefix-length": 24
      }
    ],
    "forwarding": true
  },
  "ietf-ip:ipv6": {
    "address": [  
      {
        "ip": "2001:0db8:0:2::1",
        "prefix-length": 64
      }
    ],
    "forwarding": true,
    "autoconf": {  
      "create-global-addresses": false 
    },
    "ietf-ipv6-unicast-routing:ipv6-router-advertisements": {
      "send-advertisements": true
    }
  }
}
],
"ietf-interfaces:interfaces-state": {
  "interface": [
    {
      "name": "eth0",
      "type": "iana-if-type:ethernetCsmacd",
      "phys-address": "00:0C:42:E5:B1:E9",
      "oper-status": "up",
      "statistics": {
        "discontinuity-time": "2015-10-24T17:11:27+02:00"
      },
      "ietf-ip:ipv4": {
        "forwarding": true,
        "address": [  
          {
            "ip": "198.51.100.1",
            "prefix-length": 24
          }
        ]
      },
      "ietf-ip:ipv6": {
        "address": [  
          {
            "ip": "2001:0db8:0:2::1",
            "prefix-length": 64
          }
        ],
        "forwarding": true,
        "autoconf": {  
          "create-global-addresses": false 
        },
        "ietf-ipv6-unicast-routing:ipv6-router-advertisements": {
          "send-advertisements": true
        }
      }
    }
  ]
}
"mtu": 1500,
"address": [
  {
    "ip": "192.0.2.1",
    "prefix-length": 24
  }
],
"ietf-ip:ipv6": {
  "forwarding": true,
  "mtu": 1500,
  "address": [
    {
      "ip": "2001:0db8:0:1::1",
      "prefix-length": 64
    }
  ],
  "ietf-ipv6-unicast-routing:ipv6-router-advertisements": {
    "send-advertisements": true,
    "prefix-list": {
      "prefix": [
        {
          "prefix-spec": "2001:db8:0:2::/64"
        }
      ]
    }
  }
},
"name": "eth1",
"type": "iana-if-type:ethernetCsmacd",
"phys-address": "00:0C:42:E5:B1:EA",
"oper-status": "up",
"statistics": {
  "discontinuity-time": "2015-10-24T17:11:29+02:00"
},
"ietf-ip:ipv4": {
  "forwarding": true,
  "mtu": 1500,
  "address": [
    {
      "ip": "198.51.100.1",
      "prefix-length": 24
    }
  ],
  "ietf-ip:ipv6": {
"forwarding": true,
"mtu": 1500,
"address": [
  {
    "ip": "2001:0db8:0:2::1",
    "prefix-length": 64
  }
],
"ietf-ipv6-unicast-routing:ipv6-router-advertisements": {
  "send-advertisements": true,
  "prefix-list": {
    "prefix": [
      {
        "prefix-spec": "2001:db8:0:2::/64"
      }
    ]
  }
}
],
"ietf-routing:routing": {
  "router-id": "192.0.2.1",
  "control-plane-protocols": {
    "control-plane-protocol": [
      {
        "type": "ietf-routing:static",
        "name": "st0",
        "description": "Static routing is used for the internal network.",
        "static-routes": {
          "ietf-ipv4-unicast-routing:ipv4": {
            "route": [
              {
                "destination-prefix": "0.0.0.0/0",
                "next-hop": {
                  "next-hop-address": "192.0.2.2"
                }
              }
            ]
          }
        }  
      }
    ]
  }
}
,"ietf-ipv6-unicast-routing:ipv6": {
  "route": [
  {
    "destination-prefix": "::/0",
    "next-hop": {
      "next-hop-address": "2001:db8:0:1::2"
    }
  }
  ]
}  


"ietf-routing:routing-state": {
  "interfaces": {
    "interface": [
      "eth0",
      "eth1"
    ]
  },
  "control-plane-protocols": {
    "control-plane-protocol": [
      {
        "type": "ietf-routing:static",
        "name": "st0"
      }
    ]
  },
  "ribs": {
    "rib": [
      {
        "name": "ipv4-master",
        "address-family": "ietf-ipv4-unicast-routing:ipv4-unicast",
        "default-rib": true,
        "routes": {
          "route": [
            {
              "ietf-ipv4-unicast-routing:destination-prefix": "192.0.2.1/24",
              "next-hop": {
                "outgoing-interface": "eth0"
              },
              "route-preference": 0,
              "source-protocol": "ietf-routing:direct",
              "last-updated": "2015-10-24T17:11:27+02:00"
            },
            {
              "ietf-ipv4-unicast-routing:destination-prefix": "198.51.100.0/24",
              "next-hop": {
                "outgoing-interface": "eth1"
              }
            }
          ]
        }
      }
    ]
  }
}
"route": [
    {
        "name": "ipv6-master",
        "address-family": "ietf-ipv6-unicast-routing:ipv6-unicast",
        "default-rib": true,
        "routes": [
            {
                "route": [
                    {
                        "ietf-ipv6-unicast-routing:destination-prefix": "2001:db8:0:1::/64",
                        "next-hop": {
                            "outgoing-interface": "eth0"
                        },
                        "source-protocol": "ietf-routing:direct",
                        "route-preference": 0,
                        "last-updated": "2015-10-24T17:11:27+02:00"
                    },
                    {
                        "ietf-ipv6-unicast-routing:destination-prefix": "2001:db8:0:2::/64",
                        "next-hop": {
                            "outgoing-interface": "eth1"
                        },
                        "source-protocol": "ietf-routing:direct",
                        "route-preference": 0,
                        "last-updated": "2015-10-24T17:11:27+02:00"
                    },
                    {
                        "ietf-ipv6-unicast-routing:destination-prefix": "2001:db8:0:3::/64",
                        "next-hop": {
                            "outgoing-interface": "eth2"
                        },
                        "source-protocol": "ietf-routing:direct",
                        "route-preference": 0,
                        "last-updated": "2015-10-24T17:11:27+02:00"
                    }
                ],
                "source-protocol": "ietf-routing:static",
                "route-preference": 5,
                "next-hop": {
                    "ietf-ipv4-unicast-routing:next-hop-address": "192.0.2.2"
                },
                "last-updated": "2015-10-24T18:02:45+02:00"
            }
        ]
    },
    {
        "source-protocol": "ietf-routing:static",
        "route-preference": 5,
        "next-hop": {
            "ietf-ipv4-unicast-routing:next-hop-address": "192.0.2.2"
        },
        "last-updated": "2015-10-24T18:02:45+02:00"
    }
]
"::/0",
"next-hop": {
   "ietf-ipv6-unicast-routing:next-hop-address": "2001:db8:0:1::2"
},
"source-protocol": "ietf-routing:static",
"route-preference": 5,
"last-updated": "2015-10-24T18:02:45+02:00"
}
}
}
}

Appendix E. Change Log

RFC Editor: Remove this section upon publication as an RFC.

E.1. Changes Between Versions -24 and -25
   o Minor edits based on IETF Last Call reviews.

E.2. Changes Between Versions -23 and -24
   o Fix paths in "when" expressions due to errata 4749 of RFC 7950.

E.3. Changes Between Versions -22 and -23
   o Removed "route-tag" feature.
   o Removed next-hop classifiers.
   o Fixed invalid when expressions in augments.
   o In simple-next-hop, an address, outgoing interface or both can be specified.
   o RPC "fib-route" changed into RIB action "active-route".
   o The requirement that direct routes be always placed in default RIBs.
E.4. Changes Between Versions -21 and -22

- Added "next-hop-list" as a new case of the "next-hop-options" choice.
- Renamed "routing protocol" to "control plane protocol" in both the YANG modules and I-D text.

E.5. Changes Between Versions -20 and -21

- Routing instances were removed.
- IPv6 RA parameters were moved to the "ietf-ipv6-router-advertisements".

E.6. Changes Between Versions -19 and -20

- Assignment of L3 interfaces to routing instances is now part of interface configuration.
- Next-hop options in configuration were aligned with state data.
- It is recommended to enclose protocol-specific configuration in a presence container.

E.7. Changes Between Versions -18 and -19

- The leaf "route-preference" was removed from the "routing-protocol" container in both "routing" and "routing-state".
- The "vrf-routing-instance" identity was added in support of a common routing-instance type in addition to the "default-routing-instance".
- Removed "enabled" switch from "routing-protocol".

E.8. Changes Between Versions -17 and -18

- The container "ribs" was moved under "routing-instance" (in both "routing" and "routing-state").
- Typedefs "rib-ref" and "rib-state-ref" were removed.
- Removed "recipient-ribs" (both state and configuration).
- Removed "connected-ribs" from "routing-protocol" (both state and configuration).
o Configuration and state data for IPv6 RA were moved under "if:interface" and "if:interface-state".

o Assignment of interfaces to routing instances now use leaf-list rather than list (both config and state). The opposite reference from "if:interface" to "rt:routing-instance" was changed to a single leaf (an interface cannot belong to multiple routing instances).

o Specification of a default RIB is now a simple flag under "rib" (both config and state).

o Default RIBs are marked by a flag in state data.

E.9. Changes Between Versions -16 and -17

o Added Acee as a co-author.

o Removed all traces of route filters.

o Removed numeric IDs of list entries in state data.

o Removed all next-hop cases except "simple-next-hop" and "special-next-hop".

o Removed feature "multipath-routes".

o Augmented "ietf-interfaces" module with a leaf-list of leafrefs pointing form state data of an interface entry to the routing instance(s) to which the interface is assigned.

E.10. Changes Between Versions -15 and -16

o Added ‘type’ as the second key component of ‘routing-protocol’, both in configuration and state data.

o The restriction of no more than one connected RIB per address family was removed.

o Removed the ‘id’ key of routes in RIBs. This list has no keys anymore.

o Remove the ‘id’ key from static routes and make ‘destination-prefix’ the only key.

o Added ‘route-preference’ as a new attribute of routes in RIB.

o Added ‘active’ as a new attribute of routes in RIBs.
o Renamed RPC operation ‘active-route’ to ‘fib-route’.

o Added ‘route-preference’ as a new parameter of routing protocol instances, both in configuration and state data.


o Added next-hop lists to state data.

o Added two cases for specifying next-hops indirectly – via a new RIB or a recursive list of next-hops.

o Reorganized next-hop in static routes.

o Removed all ‘if-feature’ statements from state data.

E.11. Changes Between Versions -14 and -15

o Removed all defaults from state data.

o Removed default from ‘cur-hop-limit’ in config.

E.12. Changes Between Versions -13 and -14

o Removed dependency of ‘connected-ribs’ on the ‘multiple-ribs’ feature.

o Removed default value of ‘cur-hop-limit’ in state data.

o Moved parts of descriptions and all references on IPv6 RA parameters from state data to configuration.

o Added reference to RFC 6536 in the Security section.

E.13. Changes Between Versions -12 and -13

o Wrote appendix about minimum implementation.

o Remove "when" statement for IPv6 router interface state data – it was dependent on a config value that may not be present.

o Extra container for the next-hop list.

o Names rather than numeric ids are used for referring to list entries in state data.
Numeric ids are always declared as mandatory and unique. Their
description states that they are ephemeral.

Descriptions of "name" keys in state data lists are required to be
persistent.

Removed "if-feature multiple-ribs;" from connected-ribs.
"rib-name" instead of "name" is used as the name of leafref nodes.
"next-hop" instead of "nexthop" or "gateway" used throughout, both
in node names and text.

E.14. Changes Between Versions -11 and -12

Removed feature "advanced-router" and introduced two features
instead: "multiple-ribs" and "multipath-routes".
Unified the keys of config and state versions of "routing-
instance" and "rib" lists.
Numerical identifiers of state list entries are not keys anymore,
but they are constrained using the "unique" statement.
Updated acknowledgements.

E.15. Changes Between Versions -10 and -11

Migrated address families from IANA enumerations to identities.
Terminology and node names aligned with the I2RS RIB model: router
-> routing instance, routing table -> RIB.
Introduced uint64 keys for state lists: routing-instance, rib,
route, nexthop.
Described the relationship between system-controlled and user-
controlled list entries.
Feature "user-defined-routing-tables" changed into "advanced-
router".
Made nexthop into a choice in order to allow for nexthop-list
(I2RS requirement).
o Added nexthop-list with entries having priorities (backup) and weights (load balancing).

o Updated bibliography references.

E.16. Changes Between Versions -09 and -10

o Added subtree for state data ("/routing-state").

o Terms "system-controlled entry" and "user-controlled entry" defined and used.

o New feature "user-defined-routing-tables". Nodes that are useful only with user-defined routing tables are now conditional.

o Added grouping "router-id".

o In routing tables, "source-protocol" attribute of routes now reports only protocol type, and its datatype is "identityref".

o Renamed "main-routing-table" to "default-routing-table".

E.17. Changes Between Versions -08 and -09

o Fixed "must" expression for "connected-routing-table".

o Simplified "must" expression for "main-routing-table".

o Moved per-interface configuration of a new routing protocol under ‘routing-protocol’. This also affects the ‘example-rip’ module.

E.18. Changes Between Versions -07 and -08

o Changed reference from RFC6021 to RFC6021bis.

E.19. Changes Between Versions -06 and -07

o The contents of <get-reply> in Appendix D was updated: "eth[01]" is used as the value of "location", and "forwarding" is on for both interfaces and both IPv4 and IPv6.

o The "must" expression for "main-routing-table" was modified to avoid redundant error messages reporting address family mismatch when "name" points to a non-existent routing table.

o The default behavior for IPv6 RA prefix advertisements was clarified.
Changed type of "rt:router-id" to "ip:dotted-quad".

Type of "rt:router-id" changed to "yang:dotted-quad".

Fixed missing prefixes in XPath expressions.

**E.20. Changes Between Versions -05 and -06**

- Document title changed: "Configuration" was replaced by "Management".
- New typedefs "routing-table-ref" and "route-filter-ref".

- "//" were removed from XPath expressions and replaced with the single "/".

- Removed uniqueness requirement for "router-id".

- Complete data tree is now in Appendix A.

- Changed type of "source-protocol" from "leafref" to "string".

- Clarified the relationship between routing protocol instances and connected routing tables.

- Added a must constraint saying that a routing table connected to the direct pseudo-protocol must not be a main routing table.

**E.21. Changes Between Versions -04 and -05**

- Routing tables are now global, i.e., "routing-tables" is a child of "routing" rather than "router".

- "must" statement for "static-routes" changed to "when".

- Added "main-routing-tables" containing references to main routing tables for each address family.

- Removed the defaults for "address-family" and "safi" and made them mandatory.

- Removed the default for route-filter/type and made this leaf mandatory.

- If there is no active route for a given destination, the "active-route" RPC returns no output.

- Added "enabled" switch under "routing-protocol".
- Added "router-type" identity and "type" leaf under "router".
- Route attribute "age" changed to "last-updated", its type is "yang:date-and-time".
- The "direct" pseudo-protocol is always connected to main routing tables.
- Entries in the list of connected routing tables renamed from "routing-table" to "connected-routing-table".
- Added "must" constraint saying that a routing table must not be its own recipient.

E.22. Changes Between Versions -03 and -04
- Changed "error-tag" for both RPC operations from "missing element" to "data-missing".
- Removed the decrementing behavior for advertised IPv6 prefix parameters "valid-lifetime" and "preferred-lifetime".
- Changed the key of the static route lists from "seqno" to "id" because the routes needn’t be sorted.
- Added ‘must’ constraint saying that "preferred-lifetime" must not be greater than "valid-lifetime".

E.23. Changes Between Versions -02 and -03
- Module "iana-afn-safi" moved to I-D "iana-if-type".
- Removed forwarding table.
- RPC "get-route" changed to "active-route". Its output is a list of routes (for multi-path routing).
- New RPC "route-count".
- For both RPCs, specification of negative responses was added.
- Relaxed separation of router instances.
- Assignment of interfaces to router instances needn’t be disjoint.
- Route filters are now global.
- Added "allow-all-route-filter" for symmetry.
o Added Section 6 about interactions with "ietf-interfaces" and "ietf-ip".

o Added "router-id" leaf.

o Specified the names for IPv4/IPv6 unicast main routing tables.

o Route parameter "last-modified" changed to "age".

o Added container "recipient-routing-tables".

E.24. Changes Between Versions -01 and -02

o Added module "ietf-ipv6-unicast-routing".

o The example in Appendix D now uses IP addresses from blocks reserved for documentation.

o Direct routes appear by default in the forwarding table.

o Network layer interfaces must be assigned to a router instance. Additional interface configuration may be present.

o The "when" statement is only used with "augment", "must" is used elsewhere.

o Additional "must" statements were added.

o The "route-content" grouping for IPv4 and IPv6 unicast now includes the material from the "ietf-routing" version via "uses rt:route-content".

o Explanation of symbols in the tree representation of data model hierarchy.

E.25. Changes Between Versions -00 and -01

o AFN/Safi-independent stuff was moved to the "ietf-routing" module.

o Typedefs for AFN and SAFI were placed in a separate "iana-afn-safi" module.

o Names of some data nodes were changed, in particular "routing-process" is now "router".

o The restriction of a single AFN/SAFI per router was lifted.

o RPC operation "delete-route" was removed.
o Illegal XPath references from "get-route" to the datastore were fixed.

o Section "Security Considerations" was written.
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1. Introduction

This document describes a practical routing design that can be used in a large-scale data center (DC) design. Such data centers, also known as hyper-scale or warehouse-scale data centers, have a unique attribute of supporting over a hundred thousand servers. In order to accommodate networks of this scale, operators are revisiting networking designs and platforms to address this need.

The design presented in this document is based on operational experience with data centers built to support large-scale distributed software infrastructure, such as a Web search engine. The primary requirements in such an environment are operational simplicity and network stability so that a small group of people can effectively support a significantly sized network.

Experimentation and extensive testing have shown that External BGP (EBGP) [RFC4271] is well suited as a stand-alone routing protocol for these type of data center applications. This is in contrast with more traditional DC designs, which may use simple tree topologies and rely on extending Layer 2 domains across multiple network devices. This document elaborates on the requirements that led to this design choice and presents details of the EBGP routing design as well as explores ideas for further enhancements.

This document first presents an overview of network design requirements and considerations for large-scale data centers. Then traditional hierarchical data center network topologies are contrasted with Clos networks [CLOS1953] that are horizontally scaled out. This is followed by arguments for selecting EBGP with a Clos topology as the most appropriate routing protocol to meet the requirements and the proposed design is described in detail. Finally, this document reviews some additional considerations and design options. A thorough understanding of BGP is assumed by a
reader planning on deploying the design described within the document.

2. Network Design Requirements

This section describes and summarizes network design requirements for large-scale data centers.

2.1. Bandwidth and Traffic Patterns

The primary requirement when building an interconnection network for a large number of servers is to accommodate application bandwidth and latency requirements. Until recently it was quite common to see the majority of traffic entering and leaving the data center, commonly referred to as "north-south" traffic. Traditional "tree" topologies were sufficient to accommodate such flows, even with high oversubscription ratios between the layers of the network. If more bandwidth was required, it was added by "scaling up" the network elements, e.g., by upgrading the device’s linecards or fabrics or replacing the device with one with higher port density.

Today many large-scale data centers host applications generating significant amounts of server-to-server traffic, which does not egress the DC, commonly referred to as "east-west" traffic. Examples of such applications could be compute clusters such as Hadoop [HADOOP], massive data replication between clusters needed by certain applications, or virtual machine migrations. Scaling traditional tree topologies to match these bandwidth demands becomes either too expensive or impossible due to physical limitations, e.g., port density in a switch.

2.2. CAPEX Minimization

The Capital Expenditures (CAPEX) associated with the network infrastructure alone constitutes about 10-15% of total data center expenditure (see [GREENBERG2009]). However, the absolute cost is significant, and hence there is a need to constantly drive down the cost of individual network elements. This can be accomplished in two ways:

- Unifying all network elements, preferably using the same hardware type or even the same device. This allows for volume pricing on bulk purchases and reduced maintenance and inventory costs.
- Driving costs down using competitive pressures, by introducing multiple network equipment vendors.
In order to allow for good vendor diversity it is important to minimize the software feature requirements for the network elements. This strategy provides maximum flexibility of vendor equipment choices while enforcing interoperability using open standards.

2.3. OPEX Minimization

Operating large-scale infrastructure can be expensive as a larger amount of elements will statistically fail more often. Having a simpler design and operating using a limited software feature set minimizes software issue-related failures.

An important aspect of Operational Expenditure (OPEX) minimization is reducing the size of failure domains in the network. Ethernet networks are known to be susceptible to broadcast or unicast traffic storms that can have a dramatic impact on network performance and availability. The use of a fully routed design significantly reduces the size of the data plane failure domains, i.e., limits them to the lowest level in the network hierarchy. However, such designs introduce the problem of distributed control plane failures. This observation calls for simpler and less control plane protocols to reduce protocol interaction issues, reducing the chance of a network meltdown. Minimizing software feature requirements as described in the CAPEX section above also reduces testing and training requirements.

2.4. Traffic Engineering

In any data center, application load balancing is a critical function performed by network devices. Traditionally, load balancers are deployed as dedicated devices in the traffic forwarding path. The problem arises in scaling load balancers under growing traffic demand. A preferable solution would be able to scale the load balancing layer horizontally, by adding more of the uniform nodes and distributing incoming traffic across these nodes. In situations like this, an ideal choice would be to use network infrastructure itself to distribute traffic across a group of load balancers. The combination of Anycast prefix advertisement [RFC4786] and Equal Cost Multipath (ECMP) functionality can be used to accomplish this goal. To allow for more granular load distribution, it is beneficial for the network to support the ability to perform controlled per-hop traffic engineering. For example, it is beneficial to directly control the ECMP next-hop set for Anycast prefixes at every level of network hierarchy.
2.5. Summarized Requirements

This section summarizes the list of requirements outlined in the previous sections:

- REQ1: Select a topology that can be scaled "horizontally" by adding more links and network devices of the same type without requiring upgrades to the network elements themselves.

- REQ2: Define a narrow set of software features/protocols supported by a multitude of networking equipment vendors.

- REQ3: Choose a routing protocol that has a simple implementation in terms of programming code complexity and ease of operational support.

- REQ4: Minimize the failure domain of equipment or protocol issues as much as possible.

- REQ5: Allow for some traffic engineering, preferably via explicit control of the routing prefix next-hop using built-in protocol mechanics.

3. Data Center Topologies Overview

This section provides an overview of two general types of data center designs - hierarchical (also known as tree based) and Clos based network designs.

3.1. Traditional DC Topology

In the networking industry, a common design choice for data centers typically look like an (upside down) tree with redundant uplinks and three layers of hierarchy namely; core, aggregation/distribution and access layers (see Figure 1). To accommodate bandwidth demands, each higher layer, from server towards DC egress or WAN, has higher port density and bandwidth capacity where the core functions as the "trunk" of the tree based design. To keep terminology uniform and for comparison with other designs, in this document these layers will be referred to as Tier-1, Tier-2 and Tier-3 "tiers", instead of Core, Aggregation or Access layers.
Unfortunately, as noted previously, it is not possible to scale a tree based design to a large enough degree to handle large-scale designs due to the inability to be able to acquire Tier-1 devices with a large enough port density to sufficiently scale Tier-2. Also, continuous upgrades or replacement of the upper tier devices are required as deployment size or bandwidth requirements increase which is operationally complex. For this reason, REQ1 is in place, eliminating this type of design from consideration.

3.2. Clos Network topology

This section describes a common design for horizontally scalable topology in large-scale data centers in order to meet REQ1.

3.2.1. Overview

A common choice for a horizontally scalable topology is a folded Clos topology, sometimes called "fat-tree" (see, for example, [INTERCON] and [ALFARES2008]). This topology features an odd number of stages (sometimes known as dimensions) and is commonly made of uniform elements, e.g., network switches with the same port count. Therefore, the choice of folded Clos topology satisfies REQ1 and facilitates REQ2. See Figure 2 below for an example of a folded
3-stage Clos topology (3 stages counting Tier-2 stage twice, when tracing a packet flow):

This topology is often also referred to as a "Leaf and Spine" network, where "Spine" is the name given to the middle stage of the Clos topology (Tier-1) and "Leaf" is the name of input/output stage (Tier-2). For uniformity, this document will refer to these layers using the "Tier-n" notation.

3.2.2. Clos Topology Properties

The following are some key properties of the Clos topology:

- The topology is fully non-blocking, or more accurately non-interfering, if \( M \geq N \) and oversubscribed by a factor of \( N/M \) otherwise. Here \( M \) and \( N \) is the uplink and downlink port count respectively, for a Tier-2 switch as shown in Figure 2.

- Utilizing this topology requires control and data plane support for ECMP with a fan-out of \( M \) or more.
o Tier-1 switches have exactly one path to every server in this topology. This is an important property that makes route summarization dangerous in this topology (see Section 8.2 below).

o Traffic flowing from server to server is load balanced over all available paths using ECMP.

3.2.3. Scaling the Clos topology

A Clos topology can be scaled either by increasing network element port density or adding more stages, e.g., moving to a 5-stage Clos, as illustrated in Figure 3 below:

```
+-----+       +-----+       +-----+       +-----+
|     |       |     |       |     |       |     |
| Tier-2 |     | Tier-2 |     | Tier-2 |
| +-----+ |     | +-----+ |     | +-----+ |
|    C   |     |    +   |     |    +   |
|       +-----|       +-----|       +-----|
| Tier-3 |     | Tier-3 |
| +-----+ |     | +-----+ |     | +-----+ |
|     |     |     |     |     |     |
|     | Tier-1 |
| +-----+ |
|     |     |
|     |     |
|     |     |
|     |     |
|     |     |
|     |     |
```

Figure 3: 5-Stage Clos topology

The small example topology on Figure 3 is built from devices with a port count of 4 and provides full bisectional bandwidth to all connected servers. In this document, one set of directly connected Tier-2 and Tier-3 devices along with their attached servers will be referred to as a "cluster". For example, DEV A, B, C, D, and the servers that connect to DEV A and B, on Figure 3 form a cluster. The concept of a cluster may also be a useful concept as a single
deployment or maintenance unit which can be operated on at a
different frequency than the entire topology.

In practice, the Tier-3 layer of the network, which are typically top
of rack switches (ToRs), is where oversubscription is introduced to
allow for packaging of more servers in the data center while meeting
the bandwidth requirements for different types of applications. The
main reason to limit oversubscription at a single layer of the
network is to simplify application development that would otherwise
need to account for multiple bandwidth pools: within rack (Tier-3),
between racks (Tier-2), and between clusters (Tier-1). Since
oversubscription does not have a direct relationship to the routing
design it is not discussed further in this document.

3.2.4. Managing the Size of Clos Topology Tiers

If a data center network size is small, it is possible to reduce the
number of switches in Tier-1 or Tier-2 of a Clos topology by a factor
of two. To understand how this could be done, take Tier-1 as an
example. Every Tier-2 device connects to a single group of Tier-1
devices. If half of the ports on each of the Tier-1 devices are not
being used then it is possible to reduce the number of Tier-1 devices
by half and simply map two uplinks from a Tier-2 device to the same
Tier-1 device that were previously mapped to different Tier-1
devices. This technique maintains the same bisectional bandwidth
while reducing the number of elements in the Tier-1 layer, thus
saving on CAPEX. The tradeoff, in this example, is the reduction of
maximum DC size in terms of overall server count by half.

In this example, Tier-2 devices will be using two parallel links to
connect to each Tier-1 device. If one of these links fails, the
other will pick up all traffic of the failed link, possible resulting
in heavy congestion and quality of service degradation if the path
determination procedure does not take bandwidth amount into account
since the number of upstream Tier-1 devices is likely wider than two.
To avoid this situation, parallel links can be grouped in link
aggregation groups (LAGs, such as [IEEE8023AD]) with widely available
implementation settings that take the whole "bundle" down upon a
single link failure. Equivalent techniques that enforce "fate
sharing" on the parallel links can be used in place of LAGs to
achieve the same effect. As a result of such fate-sharing, traffic
from two or more failed links will be re-balanced over the multitude
of remaining paths that equals the number of Tier-1 devices. This
example is using two links for simplicity, having more links in a
bundle will have less impact on capacity upon a member-link failure.
4. Data Center Routing Overview

This section provides an overview of three general types of data center protocol designs - Layer 2 only, Hybrid L2/L3 and Layer 3 only.

4.1. Layer 2 Only Designs

Originally most data center designs used Spanning-Tree Protocol (STP) originally defined in [IEEE8021D-1990] for loop free topology creation, typically utilizing variants of the traditional DC topology described in Section 3.1. At the time, many DC switches either did not support Layer 3 routing protocols or supported them with additional licensing fees, which played a part in the design choice. Although many enhancements have been made through the introduction of Rapid Spanning Tree Protocol (RSTP) in the latest revision of [IEEE8021D-2004] and Multiple Spanning Tree Protocol (MST) specified in [IEEE8021Q] that increase convergence, stability and load balancing in larger topologies, many of the fundamentals of the protocol limit its applicability in large-scale DCs. STP and its newer variants use an active/standby approach to path selection and are therefore hard to deploy in horizontally-scaled topologies as described in Section 3.2. Further, operators have had many experiences with large failures due to issues caused by improper cabling, misconfiguration, or flawed software on a single device. These failures regularly affected the entire spanning-tree domain and were very hard to troubleshoot due to the nature of the protocol.

For these reasons, and since almost all DC traffic is now IP, therefore requiring a Layer 3 routing protocol at the network edge for external connectivity, designs utilizing STP usually fail all of the requirements of large-scale DC operators. Various enhancements to link-aggregation protocols such as [IEEE8023AD], generally known as Multi-Chassis Link-Aggregation (M-LAG) made it possible to use Layer 2 designs with active-active network paths while relying on STP as the backup for loop prevention. The major downsides of this approach are the lack of ability to scale linearly past two in most implementations, lack of standards based implementations, and added the failure domain risk of syncing state between the devices.

It should be noted that building large, horizontally scalable, Layer 2 only networks without STP is possible recently through the introduction of the TRILL protocol in [RFC6325]. TRILL resolves many of the issues STP has for large-scale DC design however due to the limited number of implementations, and often the requirement for specific equipment that supports it, this has limited its applicability and increased the cost of such designs.
Finally, neither the base TRILL specification nor the M-LAG approach totally eliminate the problem of the shared broadcast domain, that is so detrimental to the operations of any Layer 2, Ethernet based solution. Later TRILL extensions have been proposed to solve the this problem statement primarily based on the approaches outlined in [RFC7067], but this even further limits the number of available interoperable implementations that can be used to build a fabric. Therefore, TRILL based designs have issues meeting REQ2, REQ3, and REQ4.

4.2. Hybrid L2/L3 Designs

Operators have sought to limit the impact of data plane faults and build large-scale topologies through implementing routing protocols in either the Tier-1 or Tier-2 parts of the network and dividing the Layer 2 domain into numerous, smaller domains. This design has allowed data centers to scale up, but at the cost of complexity in managing multiple network protocols. For the following reasons, operators have retained Layer 2 in either the access (Tier-3) or both access and aggregation (Tier-3 and Tier-2) parts of the network:

- Supporting legacy applications that may require direct Layer 2 adjacency or use non-IP protocols.
- Seamless mobility for virtual machines that require the preservation of IP addresses when a virtual machine moves to a different Tier-3 switch.
- Simplified IP addressing = less IP subnets are required for the data center.
- Application load balancing may require direct Layer 2 reachability to perform certain functions such as Layer 2 Direct Server Return (DSR, see [L3DSR]).
- Continued CAPEX differences between Layer 2 and Layer 3 capable switches.

4.3. Layer 3 Only Designs

Network designs that leverage IP routing down to Tier-3 of the network have gained popularity as well. The main benefit of these designs is improved network stability and scalability, as a result of confining L2 broadcast domains. Commonly an Interior Gateway Protocol (IGP) such as OSPF [RFC2328] is used as the primary routing protocol in such a design. As data centers grow in scale, and server count exceeds tens of thousands, such fully routed designs have become more attractive.
Choosing a Layer 3 only design greatly simplifies the network, facilitating the meeting of REQ1 and REQ2, and has widespread adoption in networks where large Layer 2 adjacency and larger size Layer 3 subnets are not as critical compared to network scalability and stability. Application providers and network operators continue to develop new solutions to meet some of the requirements that previously had driven large Layer 2 domains by using various overlay or tunneling techniques.

5. Routing Protocol Design

In this section the motivations for using External BGP (EBGP) as the single routing protocol for data center networks having a Layer 3 protocol design and Clos topology are reviewed. Then, a practical approach for designing an EBGP based network is provided.

5.1. Choosing EBGP as the Routing Protocol

REQ2 would give preference to the selection of a single routing protocol to reduce complexity and interdependencies. While it is common to rely on an IGP in this situation, sometimes with either the addition of EBGP at the device bordering the WAN or Internal BGP (IBGP) throughout, this document proposes the use of an EBGP only design.

Although EBGP is the protocol used for almost all inter-domain routing in the Internet and has wide support from both vendor and service provider communities, it is not generally deployed as the primary routing protocol within the data center for a number of reasons (some of which are interrelated):

- BGP is perceived as a "WAN only protocol only" and not often considered for enterprise or data center applications.
- BGP is believed to have a "much slower" routing convergence compared to IGPs.
- Large scale BGP deployments typically utilize an IGP for BGP next-hop resolution as all nodes in the iBGP topology are not directly connected.
- BGP is perceived to require significant configuration overhead and does not support neighbor auto-discovery.

This document discusses some of these perceptions, especially as applicable to the proposed design, and highlights some of the advantages of using the protocol such as:
BGP has less complexity in parts of its protocol design - internal data structures and state machine are simpler as compared to most link-state IGPs such as OSPF. For example, instead of implementing adjacency formation, adjacency maintenance and/or flow-control, BGP simply relies on TCP as the underlying transport. This fulfills REQ2 and REQ3.

BGP information flooding overhead is less when compared to link-state IGPs. Since every BGP router calculates and propagates only the best-path selected, a network failure is masked as soon as the BGP speaker finds an alternate path, which exists when highly symmetric topologies, such as Clos, are coupled with an EBGP only design. In contrast, the event propagation scope of a link-state IGP is an entire area, regardless of the failure type. In this way, BGP better meets REQ3 and REQ4. It is also worth mentioning that all widely deployed link-state IGPs feature periodic refreshes of routing information while BGP does not expire routing state, although this rarely impacts modern router control planes.

BGP supports third-party (recursively resolved) next-hops. This allows for manipulating multipath to be non-ECMP based or forwarding based on application-defined paths, through establishment of a peering session with an application "controller" which can inject routing information into the system, satisfying REQ5. OSPF provides similar functionality using concepts such as "Forwarding Address", but with more difficulty in implementation and far less control of information propagation scope.

Using a well-defined Autonomous System Number (ASN) allocation scheme and standard AS_PATH loop detection, "BGP path hunting" (see [JAKMA2008]) can be controlled and complex unwanted paths will be ignored. See Section 5.2 for an example of a working ASN allocation scheme. In a link-state IGP accomplishing the same goal would require multi-(instance/topology/process) support, typically not available in all DC devices and quite complex to configure and troubleshoot. Using a traditional single flooding domain, which most DC designs utilize, under certain failure conditions may pick up unwanted lengthy paths, e.g., traversing multiple Tier-2 devices.

EBGP configuration that is implemented with minimal routing policy is easier to troubleshoot for network reachability issues. In most implementations, it is straightforward to view contents of BGP Loc-RIB and compare it to the router’s RIB. Also, in most implementations an operator can view every BGP neighbors Adj-RIB-In and Adj-RIB-Out structures and therefore incoming and outgoing
NLRI information can be easily correlated on both sides of a BGP session. Thus, BGP satisfies REQ3.

5.2. EBGP Configuration for Clos topology

Clos topologies that have more than 5 stages are very uncommon due to the large numbers of interconnects required by such a design. Therefore, the examples below are made with reference to the 5-stage Clos topology (in unfolded state).

5.2.1. EBGP Configuration Guidelines and Example ASN Scheme

The diagram below illustrates an example ASN allocation scheme. The following is a list of guidelines that can be used:

- EBGP single-hop sessions are established over direct point-to-point links interconnecting the network nodes, no multi-hop or loopback sessions are used even in the case of multiple links between the same pair of nodes.
- Private Use ASNs from the range 64512-65534 are used to avoid ASN conflicts.
- A single ASN is allocated to all of the Clos topology’s Tier-1 devices.
- A unique ASN is allocated to each set of Tier-2 devices in the same cluster.
- A unique ASN is allocated to every Tier-3 device (e.g., ToR) in this topology.
5.2.2. Private Use ASNs

The original range of Private Use ASNs [RFC6996] limited operators to 1023 unique ASNs. Since it is quite likely that the number of network devices may exceed this number, a workaround is required. One approach is to re-use the ASNs assigned to the Tier-3 devices across different clusters. For example, Private Use ASNs 65001, 65002 ... 65032 could be used within every individual cluster and assigned to Tier-3 devices.

To avoid route suppression due to the AS_PATH loop detection mechanism in BGP, upstream EGBP sessions on Tier-3 devices must be configured with the "AllowAS In" feature [ALLOWASIN] that allows accepting a device’s own ASN in received route advertisements. Although this feature is not standarized, it is widely available accross multiple vendors implementations. Introducing this feature does not make routing loops more likely in the design since the AS_PATH is being added to by routers at each of the topology tiers and AS_PATH length is an early tie breaker in the BGP path selection.
process. Further loop protection is still in place at the Tier-1 device, which will not accept routes with a path including its own ASN and Tier-2 devices do not have direct connectivity with each other.

Another solution to this problem would be using Four-Octet ASNs ([RFC6793]), where there are additional Private Use ASNs available, see [IANA.AS]. Use of Four-Octet ASNs puts additional protocol complexity in the BGP implementation and should be balanced against the complexity of re-use when considering REQ3 and REQ4. Perhaps more importantly, they are not yet supported by all BGP implementations, which may limit vendor selection of DC equipment. When supported, ensure that deployed implementations are able to remove the Private Use ASNs when external connectivity (Section 5.2.4) to these ASNs is required.

5.2.3. Prefix Advertisement

A Clos topology features a large number of point-to-point links and associated prefixes. Advertising all of these routes into BGP may create Forwarding Information Base (FIB) overload in the network devices. Advertising these links also puts additional path computation stress on the BGP control plane for little benefit. There are two possible solutions:

- Do not advertise any of the point-to-point links into BGP. Since the EBGP-based design changes the next-hop address at every device, distant networks will automatically be reachable via the advertising EBGP peer and do not require reachability to these prefixes. However, this may complicate operations or monitoring: e.g., using the popular "traceroute" tool will display IP addresses that are not reachable.

- Advertise point-to-point links, but summarize them on every device. This requires an address allocation scheme such as allocating a consecutive block of IP addresses per Tier-1 and Tier-2 device to be used for point-to-point interface addressing to the lower layers (Tier-2 uplinks will be allocated from Tier-1 address blocks and so forth).

Server subnets on Tier-3 devices must be announced into BGP without using route summarization on Tier-2 and Tier-1 devices. Summarizing subnets in a Clos topology results in route black-holing under a single link failure (e.g., between Tier-2 and Tier-3 devices) and hence must be avoided. The use of peer links within the same tier to resolve the black-holing problem by providing "bypass paths" is undesirable due to O(N^2) complexity of the peering mesh and waste of ports on the devices. An alternative to the full-mesh of peer-links
would be using a simpler bypass topology, e.g., a "ring" as described in [FB4POST], but such a topology adds extra hops and has very limited bisectional bandwidth. Additionally requiring special tweaks to make BGP routing work - such as possibly splitting every device into an ASN on its own. Later in this document, Section 8.2 introduces a less intrusive method for performing a limited form of route summarization in Clos networks and discusses its associated trade-offs.

5.2.4. External Connectivity

A dedicated cluster (or clusters) in the Clos topology could be used for the purpose of connecting to the Wide Area Network (WAN) edge devices, or WAN Routers. Tier-3 devices in such cluster would be replaced with WAN routers, and EBGP peering would be used again, though WAN routers are likely to belong to a public ASN if Internet connectivity is required in the design. The Tier-2 devices in such a dedicated cluster will be referred to as "Border Routers" in this document. These devices have to perform a few special functions:

- Hide network topology information when advertising paths to WAN routers, i.e., remove Private Use ASNs [RFC6996] from the AS_PATH attribute. This is typically done to avoid ASN number collisions between different data centers and also to provide a uniform AS_PATH length to the WAN for purposes of WAN ECMP to Anycast prefixes originated in the topology. An implementation specific BGP feature typically called "Remove Private AS" is commonly used to accomplish this. Depending on implementation, the feature should strip a contiguous sequence of Private Use ASNs found in an AS_PATH attribute prior to advertising the path to a neighbor. This assumes that all ASNs used for intra data center numbering are from the Private Use ranges. The process for stripping the Private Use ASNs is not currently standardized, see [I-D.mitchell-grow-remove-private-as]. However most implementations at least follow the logic described in this vendor’s document [VENDOR-REMOVE-PRIVATE-AS], which is enough for the design specified.

- Originate a default route to the data center devices. This is the only place where a default route can be originated, as route summarization is risky for the unmodified Clos topology. Alternatively, Border Routers may simply relay the default route learned from WAN routers. Advertising the default route from Border Routers requires that all Border Routers be fully connected to the WAN Routers upstream, to provide resistance to a single-link failure causing the black-holing of traffic. To prevent black-holing in the situation when all of the EBGP sessions to the WAN routers fail simultaneously on a given device, it is more
desirable to readvertise the default route rather than originating the default route via complicated conditional route origination schemes provided by some implementations [CONDITIONALROUTE].

5.2.5. Route Summarization at the Edge

It is often desirable to summarize network reachability information prior to advertising it to the WAN network due to high amount of IP prefixes originated from within the data center in a fully routed network design. For example, a network with 2000 Tier-3 devices will have at least 2000 servers subnets advertised into BGP, along with the infrastructure prefixes. However, as discussed before in Section 5.2.3, the proposed network design does not allow for route summarization due to the lack of peer links inside every tier.

However, it is possible to lift this restriction for the Border Routers, by devising a different connectivity model for these devices. There are two options possible:

- Interconnect the Border Routers using a full-mesh of physical links or using any other "peer-mesh" topology, such as ring or hub-and-spoke. Configure BGP accordingly on all Border Leaf to exchange network reachability information, e.g., by adding a mesh of IBGP sessions. The interconnecting peer links need to be appropriately sized for traffic that will be present in the case of a device or link failure in the mesh connecting the Border Routers.

- Tier-1 devices may have additional physical links provisioned toward the Border Routers (which are Tier-2 devices from the perspective of Tier-1). Specifically, if protection from a single link or node failure is desired, each Tier-1 devices would have to connect to at least two Border Routers. This puts additional requirements on the port count for Tier-1 devices and Border Routers, potentially making it a non-uniform, larger port count, device compared with the other devices in the Clos. This also reduces the number of ports available to "regular" Tier-2 switches and hence the number of clusters that could be interconnected via the Tier-1 layer.

If any of the above options are implemented, it is possible to perform route summarization at the Border Routers toward the WAN network core without risking a routing black-hole condition under a single link failure. Both of the options would result in non-uniform topology as additional links have to be provisioned on some network devices.
6. ECMP Considerations

This section covers the Equal Cost Multipath (ECMP) functionality for Clos topology and discusses a few special requirements.

6.1. Basic ECMP

ECMP is the fundamental load sharing mechanism used by a Clos topology. Effectively, every lower-tier device will use all of its directly attached upper-tier devices to load share traffic destined to the same IP prefix. The number of ECMP paths between any two Tier-3 devices in Clos topology is equal to the number of the devices in the middle stage (Tier-1). For example, Figure 5 illustrates a topology where Tier-3 device A has four paths to reach servers X and Y, via Tier-2 devices B and C and then Tier-1 devices 1, 2, 3, and 4 respectively.

```
+-----+
| DEV |
+-----+        +-----+        +-----+        +-----+
|  1  |        |  2  |        |  3  |        |  4  |
+-----+        +-----+        +-----+        +-----+

+-----+        +-----+        +-----+        +-----+
| DEV |        | DEV |        | DEV |        | DEV |
|  B  |        |  2  |        |  3  |        |  4  |
+-----+        +-----+        +-----+        +-----+

+-----+        +-----+        +-----+
| DEV |        | DEV |        | DEV |
|  C  |        |  3  |        |  4  |
+-----+        +-----+        +-----+

+-----+        +-----+
| DEV |        | DEV |
|  A  |        |  4  |
+-----+        +-----+

O O D O <- Servers -> X Y O O
```

Figure 5: ECMP fan-out tree from A to X and Y

The ECMP requirement implies that the BGP implementation must support multipath fan-out for up to the maximum number of devices directly attached at any point in the topology in the upstream or downstream direction. Normally, this number does not exceed half of the ports found on a device in the topology. For example, an ECMP fan-out of 32 would be required when building a Clos network using 64-port...
The Border Routers may need to have wider fan-out to be able to connect to a multitude of Tier-1 devices if route summarization at Border Router level is implemented as described in Section 5.2.5. If a device’s hardware does not support wider ECMP, logical link-grouping (link-aggregation at layer 2) could be used to provide "hierarchical" ECMP (Layer 3 ECMP coupled with Layer 2 ECMP) to compensate for fan-out limitations. However, this approach increases the risk of flow polarization, as less entropy will be available at the second stage of ECMP.

Most BGP implementations declare paths to be equal from an ECMP perspective if they match up to and including step (e) in Section 9.1.2.2 of [RFC4271]. In the proposed network design there is no underlying IGP, so all IGP costs are assumed to be zero or otherwise the same value across all paths and policies may be applied as necessary to equalize BGP attributes that vary in vendor defaults, such as MED and origin code. For historical reasons it is also useful to not use 0 as the equalized MED value; this and some other useful BGP information is available in [RFC4277]. Routing loops are unlikely due to the BGP best-path selection process which prefers shorter AS_PATH length, and longer paths through the Tier-1 devices which don’t allow their own ASN in the path and have the same ASN are also not possible.

6.2. BGP ECMP over Multiple ASNs

For application load balancing purposes it is desirable to have the same prefix advertised from multiple Tier-3 devices. From the perspective of other devices, such a prefix would have BGP paths with different AS_PATH attribute values, while having the same AS_PATH attribute lengths. Therefore, BGP implementations must support load sharing over the above-mentioned paths. This feature is sometimes known as "multipath relax" or "multipath multiple-as" and effectively allows for ECMP to be done across different neighboring ASNs if all other attributes are equal as already described in the previous section.

6.3. Weighted ECMP

It may be desirable for the network devices to implement "weighted" ECMP, to be able to send more traffic over some paths in ECMP fan-out. This could be helpful to compensate for failures in the network and send more traffic over paths that have more capacity. The prefixes that require weighted ECMP would have to be injected using remote BGP speaker (central agent) over a multihop session as described further in Section 8.1. If support in implementations is available, weight-distribution for multiple BGP paths could be
signaled using the technique described in [I-D.ietf-idr-link-bandwidth].

6.4. Consistent Hashing

It is often desirable to have the hashing function used for ECMP to be consistent (see [CONS-HASH]), to minimize the impact on flow to next-hop affinity changes when a next-hop is added or removed to an ECMP group. This could be used if the network device is used as a load balancer, mapping flows toward multiple destinations - in this case, losing or adding a destination will not have a detrimental effect on currently established flows. One particular recommendation on implementing consistent hashing is provided in [RFC2992], though other implementations are possible. This functionality could be naturally combined with weighted ECMP, with the impact of the next-hop changes being proportional to the weight of the given next-hop. The downside of consistent hashing is increased load on hardware resource utilization, as typically more resources (e.g., TCAM space) are required to implement a consistent-hashing function.

7. Routing Convergence Properties

This section reviews routing convergence properties in the proposed design. A case is made that sub-second convergence is achievable if the implementation supports fast EBGP peering session deactivation and timely RIB and FIB update upon failure of the associated link.

7.1. Fault Detection Timing

BGP typically relies on an IGP to route around link/node failures inside an AS, and implements either a polling based or an event-driven mechanism to obtain updates on IGP state changes. The proposed routing design does not use an IGP, so the remaining mechanisms that could be used for fault detection are BGP keep-alive time-out (or any other type of keep-alive mechanism) and link-failure triggers.

Relying solely on BGP keep-alive packets may result in high convergence delays, on the order of multiple seconds (on many BGP implementations the minimum configurable BGP hold timer value is three seconds). However, many BGP implementations can shut down local EBGP peering sessions in response to the "link down" event for the outgoing interface used for BGP peering. This feature is sometimes called "fast fallover". Since links in modern data centers are predominantly point-to-point fiber connections, a physical interface failure is often detected in milliseconds and subsequently triggers a BGP re-convergence.
Ethernet links may support failure signaling or detection standards such as Connectivity Fault Management (CFM) as described in [IEEE8021Q], which may make failure detection more robust. Alternatively, some platforms may support Bidirectional Forwarding Detection (BFD) [RFC5880] to allow for sub-second failure detection and fault signaling to the BGP process. However, the use of either of these presents additional requirements to vendor software and possibly hardware, and may contradict REQ1. Until recently with [RFC7130], BFD also did not allow detection of a single member link failure on a LAG, which would have limited its usefulness in some designs.

7.2. Event Propagation Timing

In the proposed design the impact of the BGP Minimum Route Advertisement Interval (MRAI) timer (See section 9.2.1.1 of [RFC4271]) should be considered. Per the standard it is required for BGP implementations to space out consecutive BGP UPDATE messages by at least MRAI seconds, which is often a configurable value. The initial BGP UPDATE messages after an event carrying withdrawn routes are commonly not affected by this timer. The MRAI timer may present significant convergence delays when a BGP speaker "waits" for the new path to be learned from its peers and has no local backup path information.

In a Clos topology each EBGP speaker typically has either one path (Tier-2 devices don’t accept paths from other Tier-2 in the same cluster due to same ASN) or N paths for the same prefix, where N is a significantly large number, e.g., N=32 (the ECMP fan-out to the next Tier). Therefore, if a link fails to another device from which a path is received there is either no backup path at all (e.g., from perspective of a Tier-2 switch losing the link to a Tier-3 device), or the backup is readily available in BGP Loc-RIB (e.g., from the perspective of a Tier-2 device losing the link to a Tier-1 switch). In the former case, the BGP withdrawal announcement will propagate without delay and trigger re-convergence on affected devices. In the latter case, the best-path will be re-evaluated and the local ECMP group corresponding to the new next-hop set changed. If the BGP path was the best-path selected previously, an "implicit withdraw" will be sent via a BGP UPDATE message as described as Option b in Section 3.1 of [RFC4271] due to the BGP AS_PATH attribute changing.

7.3. Impact of Clos Topology Fan-outs

Clos topology has large fan-outs, which may impact the "Up->Down" convergence in some cases, as described in this section. In a situation when a link between Tier-3 and Tier-2 device fails, the Tier-2 device will send BGP UPDATE messages to all upstream Tier-1
devices, withdrawing the affected prefixes. The Tier-1 devices, in turn, will relay these messages to all downstream Tier-2 devices (except for the originator). Tier-2 devices other than the one originating the UPDATE should then wait for ALL upstream Tier-1 devices to send an UPDATE message before removing the affected prefixes and sending corresponding UPDATE downstream to connected Tier-3 devices. If the original Tier-2 device or the relaying Tier-1 devices introduce some delay into their UPDATE message announcements, the result could be UPDATE message "dispersion", that could be as long as multiple seconds. In order to avoid such a behavior, BGP implementations must support "update groups". The "update group" is defined as a collection of neighbors sharing the same outbound policy - the local speaker will send BGP updates to the members of the group synchronously.

The impact of such "dispersion" grows with the size of topology fan-out and could also grow under network convergence churn. Some operators may be tempted to introduce "route flap dampening" type features that vendors include to reduce the control plane impact of rapidly flapping prefixes. However, due to issues described with false positives in these implementations especially under such "dispersion" events, it is not recommended to enable this feature in this design. More background and issues with "route flap dampening" and possible implementation changes that could affect this are well described in [RFC7196].

7.4. Failure Impact Scope

A network is declared to converge in response to a failure once all devices within the failure impact scope are notified of the event and have re-calculated their RIBs and consequently updated their FIBs. Larger failure impact scope typically means slower convergence since more devices have to be notified, and results in a less stable network. In this section we describe BGP’s advantages over link-state routing protocols in reducing failure impact scope for a Clos topology.

BGP behaves like a distance-vector protocol in the sense that only the best path from the point of view of the local router is sent to neighbors. As such, some failures are masked if the local node can immediately find a backup path and does not have to send any updates further. Notice that in the worst case, all devices in a data center topology have to either withdraw a prefix completely or update the ECMP groups in their FIBs. However, many failures will not result in such a wide impact. There are two main failure types where impact scope is reduced:
o Failure of a link between Tier-2 and Tier-1 devices: In this case, a Tier-2 device will update the affected ECMP groups, removing the failed link. There is no need to send new information to downstream Tier-3 devices, unless the path was selected as best by the BGP process, in which case only an "implicit withdraw" needs to be sent, which should not affect forwarding. The affected Tier-1 device will lose the only path available to reach a particular cluster and will have to withdraw the associated prefixes. Such prefix withdrawal process will only affect Tier-2 devices directly connected to the affected Tier-1 device. The Tier-2 devices receiving the BGP UPDATE messages withdrawing prefixes will simply have to update their ECMP groups. The Tier-3 devices are not involved in the re-convergence process.

o Failure of a Tier-1 device: In this case, all Tier-2 devices directly attached to the failed node will have to update their ECMP groups for all IP prefixes from a non-local cluster. The Tier-3 devices are once again not involved in the re-convergence process, but may receive "implicit withdraws" as described above.

Even in the case of such failures where multiple IP prefixes will have to be reprogrammed in the FIB, it is worth noting that all of these prefixes share a single ECMP group on Tier-2 device. Therefore, in the case of implementations with a hierarchical FIB, only a single change has to be made to the FIB. Hierarchical FIB here means FIB structure where the next-hop forwarding information is stored separately from the prefix lookup table, and the latter only stores pointers to the respective forwarding information. See [I-D.ietf-rtgwg-bgp-pic] for discussion of FIB hierarchies and fast convergence.

Even though BGP offers reduced failure scope for some cases, further reduction of the fault domain using summarization is not always possible with the proposed design, since using this technique may create routing black-holes as mentioned previously. Therefore, the worst control plane failure impact scope is the network as a whole, for instance in the case of a link failure between Tier-2 and Tier-3 devices. The amount of impacted prefixes in this case would be much less than in the case of a failure in the upper layers of a Clos network topology. The property of having such large failure scope is not a result of choosing EBGP in the design but rather a result of using the Clos topology.

7.5. Routing Micro-Loops

When a downstream device, e.g., Tier-2 device, loses all paths for a prefix, it normally has the default route pointing toward the upstream device, in this case the Tier-1 device. As a result, it is
possible to get in the situation where a Tier-2 switch loses a prefix, but a Tier-1 switch still has the path pointing to the Tier-2 device, which results in a transient micro-loop, since the Tier-1 switch will keep passing packets to the affected prefix back to the Tier-2 device, and the Tier-2 will bounce them back again using the default route. This micro-loop will last for the duration of time it takes the upstream device to fully update its forwarding tables.

To minimize impact of such micro-loops, Tier-2 and Tier-1 switches can be configured with static "discard" or "null" routes that will be more specific than the default route for prefixes missing during network convergence. For Tier-2 switches, the discard route should be a summary route, covering all server subnets of the underlying Tier-3 devices. For Tier-1 devices, the discard route should be a summary covering the server IP address subnets allocated for the whole data center. Those discard routes will only take precedence for the duration of network convergence, until the device learns a more specific prefix via a new path.

8. Additional Options for Design

8.1. Third-party Route Injection

BGP allows for a "third-party", i.e., directly attached, BGP speaker to inject routes anywhere in the network topology, meeting REQ5. This can be achieved by peering via a multihop BGP session with some or even all devices in the topology. Furthermore, BGP diverse path distribution [RFC6774] could be used to inject multiple BGP next hops for the same prefix to facilitate load balancing, or using the BGP ADD-PATH capability [I-D.ietf-idr-add-paths] if supported by the implementation. Unfortunately, in many implementations ADD-PATH has been found to only support IBGP properly due to the use cases it was originally optimized for, which limits the "third-party" peering to IBGP only.

To implement route injection in the proposed design, a third-party BGP speaker may peer with Tier-3 and Tier-1 switches, injecting the same prefix, but using a special set of BGP next-hops for Tier-1 devices. Those next-hops are assumed to resolve recursively via BGP, and could be, for example, IP addresses on Tier-3 devices. The resulting forwarding table programming could provide desired traffic proportion distribution among different clusters.

8.2. Route Summarization within Clos Topology

As mentioned previously, route summarization is not possible within the proposed Clos topology since it makes the network susceptible to route black-holing under single link failures. The main problem is
the limited number of redundant paths between network elements, e.g., there is only a single path between any pair of Tier-1 and Tier-3 devices. However, some operators may find route aggregation desirable to improve control plane stability.

If any technique to summarize within the topology is planned, modeling of the routing behavior and potential for black-holing should be done not only for single or multiple link failures, but also fiber pathway failures or optical domain failures when the topology extends beyond a physical location. Simple modeling can be done by checking the reachability on devices doing summarization under the condition of a link or pathway failure between a set of devices in every tier as well as to the WAN routers when external connectivity is present.

Route summarization would be possible with a small modification to the network topology, though the trade-off would be reduction of the total size of the network as well as network congestion under specific failures. This approach is very similar to the technique described above, which allows Border Routers to summarize the entire data center address space.

8.2.1. Collapsing Tier-1 Devices Layer

In order to add more paths between Tier-1 and Tier-3 devices, group Tier-2 devices into pairs, and then connect the pairs to the same group of Tier-1 devices. This is logically equivalent to "collapsing" Tier-1 devices into a group of half the size, merging the links on the "collapsed" devices. The result is illustrated in Figure 6. For example, in this topology DEV C and DEV D connect to the same set of Tier-1 devices (DEV 1 and DEV 2), whereas before they were connecting to different groups of Tier-1 devices.
Having this design in place, Tier-2 devices may be configured to advertise only a default route down to Tier-3 devices. If a link between Tier-2 and Tier-3 fails, the traffic will be re-routed via the second available path known to a Tier-2 switch. It is still not possible to advertise a summary route covering prefixes for a single cluster from Tier-2 devices since each of them has only a single path down to this prefix. It would require dual-homed servers to accomplish that. Also note that this design is only resilient to single link failures. It is possible for a double link failure to isolate a Tier-2 device from all paths toward a specific Tier-3 device, thus causing a routing black-hole.

A result of the proposed topology modification would be a reduction of Tier-1 devices port capacity. This limits the maximum number of attached Tier-2 devices and therefore will limit the maximum DC network size. A larger network would require different Tier-1 devices that have higher port density to implement this change.

Another problem is traffic re-balancing under link failures. Since there are two paths from Tier-1 to Tier-3, a failure of the link between Tier-1 and Tier-2 switch would result in all traffic that was taking the failed link to switch to the remaining path. This will result in doubling the link utilization on the remaining link.
8.2.2. Simple Virtual Aggregation

A completely different approach to route summarization is possible, provided that the main goal is to reduce the FIB size, while allowing the control plane to disseminate full routing information. Firstly, it could be easily noted that in many cases multiple prefixes, some of which are less specific, share the same set of the next-hops (same ECMP group). For example, looking from the perspective of a Tier-3 devices, all routes learned from upstream Tier-2’s, including the default route, will share the same set of BGP next-hops, provided that there are no failures in the network. This makes it possible to use the technique similar to described in [RFC6769] and only install the least specific route in the FIB, ignoring more specific routes if they share the same next-hop set. For example, under normal network conditions, only the default route needs to be programmed into the FIB.

Furthermore, if the Tier-2 devices are configured with summary prefixes covering all of their attached Tier-3 device’s prefixes, the same logic could be applied in Tier-1 devices as well, and, by induction to Tier-2/Tier-3 switches in different clusters. These summary routes should still allow for more specific prefixes to leak to Tier-1 devices, to enable detection of mismatches in the next-hop sets if a particular link fails, changing the next-hop set for a specific prefix.

Re-stating once again, this technique does not reduce the amount of control plane state (i.e., BGP UPDATEs/BGP LocRIB size), but only allows for more efficient FIB utilization, by detecting more specific prefixes that share their next-hop set with a subsuming less specific prefix.

8.3. ICMP Unreachable Message Masquerading

This section discusses some operational aspects of not advertising point-to-point link subnets into BGP, as previously identified as an option in Section 5.2.3. The operational impact of this decision could be seen when using the well-known "traceroute" tool. Specifically, IP addresses displayed by the tool will be the link’s point-to-point addresses, and hence will be unreachable for management connectivity. This makes some troubleshooting more complicated.

One way to overcome this limitation is by using the DNS subsystem to create the "reverse" entries for these point-to-point IP addresses pointing to the same name as the loopback address. The connectivity then can be made by resolving this name to the "primary" IP address of the devices, e.g., its Loopback interface, which is always
advertised into BGP. However, this creates a dependency on the DNS subsystem, which may be unavailable during an outage.

Another option is to make the network device perform IP address masquerading, that is rewriting the source IP addresses of the appropriate ICMP messages sent by the device with the "primary" IP address of the device. Specifically, the ICMP Destination Unreachable Message (type 3) codes 3 (port unreachable) and ICMP Time Exceeded (type 11) code 0, which are required for correct operation of the "traceroute" tool. With this modification, the "traceroute" probes sent to the devices will always be sent back with the "primary" IP address as the source, allowing the operator to discover the "reachable" IP address of the box. This has the downside of hiding the address of the "entry point" into the device. If the devices support [RFC5837], this may allow the best of both worlds by providing the information about the incoming interface even if the return address is the "primary" IP address.

9. Security Considerations

The design does not introduce any additional security concerns. General BGP security considerations are discussed in [RFC4271] and [RFC4272]. Since a DC is a single operator domain, this document assumes that edge filtering is in place to prevent attacks against the BGP sessions themselves from outside the perimeter of the DC. This may be a more feasible option for most deployments than having to deal with key management for TCP-MD5 as described in [RFC2385] or dealing with the lack of implementations available at the time of this document of [RFC5925]. The Generalized TTL Security Mechanism [RFC5082] could also be used to further reduce the risk of BGP session spoofing.

10. IANA Considerations

This document includes no request to IANA.
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1. Introduction

Since connectivity providers generally secure their ingress along the lines of BCP 38 [RFC2827], small multihomed networks have a need to ensure their traffic leaves their network with a correct combination of source address and exit taken. This applies to networks of a particular pattern where the provider’s default (dynamic) address provisioning methods are used and no fixed IP space is allocated, e.g. home networks, small business users and mobile ad-hoc setups.

While IPv4 networks would conventionally use NAT or policy routing to produce correct behaviour, this not desirable to carry over to IPv6. Instead, assigning addresses from multiple prefixes in parallel shifts the choice of uplink to the host. However, now for finding the proper exit the source address of packets must be taken into account.

For a general introduction and aspects of interfacing routers to hosts, refer to [I-D.sarikaya-6man-sadr-overview].

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
2. Principle of operation

The mechanism in this document is such that a source prefix is added to all route entries. This document assumes all entries have a source prefix, with ::/0 as default value for entries installed without a specified source prefix. This need not be implemented in this particular way, however the system MUST behave exactly as if it were. In particular, a difference in behaviour between routes with a source prefix of ::/0 and routes without source prefix MUST NOT be visible.

For uniqueness considerations, the source prefix factors MUST be taken into account for comparisons. Two routes with identical information except the source prefix MAY exist and MUST be installed and matched.

2.1. Lookup ordering and disambiguation

Adding further criteria to be looked up when forwarding packets on a hop-by-hop basis has the very fundamental requirement that all routers behave the same way in choosing the most specific route when there are multiple eligible routes.

For longest-match lookups, the source prefix is matched after the destination prefix. This is to say, first the longest matching destination prefix is found, then the table is searched for the route with the longest source prefix match, while only considering routes with exactly the destination prefix previously found. If and only if no such route exists (because none of the source prefixes match), the lookup moves to the next less specific destination prefix.

A router MUST continue to a less specific destination prefix if no route matches on the source prefix. It MUST NOT terminate lookup on such an event.

Using A < B to mean "A is more specific than B", this is represented as:

A < B := Adst < Bdst
|| (Adst == Bdst && Asrc < Bsrc)
2.2. Ordering Rationale

The ordering described by this document (destination before source) could as well be reversed, which would lead to semantically different behavior.

Choosing destination to be evaluated first caters to the assumption that local networks should have full, contiguous connectivity to each other. This implies that those specific local routes always match first based on destination, and use a zero ("all sources") source prefix.

If the source prefix were to be matched first, this would result in a less specific (e.g. default) route with a source prefix to match before those local routes. In other terms, this would essentially divide local connectivity into zones based on source prefix, which is not the intention of this document.

Hence, this document describes destination-first lookup.

3. Applicability To Specific Situations

3.1. Recursive Route Lookups

TBD, multiple possible approaches:

variant 1: ignore dst-src routes, only use routes with src ::/0

variant 2: exact-match src prefixes from resolvee to resolvent (will not work for a lot of cases)

variant 3: longer-match src prefixes from resolvee to resolvent (nexthop src may be superset of looked-up route)

variant 4: create multiple instances of the route whose nexthop is resolved, with different source prefixes

(Variant 4:)

When doing recursive nexthop resolution, the route that is being resolved is installed in potentially multiple copies, inheriting all possible more-specific routes that match the nexthop as destination. The algorithm to do this is:

1. form the set of attributes for lookup by using the (unresolved, recursive) nexthop as destination (with full host prefix length, i.e. /128), copy all other attributes from the original route
2. find all routes that overlap with this set of attributes (including both more-specific and less-specific routes)

3. order the result from most to least specific

4. for each route, install a route using the original route’s destination and the "logical and" overlap of each extra match attribute with same attribute from the set. Copy nexthop data from the route under iteration. Then, reduce the set of extra attributes by what was covered by the route just installed ("logical AND NOT").

Example recursive route resolution

route to be resolved:

routes considered for recursive nexthop:
::/0, via fe80::1
2001:db8:abcd::/48, via fe80::2
2001:db8:abcd::/48, source 2001:db8:3456:3::/64, via fe80::3
2001:db8:abcd::1/128, source 2001:db8:3456:4::/64, via fe80::4

recursive resolution result:
2001:db8:1234::/48, source 2001:db8:3456::/48, via fe80::2
2001:db8:1234::/48, source 2001:db8:3456:3::/64, via fe80::3
2001:db8:1234::/48, source 2001:db8:3456:4::/64, via fe80::4

3.2. Unicast Reverse Path Filtering

Unicast reverse path filtering MUST use dst-src routes analog to its usage of destination-only routes. However, the system MAY match either only incoming source against routes’ destinations, or it MAY match source and destination against routes’ destination and source. It MUST NOT ignore dst-src routes on uRPF checks.

3.3. Multicast Reverse Path Forwarding

Multicast Reverse Path Lookups are used to find paths towards the (known) sender of multicast packets. Since the destination of these packets is the multicast group, it cannot be matched against the source part of a dst-src route. Therefore, dst-src routes MUST be ignored for Multicast RPF lookups.

4. Interoperability
Since a router implementing source/destination routing can have additional, more specific routes than one that doesn’t implement source/destination routing, persistent loops can form between these systems. To prevent this from happening, a simple rule must be followed:

The set of qualifiers used to route a particular packet MUST be a subset of the qualifiers supported by the next hop.

This means in particular that a router using the source address as extra qualifier MUST NOT route packets based on a source/destination route to a system that doesn’t support source/destination routes (and hence doesn’t understand the route).

There are 3 possible approaches to avoid such a condition:

1. discard the packet (treat as destination unreachable)
2. calculate an alternate topology including only routers that support qualifier A
3. if the lookup returns the same nexthop without using qualifier A, use that result (i.e., the nexthop is known to correctly route the packet)

Above considerations require under all circumstances a knowledge of the next router’s capabilities. For routing protocols based on hop-by-hop flooding (RIP [RFC2080], BGP [RFC4271]), knowing the peer’s capabilities – or simply relying on systems to only flood what they understand – is sufficient. Protocols building a link-state database (OSPF [RFC5340], IS-IS [RFC5308]) have the additional opportunity to calculate alternate paths based on knowledge of the entire domain, but cannot rely on routers flooding only link state they support themselves.

5. IANA Considerations

This document makes no requests to IANA.

6. Security Considerations

Systems operating under the principles of this document can have routes that are more specific than the previously most specific, i.e. host routes. This can be a security concern if an operator was relying on the impossibility of hijacking such a route.

While source/destination routing could be used as part of a security solution, it is not really intended for the purpose. The approach
limits routing, in the sense that it routes traffic to an appropriate egress, or gives a way to prevent communication between systems not included in a source/destination route, and in that sense could be considered similar to an access list that is managed by and scales with routing.

7. Privacy Considerations

If a host’s addresses are known, injecting a dst-src route allows isolation of traffic from that host, which may compromise privacy. However, this requires access to the routing system. As with similar problems with the destination only, defending against it is left to general mechanisms protecting the routing infrastructure.
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1. Introduction

IP Routing systems at the time of creation of this document are occasionally already capable of matching more than the packet’s destination addresses to lookup routes, preexisting patterns include virtual routers (i.e. keying by routing instance), QoS-aware routing (keying by DSCP bits) and the relatively unspecific "policy routing."

Additional developments extend this field to the point where a lack of well-defined specification may lead to interoperability problems. The intent of this document is to construct a reference framework for extensions on the match aspect of IP routes.

Specifically, since IP Routing includes longest-match route selection, the ordering of all match qualifiers must be the same among all routers to prevent loops or connectivity loss.

While this document is written with IPv6 in mind, it applies to IP router architecture in general, including IPv4 routers.

1.1. Requirements Language
2. Applicability

While the conceptually same longest-prefix routing is used not only for routing packets, but also recursive route/nexthop lookups, multicast reverse path forwarding and unicast reverse path filtering. However, while based on the same base principle, these applications may differ in their requirements. For example, multicast RPF cannot use source address discriminators since no source address is known at the time of lookup.

The intent of this specification is only to provide a basic framework; individual extensions to route match behaviour MUST clarify their respective applicability.

3. Match criteria (informational)

3.1. Virtual routers

While not documented to this extent, an implementation capable of partitioning a physical router into multiple virtual routers is an application that essentially has the virtual router identifier as first key in lookup operations. This may not be implemented as such, for example by keeping tables completely separate, however the end behaviour is the same; lookups are made local to the router instance.

3.2. Policy routing

Equally little specified as virtual routers, policy routing usually applies certain qualifiers (source address, traffic class, firewall markers) prior to destination address match.

3.3. Destination address longest match

The conventional destination IP address longest match is included at this point as it is, barring implementation specific extensions mentioned above, the first qualifier used to match packets against the route table.

3.4. Source address longest match
Currently under development, matching on the source address permits routers to choose the correct (in terms of [RFC2827]) exit in smaller multihomed networks. This is distinct from policy routing in that only few select (usually default) routes would be annotated with source prefixes.

Various aspects of this are described in:

[I-D.troan-homenet-sadr]
[I-D.boutier-homenet-source-specific-routing]
[I-D.sarikaya-6man-sadr-overview]
[I-D.baker-rtgwg-src-dst-routing-use-cases]
[I-D.baker-ipv6-isis-dst-src-routing]
[I-D.baker-ipv6-ospf-dst-src-routing]
[I-D.baker-rtgwg-src-dst-routing-use-cases]

3.5. Flowlabel routing

TBD, described in:

[I-D.baker-ipv6-isis-dst-flowlabel-routing]
[I-D.baker-ipv6-ospf-dst-flowlabel-routing]

3.6. QoS/DSCP traffic class based routing

TBD (deprecated, reference only)

4. Requirements to extending match behaviour

4.1. Match ordering

Adding further criteria to be looked up when forwarding packets on a hop-by-hop basis has the very fundamental requirement that all routers behave the same way in choosing the most specific route when there are multiple eligible routes.

This document disambiguates this situation by recording the order of specificness in a registry. This means that the comparison for "more specific", here indicated by A < B (to mean A is more specific than B), is redefined as concatenation for attributes a, b, c as:
This transfers to a sample situation (using source address, destination address and flowlabel as qualifiers):

Example route table

<table>
<thead>
<tr>
<th>destination</th>
<th>source</th>
<th>flowlabel</th>
</tr>
</thead>
<tbody>
<tr>
<td>route A: 2001:db8::/32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>route B: 2001:db8:1234::/48</td>
<td>2001:db8:4567::/48</td>
<td></td>
</tr>
<tr>
<td>route C: 2001:db8:1234::/48</td>
<td>abcde</td>
<td></td>
</tr>
<tr>
<td>route D: 2001:db8:1234:5678::/64</td>
<td>2001:db8:4567::/48</td>
<td>abcde</td>
</tr>
<tr>
<td>route E: 2001:db8:1234:5678::/64</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Showing the different results between "destination, source, flowlabel" ("DSF") and "destination, flowlabel, source" ("DFS") ordering:

Example match results

<table>
<thead>
<tr>
<th>packet to be routed</th>
<th>destination</th>
<th>source</th>
<th>flowlabel</th>
<th>&quot;DSF&quot;</th>
<th>&quot;DFS&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2001:db8::1</td>
<td>2001:db8:4567::1</td>
<td>abcde</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>2001:db8:1234::1</td>
<td>2001:db8:4567::1</td>
<td>abcde</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>3</td>
<td>2001:db8:1234::1</td>
<td>2001:db8:4567::1</td>
<td>11111</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>2001:db8:1234::1</td>
<td>2001:db8:1111::1</td>
<td>abcde</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>5</td>
<td>2001:db8:1234::1</td>
<td>2001:db8:1111::1</td>
<td>11111</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>2001:db8:1234:5678::1</td>
<td>2001:db8:4567::1</td>
<td>abcde</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>7</td>
<td>2001:db8:1234:5678::1</td>
<td>2001:db8:4567::1</td>
<td>11111</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>8</td>
<td>2001:db8:1234:5678::1</td>
<td>2001:db8:1111::1</td>
<td>abcde</td>
<td>E</td>
<td>E</td>
</tr>
</tbody>
</table>

It should be noted that lookup may not result in usage of the most specific element even for the first attribute (destination in the example). As displayed in #5 above, the route used is the most specific one that satisfies all conditions. If a system cannot "back out" to less specific matches on earlier attributes, this MUST be worked around by installing synthetic routes for these cases.

4.2. Compatibility / Interoperability
Since a router implementing extra match qualifiers can have additional, more specific routes than one that doesn’t implement these qualifiers, persistent loops can form between these systems. To prevent this from happening, a simple rule must be followed:

The set of qualifiers used to route a particular packet MUST be a subset of the qualifiers supported by the next hop.

This means in particular that a router using extra qualifier A MUST NOT route packets based on a route that checks this qualifier to a system that doesn’t support qualifier A (and hence doesn’t understand the route).

There are 3 possible approaches to avoid such a condition:

1. discard the packet (treat as destination unreachable)

2. calculate an alternate topology including only routers that support qualifier A

3. if the lookup returns the same nexthop without using qualifier A, use that result (i.e., the nexthop is known to correctly route the packet)

Above considerations require under all circumstances a knowledge of the next router’s capabilities. For routing protocols based on hop-by-hop flooding (RIP [RFC2080], BGP [RFC4271]), knowing the peer’s capabilities – or simply relying on systems to only flood what they understand – is sufficient. Protocols building a link-state database (OSPF [RFC5340], IS-IS [RFC5308]) have the additional opportunity to calculate alternate paths based on knowledge of the entire domain, but cannot rely on routers flooding only link state they support themselves.

5. IANA Considerations

This document requests creation of a new registry called the "Routing Qualifier Registry." The registry consists of an ordered list of items, no identifier value needs to be assigned. The only purpose of the registry is to document the order in which qualifiers are evaluated.

Registry items must specify the following information:

- Name of the qualifier

- Applicable protocols (IP version 4 and/or IP version 6)
o Specification reference (possibly distinct between IPv4 and IPv6)

o Insertion position, listing both the previous and next entry to avoid confusion

The allocation policy per [RFC5226] is "IETF Review." This is intended to help keep routing systems compatible with each other.

5.1. Initial list

The list is prepropagated with a single entry describing "classical" destination-based routing:

   Name: Destination lookup

   Applicable to IPv4 and IPv6


6. Security Considerations

   This document specifies only the ordering of lookups. Making no change to the existing situation, there are no security considerations for this document.

7. Privacy Considerations

   As with security considerations, no privacy considerations apply to this document.

   Introducing additional routing qualifiers has the potential to expose information that was not previously visible, in particular if such information would otherwise be scrubbed by a process like NAT. However, these considerations are left for documents actually introducing new routing qualifiers.

8. Acknowledgements

   This document is largely the result of discussions with Fred Baker.

   A lot of drafts exists in this general area, refer to the informative references section below.
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1. Introduction

The use of Loop-Free Alternates (LFA) for IP Fast Reroute is specified in [RFC5286]. Section 6.1 of [RFC5286] describes a method to determine loop-free alternates for a multi-homed prefixes (MHPs). This document describes a procedure using explicit inequalities that can be used by a computing router to evaluate a neighbor as a potential alternate for a multi-homed prefix. The results obtained are equivalent to those obtained using the method described in Section 6.1 of [RFC5286]. However, some may find this formulation useful.

Section 6.3 of [RFC5286] discusses complications associated with computing LFAs for multi-homed prefixes in OSPF. This document provides detailed criteria for evaluating potential alternates for external prefixes advertised by OSPF ASBRs, as well as explicit inequalities.

This document also provide clarifications, additional considerations to [RFC5286], to address a few coverage and operational observations. These observations are in the area of handling IS-IS attach (ATT) bit in Level-1 (L1) area, links provisioned with MAX_METRIC for traffic engineering (TE) purposes and in the area of Multi Topology (MT) IGP deployments. All these are elaborated in detail in Section 3.2 and Section 5.

1.1. Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF</td>
<td>Address Family</td>
</tr>
<tr>
<td>ATT</td>
<td>IS-IS Attach Bit</td>
</tr>
<tr>
<td>ECMP</td>
<td>Equal Cost Multi Path</td>
</tr>
<tr>
<td>IGP</td>
<td>Interior Gateway Protocol</td>
</tr>
<tr>
<td>IS-IS</td>
<td>Intermediate System to Intermediate System</td>
</tr>
<tr>
<td>OSPF</td>
<td>Open Shortest Path First</td>
</tr>
<tr>
<td>MHP</td>
<td>Multi-homed Prefix</td>
</tr>
<tr>
<td>MT</td>
<td>Multi Topology</td>
</tr>
<tr>
<td>SPF</td>
<td>Shortest Path First PDU</td>
</tr>
</tbody>
</table>
2. LFA inequalities for MHPs

This document proposes the following set of LFA inequalities for selecting the most appropriate LFAs for multi-homed prefixes (MHPs). They can be derived from the inequalities in [RFC5286] combined with the observation that $D_{opt}(N,P) = \min (D_{opt}(N,PO_i) + \text{cost}(PO_i,P))$ over all $PO_i$

**Link-Protection:**
$D_{opt}(N,PO_i) + \text{cost}(PO_i,P) < D_{opt}(N,S) + D_{opt}(S,PO_{best}) + \text{cost}(PO_{best},P)$

**Link-Protection + Downstream-paths-only:**
$D_{opt}(N,PO_i) + \text{cost}(PO_i,P) < D_{opt}(S,PO_{best}) + \text{cost}(PO_{best},P)$

**Node-Protection:**
$D_{opt}(N,PO_i) + \text{cost}(PO_i,P) < D_{opt}(N,E) + D_{opt}(E,PO_{best}) + \text{cost}(PO_{best},P)$

Where,
- $S$ - The computing router
- $N$ - The alternate router being evaluated
- $E$ - The primary next-hop on shortest path from $S$ to prefix $P$
- $PO_i$ - The specific prefix-originating router being evaluated.
- $PO_{best}$ - The prefix-originating router on the shortest path from the computing router $S$ to prefix $P$
- $\text{Cost} (X,P)$ - Cost of reaching the prefix $P$ from prefix originating node $X$
- $D_{opt}(X,Y)$ - Distance on the shortest path from node $X$ to node $Y$

Figure 1: LFA inequalities for MHPs

3. LFA selection for the multi-homed prefixes

To compute a valid LFA for a given multi-homed prefix $P$, through an alternate neighbor $N$ a computing router $S$ MUST follow one of the appropriate procedures below.
Link-Protection:
================
1. If alternate neighbor N is also prefix-originator of P,
   1.a. Select N as a LFA for prefix P (irrespective of
        the metric advertised by N for the prefix P).
2. Else, evaluate the link-protecting LFA inequality for P with
   the N as the alternate neighbor.
   2.a. If LFA inequality condition is met,
        select N as a LFA for prefix P.
   2.b. Else, N is not a LFA for prefix P.

Link-Protection + Downstream-paths-only:
========================================
1. Evaluate the link-protecting + downstream-only LFA inequality
   for P with the N as the alternate neighbor.
   1.a. If LFA inequality condition is met,
        select N as a LFA for prefix P.
   1.b. Else, N is not a LFA for prefix P.

Node-Protection:
=================
1. If alternate neighbor N is also prefix-originator of P,
   1.a. Select N as a LFA for prefix P (irrespective of
        the metric advertised by N for the prefix P).
2. Else, evaluate the appropriate node-protecting LFA inequality
   for P with the N as the alternate neighbor.
   2.a. If LFA inequality condition is met,
        select N as a LFA for prefix P.
   2.b. Else, N is not a LFA for prefix P.

Figure 2: Rules for selecting LFA for MHPs

In case an alternate neighbor N is also one of the prefix-originators
of prefix P, N MAY be selected as a valid LFA for P.

However if N is not a prefix-originator of P, the computing router
SHOULD evaluate one of the corresponding LFA inequalities, as
mentioned in Figure 1, once for each remote node that originated the
prefix. In case the inequality is satisfied by the neighbor N router
S MUST choose neighbor N, as one of the valid LFAs for the prefix P.

When computing a downstream-only LFA, in addition to being a prefix-
originator of P, router N MUST also satisfy the downstream-only LFA
inequality specified in Figure 1.

For more specific rules please refer to the later sections of this
document.
3.1. Improved coverage with simplified approach to MHPs

LFA base specification [RFC5286] Section 6.1 recommends that a router compute the alternate next-hop for an IGP multi-homed prefix by considering alternate paths via all routers that have announced that prefix and the same has been elaborated with appropriate inequalities in the above section. However, [RFC5286] Section 6.1 also allows for the router to simplify the multi-homed prefix calculation by assuming that the MHP is solely attached to the router that was its pre-failure optimal point of attachment, at the expense of potentially lower coverage. If an implementation chooses to simplify the multi-homed prefix calculation by assuming that the MHP is solely attached to the router that was its pre-failure optimal point of attachment, the procedure described in this memo can potentially improve coverage for equal cost multi path (ECMP) MHPs without incurring extra computational cost.

While the approach as specified in [RFC5286] Section 6.1 last paragraph, is to simplify the MHP as solely attached to the router that was its pre-failure optimal point of attachment; though it is a scalable approach and simplifies computation, [RFC5286] notes this may result in little less coverage.

This memo improves the above approach to provide loop-free alternatives without any additional cost for equal cost multi path MHPs as described through the below example network. The approach specified here MAY also be applicable for handling default routes as explained in Section 3.2.

In the above network a prefix p, is advertised from both Node E and Node F. With simplified approach taken as specified in [RFC5286] Section 6.1, prefix p will get only link protection LFA through the neighbor C while a node protection path is available through neighbor S.
A. In this scenario, E and F both are pre-failure optimal points of attachment and share the same primary next-hop. Hence, an implementation MAY compare the kind of protection A provides to F (link-and-node protection) with the kind of protection C provides to E (link protection) and inherit the better alternative to prefix p and here it is A.

However, in the below network prefix p has an ECMP through both node E and node F with cost 20. Though it has 2 pre-failure optimal points of attachment, the primary next-hop to each pre-failure optimal point of attachment is different. In this case, prefix p shall inherit corresponding LFA to each primary next-hop calculated for the router advertising the same respectively (node E’s and node F’s LFA).

```
+----+         3  +----+
| S |----------------| B |
+----+         +----+
 10 |                  1 |
|    |                  |
+----+        6        +----+
| E |-----------------| F |
+----+                 +----+
 10 | 16 |
---------p---------
```

Figure 4: MHP with different ECMP Next-hops

In summary, if there are multiple pre-failure points of attachment for a MHP and primary next-hop of a MHP is same as that of the primary next-hop of the router that was pre-failure optimal point of attachment, an implementation MAY provide the better protection to MHP without incurring any additional computation cost.

3.2. IS-IS ATT Bit considerations

Per [RFC1195] a default route needs to be added in Level1 (L1) router to the closest reachable Level1/Level2 (L1/L2) router in the network advertising ATT (attach) bit in its LSP-0 fragment. All L1 routers in the area would do this during the decision process with the next-hop of the default route set to the adjacent router through which the closest L1/L2 router is reachable. The base LFA specification [RFC5286] does not specify any procedure for computing LFA for a default route in IS-IS L1 area. Potentially one MAY consider a default route is being advertised from the border L1/L2 router where ATT bit is set and can do LFA computation for the default route.
But, when multiple ECMP L1/L2 routers are reachable in an L1 area corresponding best LFAs SHOULD be given for each primary next-hop associated with default route. Considerations as specified in Section 3 and Section 3.1 are applicable for default routes, if the default route is considered as ECMP MHP.

4. LFA selection for the multi-homed external prefixes

Redistribution of external routes into IGP is required in case of two different networks getting merged into one or during protocol migrations. External routes could be distributed into an IGP domain via multiple nodes to avoid a single point of failure.

During LFA calculation, alternate LFA next-hops to reach the best ASBR could be used as LFA for the routes redistributed via that ASBR. When there is no LFA available to the best ASBR, it may be desirable to consider the other ASBRs (referred to as alternate ASBR hereafter) redistributing the external routes for LFA selection as defined in [RFC5286] and leverage the advantage of having multiple redistributing nodes in the network.

4.1. IS-IS

LFA evaluation for multi-homed external prefixes in IS-IS is similar to the multi-homed internal prefixes. Inequalities described in sec 2 would also apply to multi-homed external prefixes as well.

4.2. OSPF

Loop free Alternates [RFC 5286] describes mechanisms to apply inequalities to find the loop free alternate neighbor. For the selection of alternate ASBR for LFA consideration, additional rules have to be applied in selecting the alternate ASBR due to the external route calculation rules imposed by [RFC 2328].

This document also defines the inequalities defined in RFC [5286] specifically for the alternate loop-free ASBR evaluation.

4.2.1. Rules to select alternate ASBR

The process to select an alternate ASBR is best explained using the rules below. The below process is applied when primary ASBR for the concerned prefix is chosen and there is an alternate ASBR originating same prefix.
1. If RFC1583Compatibility is disabled
   1a. if primary ASBR and alternate ASBR are intra area
       non-backbone path go to step 2.
   1b. If primary ASBR and alternate ASBR belong to
       intra-area backbone and/or inter-area path go
       to step 2.
   1c. for other paths, skip the alternate ASBR and
       consider next ASBR.

2. If cost type (type1/type2) advertised by alternate
   ASBR same as primary
   2a. If not same skip alternate ASBR and consider next ASBR.

3. If cost type is type1
   3a. If cost is same, program ECMP
   3b. else go to step 5.

4. If cost type is type2
   4a. If cost is different, skip alternate ASBR and
       consider next ASBR
   4b. If type2 cost is same, compare type 1 cost.
   4c. If type1 cost is also same program ECMP.
   4d. If type 1 cost is different go to step 5.

5. If route type (type 5/type 7)
   5a. If route type is same, check route p-bit,
       forwarding address field for routes from both
       ASBRs
       match. If not skip alternate ASBR and consider
       next ASBR.
   5b. If route type is not same, skip ASBR
       and consider next ASBR.

6. Apply inequality on the alternate ASBR.

Figure 5: Rules for selecting alternate ASBR in OSPF

4.2.2. Multiple ASBRs belonging different area

When "RFC1583compatibility" is set to disabled, OSPF[RFC2328] defines
 certain rules of preference to choose the ASBRs. While selecting
 alternate ASBR for loop evaluation for LFA, these rules should be
 applied and ensured that the alternate neighbor does not loop the
 traffic back.

When there are multiple ASBRs belonging to different area advertising
 the same prefix, pruning rules as defined in RFC 2328 section 16.4.1
are applied. The alternate ASBRs pruned using above rules are not considered for LFA evaluation.

4.2.3. Type 1 and Type 2 costs

If there are multiple ASBRs not pruned via rules defined in 3.2.2, the cost type advertised by the ASBRs is compared. ASBRs advertising Type1 costs are preferred and the type2 costs are pruned. If two ASBRs advertise same type2 cost, the alternate ASBRs are considered along with their type1 cost for evaluation. If the two ASBRs with same type2 as well as type1 cost, ECMP FRR is programmed. If there are two ASBRs with different type2 cost, the higher cost ASBR is pruned. The inequalities for evaluating alternate ASBR for type 1 and type 2 costs are same, as the alternate ASBRs with different type2 costs are pruned and the evaluation is based on equal type 2 cost ASBRs.

4.2.4. RFC1583compatibility is set to enabled

When RFC1583Compatibility is set to enabled, multiple ASBRs belonging to different area advertising same prefix are chosen based on cost and hence are valid alternate ASBRs for the LFA evaluation.

4.2.5. Type 7 routes

Type 5 routes always get preference over Type 7 and the alternate ASBRs chosen for LFA calculation should belong to same type. Among Type 7 routes, routes with p-bit and forwarding address set have higher preference than routes without these attributes. Alternate ASBRs selected for LFA comparison should have same p-bit and forwarding address attributes.

4.2.6. Inequalities to be applied for alternate ASBR selection

The alternate ASBRs selected using above mechanism described in 3.2.1, are evaluated for loop free criteria using below inequalities.

4.2.6.1. Forwarding address set to non zero value
Link-Protection:
\[ F_{\text{opt}}(N, \text{PO}_i) + \text{cost}(\text{PO}_i, P) < D_{\text{opt}}(N, S) + F_{\text{opt}}(S, \text{PO}_{\text{best}}) + \text{cost}(\text{PO}_{\text{best}}, P) \]

Link-Protection + Downstream-paths-only:
\[ F_{\text{opt}}(N, \text{PO}_i) + \text{cost}(\text{PO}_i, P) < F_{\text{opt}}(S, \text{PO}_{\text{best}}) + \text{cost}(\text{PO}_{\text{best}}, P) \]

Node-Protection:
\[ F_{\text{opt}}(N, \text{PO}_i) + \text{cost}(\text{PO}_i, P) < D_{\text{opt}}(N, E) + F_{\text{opt}}(E, \text{PO}_{\text{best}}) + \text{cost}(\text{PO}_{\text{best}}, P) \]

Where,
- \( S \) - The computing router
- \( N \) - The alternate router being evaluated
- \( E \) - The primary next-hop on shortest path from \( S \) to
  prefix \( P \).
- \( \text{PO}_i \) - The specific prefix-originating router being evaluated.
- \( \text{PO}_{\text{best}} \) - The prefix-originating router on the shortest path from the computing router \( S \) to prefix \( P \).
- \( \text{cost}(X,Y) \) - External cost for \( Y \) as advertised by \( X \)
- \( F_{\text{opt}}(X,Y) \) - Distance on the shortest path from node \( X \) to Forwarding address specified by ASBR \( Y \).
- \( D_{\text{opt}}(X,Y) \) - Distance on the shortest path from node \( X \) to node \( Y \).

Figure 6: LFA inequality definition when forwarding address in non-zero

4.2.6.2. ASBRs advertising type1 and type2 cost
Link-Protection:
\[ D_{\text{opt}}(N,PO_i) + \text{cost}(PO_i,P) < D_{\text{opt}}(N,S) + D_{\text{opt}}(S,PO_{\text{best}}) + \text{cost}(PO_{\text{best}},P) \]

Link-Protection + Downstream-paths-only:
\[ D_{\text{opt}}(N,PO_i) + \text{cost}(PO_i,P) < D_{\text{opt}}(S,PO_{\text{best}}) + \text{cost}(PO_{\text{best}},P) \]

Node-Protection:
\[ D_{\text{opt}}(N,PO_i) + \text{cost}(PO_i,P) < D_{\text{opt}}(N,E) + D_{\text{opt}}(E,PO_{\text{best}}) + \text{cost}(PO_{\text{best}},P) \]

Where,
- **S** - The computing router
- **N** - The alternate router being evaluated
- **E** - The primary next-hop on shortest path from **S** to prefix **P**.
- **PO_i** - The specific prefix-originating router being evaluated.
- **PO_best** - The prefix-originating router on the shortest path from the computing router **S** to prefix **P**.
- **\text{cost}(X,Y)** - External cost for **Y** as advertised by **X**.
- **D_{\text{opt}}(X,Y)** - Distance on the shortest path from node **X** to node **Y**.

Figure 7: LFA inequality definition for type1 and type 2 cost

5. LFA Extended Procedures

This section explains the additional considerations in various aspects as listed below to the base LFA specification [RFC5286].

5.1. Links with IGP MAX_METRIC

Section 3.5 and 3.6 of [RFC5286] describes procedures for excluding nodes and links from use in alternate paths based on the maximum link metric (as defined in for IS-IS in [RFC5305] or as defined in [RFC3137] for OSPF). If these procedures are strictly followed, there are situations, as described below, where the only potential alternate available which satisfies the basic loop-free condition will not be considered as alternative.
In the simple example network, all the link costs have a cost of 10 in both directions, except for the link between S and N2. The S-N2 link has a cost of 10 in the direction from S to N2, and a cost of MAX_METER in the direction from N2 to S (0xffffff / 2^24 - 1 for IS-IS and 0xffff for OSPF) for a specific end to end Traffic Engineering (TE) requirement of the operator. At node S, D1 is reachable through N1 with cost 20, and D2 is reachable through N2 with cost 20. Even though neighbor N2 satisfies basic loop-free condition (inequality 1 of [RFC5286]) for D1 this could be excluded as potential alternative because of the current exclusions as specified in section 3.5 and 3.6 procedure of [RFC5286]. But, as the primary traffic destined to D2 continue to use the link and hence irrespective of the reverse metric in this case, the same link MAY be used as a potential LFA for D1.

Alternatively, reverse metric of the link MAY be configured with MAX_METER-1, so that the link can be used as an alternative while meeting the TE requirements.

5.2. Multi Topology Considerations

Section 6.2 and 6.3.2 of [RFC5286] state that multi-topology OSPF and ISIS are out of scope for that specification. This memo clarifies and describes the applicability.

In Multi Topology (MT) IGP deployments, for each MT ID, a separate shortest path tree (SPT) is built with topology specific adjacencies, the LFA principles laid out in [RFC5286] are actually applicable for MT IS-IS [RFC5120] LFA SPF. The primary difference in this case is, identifying the eligible-set of neighbors for each LFA computation which is done per MT ID. The eligible-set for each MT ID is
determined by the presence of IGP adjacency from Source to the neighboring node on that MT-ID apart from the administrative restrictions and other checks laid out in [RFC5286]. The same is also applicable for OSPF [RFC4915] [MT-OSPF] or different AFs in multi instance OSPFv3 [RFC5838].

However for MT IS-IS, if a default topology is used with MT-ID 0 [RFC5286] and both IPv4 [RFC5305] and IPv6 routes/AFs [RFC5308] are present, then the condition of network congruency is applicable for LFA computation as well. Network congruency here refers to, having same address families provisioned on all the links and all the nodes of the network with MT-ID 0. Here with single decision process both IPv4 and IPv6 next-hops are computed for all the prefixes in the network and similarly with one LFA computation from all eligible neighbors per [RFC5286], all potential alternatives can be computed.
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1. Introduction

This document specifies Interior Gateway Protocol (IGP) network architecture to support multicast transport. It describes the architecture components and the algorithms to automatically build a distribution tree for transporting multicast traffic and provides a method of pruning that tree for improved efficiency.

An IGP network is built to transport unicast traffic. Traditionally, transporting multicast traffic relies on a protocol independent mechanism and a different protocol, i.e. PIM [RFC4601] [RFC5015]. The PIM protocol builds on top of IGP network and maintains its own states, which results longer convergence time for multicast traffic.

Data Center infrastructure and advanced systems for cloud applications are looking for an IGP network to transport both unicast and multicast packets in a simpler and more efficient way than use of a separate protocol beyond IGP protocol. (see Section 1.1 for motivation)

This draft proposes the architecture and algorithms for an IGP based multicast transport. The architecture and algorithms automatically build a bi-directional distribution tree and pruned bi-directional tree for a multicast group without use of PIM. IGP protocol extension for this architecture is addressed in the [ISEXT].

1.1. Motivation

Network-as-a-service technically can be achieved by decoupling network IP space from service IP space as with a VxLAN [RFC7348] based network overlay. Decoupling network IP space from service IP address space also provides network agility and programmability to applications in a Data Center environment. To support all service applications, such IP network fabric must support both unicast and multicast. If network IP space is decoupled from service IP space, the network itself no longer needs manual configuration; automatically forming an IP network fabric can be done. The resulting "plug and play" can greatly simplify network operation.

With the goal of automation in forming a network fabric and support of any type of forwarding behavior the service applications require, IGP protocol should be extended to support:
1. Network formation

2. Multi destination distribution tree computation

Using external PIM prohibits the "automatic" nature requirement and results a longer convergence time of multicast transport than unicast transport because the convergence time for PIM is added to the basic IGP unicast route convergence time.

IGP based multicast reduces the number of protocols, states, and convergence time for multicast, which means a simpler underlay IP network that supports both unicast and multicast transport.

1.2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

2. IGP Architecture for Multicast Transport

An IGP multicast domain defined in this document contains edge routers and transit routers. Multicast source(s) and receiver(s) in a service space locally attach to edge routers or connect to edge routers through a layer 2 or layer 3 network that belongs to the same service space. When an ingress edge router receives a multicast packet from a multicast source in the service space, it replicates it along a pruned tree in the IGP domain. When an egress edge router receives a multicast packet from the IGP domain, it forwards the packet to the L2 or L3 service network that the receivers on and replicates the packet along the pruned tree in the domain. When a transit router receives a multicast packet from another router in the domain, it replicates the packet to its neighbor router(s) in the domain along a pruned tree.

An IGP multicast domain is used to carry L2 or L3 multicast traffic in a service (tenant) space in multi-tenant environment. Upon receiving a multicast packet from a source, the edge router first encapsulates the packet, adds its IP address as the source address and the corresponding underlay multicast IP address as the destination address on the encapsulated packet, then replicates it along a pruned tree. Egress edge router(s) decapsulate the packet before sending toward the receiver(s).

In an IGP multicast domain, each router has a unique IP address and the router IP address is advertised as a host address by IGP protocol. An IGP domain can be an IGP multicast domain if all
routers support the multicast capability described in this document; a subset of an IGP domain can be an IGP multicast domain where only some edge routers and transit routers have IGP multicast capability described in this draft and the draft [ISEXT]. In the case where the IGP multicast domain is subset of an IGP domain, a router in an IGP multicast domain must have at least one adjacency (next hop) to another router that is in the IGP multicast domain, that is, the IGP multicast domain must be connected. Configuring an IP tunnel between two routers in an IGP multicast domain can achieve this. How to configure such tunnel is outside the scope of this document.

In an IGP multicast domain, a default distribution tree is established automatically (see Section of 3.1). Operators may configure other distribution trees with different priorities in the domain as well and specify the associated multicast groups carried by these configured trees. By default, all the multicast groups use the default distribution tree.

The distribution tree computation algorithm is described in Section 3.2. The tree pruning for a particular multicast group is described in Section 3.3. Section 3.4 describes multiple trees to support one multicast group. Section 4 describes router forwarding procedures.

3. Computation Algorithms in IGP Multicast Domain

3.1. Automatic Tree Root Node Selection

By default the tree root is the router with the largest magnitude Router ID, considering the Router ID, i.e. router IPv4 address, to be an unsigned integer. Note that the algorithms in following sections use Router ID for router identifier, i.e. unique IP address assigned to a router in a IGP multicast domain.

Operators may configure a default tree root node (based on the topology) that takes precedence over the default tree root auto-calculated. This configured tree root node would advertise its IP address as the default tree root for all multicast groups that are not assigned to a distribution tree in a IGP multicast domain.

3.2. Distribution Tree Computation

The Distribution Tree Computation Algorithm uses the existing IGP Link State Database (LSDB). Based on the LSDB and shortest path algorithm, all routers in an IGP multicast domain calculate the distribution tree that has the default tree root node and reaches all the edge routers.
If an operator configures other distribution tree roots on other routers, the operator specifies what multicast groups use those trees and the tree root routers will advertise themselves as the tree root for those multicast groups by use of the new RTADDR TLV [ISEXT]. All routers in the domain will track the tree root nodes and calculate the path toward each configured tree root node by using the shortest path algorithm, which form multiple distribute trees.

It is important that all the routers calculate the identical branches in a distribution tree in an IGP multicast domain. Section 3.2.1 and 3.3.2 specifies the tiebreaking rules for parent router selection in case of equal-cost path and for the link selection in case of multiple local links. Because link costs can be asymmetric, it is important for all tree construction calculations to use the cost towards the root.

3.2.1. Parent Selection

When there are equal costs from a potential child router to more than one possible parent router, all routers need to use the same tiebreakers. It is desirable to allow splitting traffic on as many links as possible in such situations when multiple distribution trees presents. This document uses the following tiebreaker rules:

If there are k distribution trees in the domain, when each router computes these trees, the k trees calculated are ordered and numbered from 0 to k-1 in ascending order according by root IP addresses.

The tiebreaker rule is: when building the tree number j, remember all possible equal cost parents for router N. After calculating the entire "tree" (actually, directed graph), for each router N, if N has "p" parents, then order the parents in ascending order according to the 7-octet IS-IS System ID considered as an unsigned integer, and number them starting at zero. For tree j, choose N's parent as choice (j-1) mod p.

3.2.2. Parallel Local Link Selection

If there are parallel point-to-point links between two routers, say R1 and R2, these parallel links would be visible to R1 and R2, but not to other routers. If this bundle of parallel links is included in a tree, it is important for R1 and R2 to decide which link to use; if the R1-R2 link is the branch for multiple trees, it is desirable to split traffic over as many links as possible. However the local link selection for a tree is irrelevant to other Routers.
Therefore, the tiebreaking algorithm need not be visible to any Routers other than R1 and R2.

When there are L parallel links between R1 and R2 and they both are on K trees. L links are ordered from 0 to L-1 in ascending order of Circuit ID as associated with the adjacency by the router with the highest System ID, and K trees are ordered from 0 to K-1 in ascending order of root IP addresses. The tiebreaker rule is: for tree k, select the link as choice k mod L.

Note that if multiple distribution trees are configured in a domain or on a router, better load balance among parallel links through the tie-breaking algorithm can be achieved. Otherwise, if there is only one tree is configured, then only one link in parallel links can be used for the corresponding distribution tree. However, calculating and maintaining many trees is resource consuming. Operators need to balance between two.

Another alternative is to use a lower level link aggregation protocol, such as [802.1AX-2011] on the parallel point-to-point links between R1 and R2. They will then appear to be a single link to the IGP and it will be the link aggregation protocol that spreads traffic across the actual lower level parallel links.

3.3. Multiple Distribute Trees for a Multicast Group

It is possible that a multicast group is associated with multiple trees that may have the same or different priority. When a multicast group associates with more than one tree, all routers have to select the same tree for the group. The tiebreaker rules specified in PIM [RFC4601] are used here. They are:

- Perform longest match on group-range to get a list of trees.
- Select the tree with highest priority.
- If only one tree with the highest priority, select the tree for the group-range.
- If multiple trees are with the highest priority, use the PIM hash function to choose one. PIM hash function is described in section 4.1.1 in RFC 4601 [RFC4601].

3.4. Pruning a Distribution Tree for a Group

Routers prune the distribution tree for each associated multicast group, i.e. eliminating branches that have no potential downstream
receivers. Multi-destination packets SHOULD only be forwarded on branches that are not pruned. The assumption here is that a multicast source is also a multicast receiver but a multicast receiver may not be a multicast source.

All routers in the domain receive LSP messages with GRADD-TLV [RFC7176] from the edge routers, which indicate which multicast group that an edge router is the receiver. According that, the routers prune the corresponding distribution tree for each multicast group and maintain a list of adjacency interfaces that are on the pruned tree for a multicast group. Among these interfaces, one interface will be toward the tree-root router (unless the router is the root) and zero or more interfaces will be toward some edge routers.

4. Router Forwarding Procedures

4.1. Packet Forwarding Along a Pruned Distribution Tree

Forwarding a multi-destination packet follows the pruned tree for the group that the packet belongs to. It is done as follows.

- If the router receives a multi-destination packet with group IP address that does not associated with any configured tree, the packet MUST be considered associated with the default tree.

- Else check if the link that the packet arrives on is one of the ports in the pruned distribution tree. If not, the packet MUST be dropped.

- Else optionally perform RPF checking (section 4.4). If the check is performed and it fails, the packet SHOULD be dropped.

- Else the packet is forwarded onto all the adjacency interfaces in the pruned tree for the group except the interface where the packet receive.

4.2. Local Forwarding at Edge Router

Upon receiving a multicast packet, besides forwarding it along the pruned tree, an edge router may also need to forward the packet to the local hosts attached to it. This is referred to as local forwarding in this document. Local forwarding table and multicast forwarding table in IGP domain should be stitched at each edge router. Local forwarding table can be generated using IGMP/PIM protocol running in the network between host and the edge router.
The local group database is needed to keep track of the group membership of attached hosts. Each entry in the local group database is a [group, host] pair, which indicates that the attached hosts belonging to the multicast group. When receiving a multicast packet, the edge router forwards the packet to the host that match the [group, host] pair in the local group database.

The local group database is built through the operation of the IGMPv3 [RFC3376]. An edge router sends periodic IGMPv3 Host Membership Queries to attached hosts. Hosts then respond with IGMPv3 Host Membership Reports, one for each multicast group to which they belong. Upon receiving a Host Membership Report for a multicast group A, the router updates its local group database by adding/refreshing the entry [group A, host] pair. If at a later time Reports for Group A cease to be heard from the host, the entry is then deleted from the local group database. The edge router further sends the LSP message with GRADDR TLV to inform other routers about the group memberships in the local group database.

4.2.1. Overlay Multicast Transport

An IGP multicast domain may be used to carry overlay multicast traffic. [RFC7365] There are two architecture scenarios:

1) IGP multicast domain edge router separates with overlay network edge device [RFC7365]. Before multicast traffic is forwarded, Overlay network should trigger underlay multicast domain to construct multicast tree using IGMP protocol in beforehand. Group address in the protocol is underlay multicast group address. Outer layer traffic encapsulation is performed on the overlay network edge device, IGP multicast domain acts as pure underlay network.

2) IGP multicast domain edge router collapses with overlay network edge device. Before multicast traffic is forwarded, local connecting host should trigger underlay multicast domain to construct multicast tree using IGMP like protocol beforehand. Group address in the protocol is overlay multicast group address, edge router should map the group address into underlay multicast group address.

The IGP multicast domain can support both scenarios. To carry overlay multicast traffic, a (designated) edge router (see Section below on Multi-Homing Access) further necessarily maintains the mapping between an overlay multicast group and a underlying multicast group, and performs packet encapsulation/descapsulation upon receiving a packet from a host or the underlay IGP network. Mapping between an overlay multicast group and a underlay multicast group can be manually configured, automatically generated by an
algorithm at a (designated) edge router. The same edge router MUST be selected as the Designated Forwarder for the overlay multicast group and underlying multicast group that are associated. If multiple overlay multicast groups attach to same edge router sets, these overlay multicast groups can be mapped to the same underlying multicast group to reduce underlay network multicast forwarding table size on each router. The mapping method is beyond the scope of this document.

4.3. Multi-homing Access Through Active-active MC-LAG

A multicast group receiver may attach to multiple edge routers through an active-active MC-LAG [802.1AX-2011] to enhance reliability.

When a remote edge router ingresses a multicast packet w/ multicast group address from local multicast source, if all egress routers in an MC-LAG forward the packet to the local host (receiver), the host will receive multiple copies of the multicast frame from the remote multicast source. To avoid duplicated packets received from the IGP domain to a local network, a Designated Forwarder (DF) mechanism is required. All the edge routers associated to a same MC-LAG use the same algorithm to select one DF edge router for a multicast group. Each MC-LAG should be assigned with a unique MC-LAG identifier in an IGP multicast domain, which may be manually configured or automatically provisioned. When an edge router in a MC-LAG receives a multicast group receiver joining message using IGMP/PIM like protocols, it announces its self MC-LAG ID and the multicast group correspondence to other routers in its IGP LSP. After network state reaches steady state, all edge routers in a MC-LAG elect the same router as DF for each multicast group. Upon receiving a multicast packet from the domain, only the DF edge router will forward the packet towards the receiver. All non-DF edge routers do not forward the packet towards the receiver.

All edge routers, including DF and non-DF, can ingress the traffic to IGP domain as usual. DF and non-DF state has influence only on the egress multicast traffic forwarding process.

If a multicast group source host attaches to multiple edge routers through an active-active MC-LAG, loop prevention, i.e. the packet sent by source host loops back to the source host via the edge routers in a MC-LAG, is necessary. The solutions for two scenarios are described below.
When the multicast IGP domain edge routers separate with overlay network edge devices that carry overlay network traffic, these routers don’t replace traffic source IP address when they inject the traffic into IGP domain. In this case, edge routers should acquire multicast source IP address in beforehand using a mechanism like IGMPv3 explicit tracking, and then the source IP addresses are synchronized among each edge routers in same MC-LAG. Then same split-horizon mechanism described in the above section can be used.

When the multicast IGP domain edge routers collapse with overlay network edge devices, the edge router connecting to multicast source performs multicast encapsulation when it injects local multicast traffic into the IGP domain, source IP is the edge router’s IP. Each edge router tracks the IP address(es) associated with the other edge router(s) with which it has shared MC-LAG. When the edge router receives a packet from an IGP domain, it examines the source IP address and filters out the packet on all local interfaces in the same MC-LAG. With this approach, local bias forwarding is required on the ingress edge router. It performs replication locally to all directly attached receivers no matter DF or non-DF state of the out interface connecting to each receiver.

4.4. Reverse Path Forwarding Check (RPFC)

The routing transients resulting from topology changes can cause temporary transient loops in distribution trees. If no precautions are taken, and there are fork points in such loops, it is possible for multiple copies of a packet to be forwarded. If this is a problem for a particular use, a Reverse Path Forwarding Check (RPFC) may be implemented.

In this case, the RPFC works by a router determining for each port, based on the source and destination IP address of a multicast packet, whether the port is a port that router expects to receive such a packet. In other words, is there an edge router with reachability to the source IP address such that, starting at that router and using the tree indicated by the destination IP address, the packet would have arrived at the port in question. If so, it is further distributed. If not, it is discarded. An RPFC can be implemented at some routers and not at others.
5. Security Considerations

To come in future version

6. IANA Considerations

This document does not request any IANA action.
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