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Abst ract

Thi s docunent presents advice on certain routing-related design

choi ces that arise when designing | Pv6 networks (both dual -stack and
I Pv6-only). The intended audience is someone designing an | Pv6
networ k who i s know edgeabl e about best current practices around |Pv4
net wor k design, and wi shes to learn the correspondi ng practices for

| Pv6.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on May 17, 2017
Copyright Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
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Thi s docunent di scusses routing-related design choices that arise
when designing an | Pv6-only or dual -stack network. The focus is on
choi ces that do not cone up when designing an | Pv4-only network. The
docunent presents each choice and the alternatives, and then
di scusses the pros and cons of the alternatives in detail
consensus currently exists around the best practice, this is

docunent ed;
state of the discussion.

t he

Wher e

otherw se the docunent sinply sumari zes the current
Thus this docunent serves to both docunent

reasoni ng behind best current practices for I1Pv6, and to allow a
designer to make an informed choi ce where no such consensus exists.

The design choices presented apply to both Service Provider and

Enterpri se network environnents.

Wher e choi ces have sel ection

criteria which differ between the Service Provider and the Enterprise
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environnment, this is noted. The designer is encouraged to ensure
that they famliarize thenmselves with any of the discussed
technol ogies to ensure the best selection is nade for their

envi ronnent.

Thi s docunent does not present advice on strategies for adding | Pv6
to a network, nor does it discuss transition in these areas, see

[ RFC6180] for general advice, [ RFC6782] for wireline service

provi ders, [RFC6342]for nobile network providers, [RFC5963] for
exchange poi nt operators, [RFC6883] for content providers, and both
[ RFC4852] and [RFC7381] for enterprises. Nor does this docunent

di scuss the particulars of creating an | Pv6 addressing plan; for
advice in this area, see [ RFC5375] or [v6-addressing-plan]. The
docunent focuses on unicast routing design only and does not cover
mul ti cast or the issues involved in running MPLS over |Pv6 transport

Section 2 presents and di scusses a nunber of design choices.
Section 3 discusses sone general thenes that run through these
choi ces.

2. Design Choices

Each subsection bel ow presents a design choice and discusses the pros

and cons of the various options. |f there is consensus in the
industry for a particular option, then the consensus position is
not ed.

2.1. Addresses

This section discusses the choice of addresses for router |oopbacks
and |inks between routers. |t does not cover the choice of addresses
for end hosts.

In IPv6, an interface is always assigned a Link-Local Address (LLA)

[ RFC4291]. The link-1ocal address can only be used for comunicating
with devices that are on-l1ink, so often one or nore additiona
addresses are assigned which are able to conmunicate off-link. This
addi ti onal address or addresses can be one of three types:

0 Provider-1ndependent d obal Unicast Address (Pl GUA): |Pv6 address
al l ocated by a regional address registry [ RFC4291]

o Provider-Aggregatable d obal Unicast Address (PA GUA): | Pv6
Address allocated by your upstream service provider

0 Unique Local Address (ULA): |Pv6 address |ocally assigned
[ RFC4193]
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Thi s docunment uses the term"nulti-hop address"” to collectively refer
to these three types of addresses.

Pl GUAs are, for many situations, the nost flexible of these choices.
Their nmain di sadvantages are that a regional address registry wll
only allocate themto organi zations that nmeet certain qualifications,
and one nust pay an annual fee. These di sadvantages nean that many
smal | er organi zation may not qualify or be willing to pay for these
addr esses.

PA GUAs have the advantage that they are usually provided at no extra
charge when you contract with an upstream provider. However, they
have t he di sadvantage that, when swi tching upstream providers, one
must give back the old addresses and get new addresses fromthe new
provi der ("renunbering”). Though |IPv6 has nechani sns to make
renunbering easier than | Pv4, these techniques are not generally
applicable to routers and renunbering is still fairly hard [ RFC5887]

[ RFC6879] [RFC7010] . PA GUAs al so have the disadvantage that it is
not easy to have nultiple upstreamproviders ("multi-homng") if they
are used (see "Ingress Filtering Problenmt in [ RFC5220] ).

ULAs have the advantage that they are extrenely easy to obtain and
cost nothing. However, they have the di sadvantage that they cannot
be routed on the Internet, so nust be used only within a limted
scope. |In many situations, this is not a problem but in certain
situations this can be problematic. Though there is currently no
docunent that describes these situations, many of themare simlar to
those described in [ RFC6752]. See al so

[I-D.ietf-v6ops-ul a-usage-recomendati ons].

Not discussed in this docunment is the possibility of using the
technol ogy described in [ RFC6296] to work around some of the
limtations of PA GUAs and ULAs.

2.1.1. \ere to Use Addresses
As mentioned above, all interfaces in |IPv6 always have a |ink-Ioca
address. This section addresses the question of when and where to
assign nmulti-hop addresses in addition to the LLA. W consider four
options:
a. Use only link-local addresses on all router interfaces.

b. Assign multi-hop addresses to all link interfaces on each router,
and use only a link-1ocal address on the | oopback interfaces.

c. Assign nmulti-hop addresses to the | oopback interface on each
router, and use only a link-local address on all link interfaces.
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d. Assign nmulti-hop addresses to both Iink and | oopback interfaces
on each router.

Option (a) neans that the router cannot be reached (ping, nmanagenent,
etc.) fromfarther than one-hop away. The authors are not aware of
anyone using this option.

Option (b) nmeans that the | oopback interfaces are effectively

usel ess, since |ink-local addresses cannot be used for the purposes
that | oopback interfaces are usually used for. So option (b)
degenerates into option (d).

Thus the real choice comes down to option (c) vs. option (d).

Option (c) has two advantages over option (d). The first advantage
is ease of configuration. In a network with a | arge nunber of |inks,
the operator can just assign one nulti-hop address to each router and
then enable the I GP, without going through the tedious process of
assigning and tracking the addresses on each link. The second
advantage is security. Since packets with link-local addresses
cannot be should not be routed, it is very difficult to attack the
associ ated nodes froman off-link device. This inplies |ess effort
around nmai ntaining security ACLs.

Countering these advantages are various di sadvantages to option (c)
conmpared with option (d):

0o It is not possible to ping a link-local-only interface froma
device that is not directly attached to the link. Thus, to
troubl eshoot, one nust typically log into a device that is
directly attached to the device in question, and execute the ping
fromthere.

0 A traceroute passing over the link-local-only interface wll
return the | oopback address of the router, rather than the address
of the interface itself.

0 |In cases of parallel point to point links it is difficult to
determ ne which of the parallel |inks was taken when attenpting to
troubl eshoot unl ess one sends packets directly between the two
attached link-locals on the specific interfaces. Since nany
net work probl ems behave differently for traffic to/froma router
than for traffic through the router(s) in question, this can pose
a significant hurdle to sonme troubl eshooting scenari os.

0 On sone routers, by default the |ink-layer address of the

interface is derived fromthe MAC address assigned to interface.
When this is done, swapping out the interface hardware (e.g.
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interface card) will cause the link-layer address to change. In
some cases (peering config, ACLs, etc) this may require additiona
changes. However, many devices allow the |ink-1layer address of an
interface to be explicitly configured, which avoids this issue.
This probl em shoul d fade away over tine as nore and nore routers
select interface identifiers according to the rules in [RFC7217].

0 The practice of naming router interfaces using DNS nanes is
difficult and not reconmended when using link-locals only. NMore
generally, it is not reconmended to put |ink-local addresses into
DNS; see [RFC4472].

o It is often not possible to identify the interface or link (in a
dat abase, email, etc) by giving just its address wi thout also
specifying the Iink in sone manner

It should be noted that it is quite possible for the sane |link-loca
address to be assigned to nultiple interfaces. This can happen
because the MAC address is duplicated (due to nmanufacturing process
defaults or the use of virtualization), because a device deliberately
re-uses automatically-assigned |ink-local addresses on different

I inks, or because an operator manually assigns the sane easy-to-type
link-1ocal address to nmultiple interfaces. All these are allowed in
I Pv6 as long as the addresses are used on different |inks.

For nore discussion on the pros and cons, see [RFC7404]. See al so
[ RFC5375] for |1Pv6 unicast address assignnent considerations.

Today, nost operators use option (d).
2.1.2. Wich Addresses to Use

Havi ng consi dered above whether or not to use a "nulti-hop address”
we now consi der which of the addresses to use.

When sel ecting between these three "multi-hop address" types, one
needs to consider exactly how they will be used. An inportant
consideration is how Internet traffic is carried across the core of
the network. There are two main options: (1) the classic approach
where Internet traffic is carried as unlabel ed traffic hop-by-hop
across the network, and (2) the nore recent approach where Internet
traffic is carried inside an MPLS LSP (typically as part of a L3
VPN)

Under the cl assic approach

o Pl GUAs are a very reasonable choice, if they are avail able.
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o0 PA GQUAs suffer fromthe "nust renunber" and "difficult to nmulti-
hone" probl ens nentioned above.

0 ULAs suffer fromthe "may be probl ematic" issues described above.
Under the MPLS approach
0 PA GUAs are a reasonable choice, if they are avail abl e.

0o PA GQUAs suffer fromthe "nust renunber” problem but the
"difficult to nmulti-hone" problem does not apply.

0 ULAs are a reasonable choice, since (unlike in the classic
approach) these addresses are not visible to the Internet, so the
probl emati c cases do not occur

Interfaces
1. Mx IPv4 and | Pv6 on the Sane Layer-3 Interface?

If a network is going to carry both IPv4 and I Pv6 traffic, as many
networ ks do today, then a question arises: Should an operator nix
IPv4 and I Pv6 traffic or keep them separated? Mre specifically,
shoul d t he desi gn:

a. Mx IPv4d and IPv6 traffic on the sanme |layer-3 interface, OR

b. Separate IPv4 and | Pv6 by using separate interfaces (e.g., two
physical links or two VLANs on the sanme |ink)?

Option (a) inplies a single layer-3 interface at each end of the
connection with both I Pv4 and | Pv6 addresses; while option (b)
inplies two |ayer-3 interfaces at each end, one for |Pv4 addresses
and one with | Pv6 addresses.

The advant ages of option (a) include:

0 Requires only half as many layer 3 interfaces as option (b), thus
provi di ng better scaling;

o My require fewer physical ports, thus saving noney and
sinplifying operations;

0 Can make the QoS inpl enentati on nuch easier (for exanple, rate-
limting the conbined IPv4 and IPv6 traffic to or froma
cust oner) ;
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0 Wirks well in practice, as any increase in IPv6 traffic is usually
count er-bal anced by a correspondi ng decrease in IPv4 traffic to or
fromthe sane host (ignoring the comon pattern of an overal
increase in Internet usage);

0 And is generally conceptual ly sinpler.

For these reasons, there is a relatively strong consensus in the
operator community that option (a) is the preferred way to go. Most
net wor ks today use option (a) wherever possible.

However, there can be tinmes when option (b) is the pragmatic choice.
Most comonly, option (b) is used to work around linmitations in
networ k equi pnrent. One big exanple is the generally poor |evel of
support today for individual statistics on IPv4 traffic vs |IPv6
traffic when option (a) is used. Oher, device-specific, limtations
exist as well. It is expected that these linmtations will go away as
support for I1Pv6 natures, making option (b) less and less attractive
until the day that IPv4 is finally turned off.

2.3. Static Routes
2.3.1. Link-Local Next-Hop in a Static Route?

For the nost part, the use of static routes in IPv6 parallels their
use in IPv4. There is, however, one exception, which revolves around
the choice of next-hop address in the static route. Specifically,
shoul d an operator:

a. Use the far-end’s |ink-local address as the next-hop address, OR
b. Use the far-end’'s GUA/ ULA address as the next-hop address?

Recal| that the 1 Pv6 specs for OSPF [ RFC5340] and | SIS [ RFC5308]
dictate that they always use link-locals for next-hop addresses. For
static routes, [RFC4861] section 8 says:

A router MJST be able to determne the link-local address for each
of its neighboring routers in order to ensure that the target
address in a Redirect nessage identifies the nei ghbor router by
its link-local address. For static routing, this requirenent
implies that the next-hop router’s address shoul d be specified
using the link-local address of the router

This inplies that using a GUA or ULA as the next hop will prevent a
router from sendi ng Redirect nessages for packets that "hit" this
static route. Al this argues for using a link-local as the next-hop
address in a static route.
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However, there are two cases where using a link-1ocal address as the
next-hop clearly does not work. One is when the static route is an
indirect (or multi-hop) static route. The second is when the static
route is redistributed into another routing protocol. In these
cases, the above text from RFC 4861 notwi t hstanding, either a GUA or
ULA nust be used.

Furt hermore, many network operators are concerned about the
dependency of the default |ink-1ocal address on an underlying MAC
address, as described in the previous section

Today nost operators use GUAs as next-hop addresses.
2.4. 1GPs
2.4.1. | GP Choice

One of the main decisions for a network operator |ooking to depl oy

I Pv6 is the choice of IGP (Interior Gateway Protocol) within the
network. The main options are OSPF, 1S-1S and EIGRP. RIPng is

anot her option, but very few networks run RIP in the core these days,
so it is covered in a separate section bel ow

OSPF [ RFC2328] [RFC5340] and IS-1S [ RFC5120] [ RFC5120] are both
standardi zed |link-state protocols. Both protocols are widely
supported by vendors, and both are wi dely depl oyed. By contrast,

El GRP [ RFC7868] is a Cisco proprietary distance-vector protocol
EIGRP is rarely depl oyed in service-provider networks, but is quite
common in enterprise networks, which is why it is discussed here.

It is out of scope for this docunent to describe all the differences
between the three protocols; the interested reader can find books and
websites that go into the differences in quite a bit of detail

Rat her, this docunent sinply highlights a few differences that can be
i mportant to consider when designing | Pv6 or dual -stack networKks.

Versions: There are two versions of OSPF: OSPFv2 and OSPFv3. The two
versi ons share many concepts, are configured in a simlar nmanner and
seemvery sinmlar to nost casual users, but have very different
packet formats and other "under the hood" differences. The nost
important difference is that GSPFv2 will only route IPv4, while
OSPFv3 will route both IPv4 and | Pv6 (see [ RFC5838]). OSPFv2 was by
far the nost widely depl oyed version of OSPF when this docunent was
published. By contrast, both IS-1S and El GRP have just a single
version, which can route both I Pv4 and | Pv6.

Transport. |S-1S runs over layer 2 (e.g. Ethernet). This neans
that the functioning of IS-1S has no dependencies on the IP layer: if
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there is a problemat the IP |layer (e.g. bad addresses), two routers
can still exchange IS-1S packets. By contrast, OSPF and EI GRP both
run over the IP layer. This nmeans that the I P | ayer nust be
configured and worki ng CSPF or ElI GRP packets to be exchanged between
routers. For EIGRP, the dependency on the IP |ayer is sinple: EIGRP
for 1Pv4 runs over |1Pv4, while EIGRP for |Pv6 runs over |Pv6. For
OSPF, the story is nore conplex: OSPFv2 runs over |Pv4, but OSPFv3
can run over either IPv4d or IPv6. Thus it is possible to route both
I Pv4 and 1 Pv6 with OSPFv3 running over IPv6 or with OSPFv3 running
over |Pv4. This nmeans that there are nunber of choices for howto
run OSPF in a dual -stack network

0 Use OSPFv2 for routing | Pv4 , and OSPFv3 running over |Pv6 for
routing I Pv6, OR

0 Use OSPFv3 running over IPv6 for routing both IPv4 and | Pv6, OR
0 Use OSPFv3 running over |IPv4 for routing both | Pv4 and | Pv6.

Summari zati on and MPLS: For npst casual users, the three protocols
are fairly simlar in what they can do, with two glaring exceptions:
summari zation and MPLS. For sunmari zation, both OSPF and I S-1S have
the concept of sunmmarizati on between areas, but the two area concepts
are quite different, and an area design that works for one protocol
will usually not work for the other. EIGRP has no area concept, but
has the ability to summarize at any router. Thus a | arge network
will typically have a very different OSPF, 1S-1S and El GRP desi gns
which is inportant to keep in mnd if you are planning on using one
protocol to route IPv4 and a different protocol for IPv6. The other
difference is that OSPF and 1S-1S both support RSVP-TE, a wi del y-used
MPLS signaling protocol, while EIGRP does not: this is due to OSPF
and 1S-1S both being link-state protocols while EIGRP is a di stance-
vector protocol.

The tabl e bel ow sets out possible conbinations of protocols to route
both I Pv4 and | Pv6, and nekes sone observations on each conbi nation
Here "ElI GRP-v4" neans "EICGRP for IPv4" and simlarly for "ElGRP-v6"
For OSPFv3, it is possible to run it over either IPv4 or IPv6; this
is not indicated in the table.
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e e . T I +
| 1GP for | IGP for | Prot ocol | Simlar | Mul tiple |
| | Pv4 | | Pv6 | separation | configuration | Known |
[ [ [ [ possi bl e | Deploynents |
. . . e . +
I I I I I I
N T N T . S T +
| OsPFv2 | OSPFv3 | YES [ YES [ YES (8) [
S S o m e e e oo - S [ +
| OsPFv2 | IS1S | YES [ - [ YES (3) [
. . . S . +
| OSPFv2 | EIGRP-v6 | YES | - | - |
N T N T . S T +
| OSPFv3 | OSPFv3 | NO [ YES [ - [
S S o m e e e oo - S [ +
| OSPFv3 | ISI1S | YES [ - [ - [
. . . S . +
| OSPFv3 | EIGRP-v6 | YES | - | - |
N T N T . S T +
| 1SIS | OSPFv3 | YES [ - [ YES (2) [
S S o m e e e oo - S [ +
| ISIS | IS1S | - [ YES [ YES (12) [
. . . S . +
| 1S-1S | EIGRP-v6 | YES | - | - |
N T N T . S T +
| EIGRP-v4 | OSPFv3 | YES [ - [ ? (1) [
S S o m e e e oo - S [ +
| EIGRP-v4 | IS1S | YES [ - [ - [
. . . S . +
| EIGRP-v4 | ElGRP-V6 | - | YES | ? (2) |
N T N T . S . +

In the colum "Miltiple Known Deploynents”, a YES indicates that a
significant nunber of production networks run this conbination, wth
t he nunber of such networks indicated in parentheses follow ng, while
a "?" indicates that the authors are only aware of one or two snmall
networks that run this conbination. Data for this colum was
gathered froman informal poll of operators on a nunber of mailing
lists. This poll was not intended to be a thorough scientific study
of I GP choices, but to provide a snapshot of known operator choices
at the tine of witing (Md-2015) for successful production dua
stack network deployments. There were twenty six (26) network

i npl ementations represented by 17 respondents. Sone respondents
provi ded information on nore then one network or network depl oynment.
Due to privacy considerations, the networks’ represented and
respondents are not listed in this docunent.
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A nunber of conbinations are marked as offering "Protoco

separation". These options use a different 1 GP protocol for |Pv4 vs
IPv6. Wth these options, a problemw th routing I1Pv6 is unlikely to
affect 1 Pv4 or visa-versa. Sone operator nmay consider this as a
benefit when first introducing dual stack capabilities or for ongoing
techni cal reasons

Three conbi nations are marked "Simlar configuration possible". This
means it is possible (but not required) to use very simlar |IGP
configuration for IPv4 and | Pv6: for exanple, the sane area
boundari es, area nunbering, link costing, etc. |f you are happy with
your | Pv4 | GP design, then this will likely be a consideration. By
contrast, the options that use, for exanple, IS-IS for one IP version
and OSPF for the other version will require considerably different
configuration, and will also require the operations staff to become
famliar with the difference between the two protocols.

It should be noted that a nunber of |ISPs have run OSPF as their |Pv4
IGP for quite a few years, but have selected 1S-1S as their IPv6 | GP
However, there are very few (none?) that have made the reverse
choice. This is, in part, because routers generally support nore
nodes in an IS-1S area than in the correspondi ng CSPF area, and
because 1S-1S is seen as nore secure because it runs at |ayer 2

2.4.2. 1S-1S Topol ogy Mde
When |S-1Sis used to route both IPv4 and I Pv6, then there is an
addi tional choice of whether to run IS-1S in single-topology or
mul ti-topol ogy node.
Wth single-topol ogy node (al so known as Native node) [RFC5308]:
0 IS IS keeps a single link-state database for both I Pv4 and | Pv6.

0 There is a single set of link costs which apply to both IPv4 and

| Pv6.
o Al links in the network must support both IPv4 and | Pv6, as the
cal cul ation of routes does not take this into account. |f sone

I inks do not support I1Pv6 (or IPv4), then packets nmay get routed
across |links where support is |acking and get dropped. This can
cause problens if some network devices do not support |Pv6 (or

| Pv4).

o It is also inmportant to keep the previous point in mnd when
addi ng or renoving support for either |1Pv4 or |Pv6.

Wth multi-topol ogy node [ RFC5120]:
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0 |S-IS keeps two |ink-state databases, one for |1 Pv4 and one for
| Pv6.

o0 |Pv4 and 1 Pv6 can have separate link netrics. Note that nost
i mpl ementations today require separate link netrics: a nunber of
operators have rudely discovered that they have forgotten to
configure the IPv6 metric until sonetine after deploying IPv6 in
mul ti-topol ogy node!

o0 Sone links can be |IPv4-only, sonme |Pv6-only, and sone dual -stack
Routes to I Pv4 and | Pv6 addresses are conputed separately and nmay
take different paths even if the addresses are | ocated on the sane
renot e device

0 The previous point may hel p when addi ng or renoving support for
either 1 Pv4 or |Pv6.

In the informal poll of operators, out of 12 production networks that
ran IS-1S for both I Pv4 and | Pv6, 6 used single topology node, 4 used
mul ti-topol ogy node, and 2 did not specify. One notivation often
cited by then operators for using Single Topol ogy node was because
some device did not support mnulti-topol ogy node.

When asked, many people feel nulti-topology node is superior to
si ngl e-topol ogy node because it provides greater flexibility at
m ni mal extra cost. Never-the-less, as shown by the poll results, a
nunber of operators have used singl e-topol ogy node successfully.

Note that this issue does not come up with OSPF, since there is
not hi ng that corresponds to |IS-1S single-topol ogy node with OSPF.

2.4.3. R P/ R Png

A protocol option not described in the table above is RIP for |Pv4
and RIPng for | Pv6 [ RFC2080]. These are di stance vector protocols
that are alnpst universally considered to be inferior to OSPF, IS-1S,
or EIGRP for general use.

However, there is one specialized use where RRP/RIPng is stil
considered to be appropriate: in star topol ogy networks where a
single core device has lots and lots of |links to edge devices and
each edge device has only a single path back to the core. In such
networ ks, the single path neans that the limtations of RIP/RIPng are
nmostly not relevant and the very |ight-weight nature of Rl P/RI Png
gives it an advantage over the other protocols nmentioned above. One
concrete exanple of this scenario is the use of R P/ Rl Png between
cabl e nodens and the CMIS
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2.5. BCGP

2.5.1. Wich Transport for Wich Routes?

BGP these days is nmulti-protocol. It can carry routes of nany
different types, or nore precisely, many different AFI/ SAFI
conmbi nations. It can also carry routes when the BGP session, or nore

accurately the underlying TCP connection, runs over either |Pv4 or

I Pv6 (here referred to as either "IPv4 transport™ or "IPv6
transport”). Gven this flexibility, one of the biggest questions
when depl oying BGP in a dual-stack network is the question of which
route types should be carried over sessions using |Pv4 transport and
whi ch shoul d be carried over sessions using |Pv6 transport.

This section discusses this question for the three nost-conmonl y-used
SAFI val ues: unl abeled (SAFI 1), |abeled (SAFI 4) and VPN (SAFI 128).
Though we do not explicitly discuss other SAFI val ues, nmany of the
comrents here can be applied to the other val ues.

Consi der the follow ng table:
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T Fommemeeeas T +
| Route Family | Transport | Comments |
S Fom e e e e - - o e e e e e e e e e e m o +
I I I I
S N S +
| Unlabeled | Pv4 | | Pv4 | Works well [
S Fommemeeeas e +
| Unlabeled I Pv4 | | Pv6 | Next-hop |
S Fom e e e e - - o e e e e e e e e e e m o +
| Unl abel ed | Pv6 | | Pv4 | Next-hop [
S N S +
| Unlabeled | Pv6 | | Pv6 | Works well |
S Fommemeeeas e +
I I I I
S Fom e e e e - - o e e e e e e e e e e m o +
| Labeled IPv4 | | Pv4 | Works wel | [
S N S +
| Labeled IPv4 | | Pv6 | Next-hop |
S Fommemeeeas e +
| Labeled IPv6 | | Pv4 | (6PE) Works well |
S Fom e e e e - - o e e e e e e e e e e m o +
| Labeled IPv6 | | Pv6 | Next-hop or MPLS over |Pv6

S N S +
I I I I
S Fommemeeeas e +
[ VPN | Pv4 [ IPvd | Works well [
S Fom e e e e - - o e e e e e e e e e e m o +
[ VPN | Pv4 [ | Pv6 | Next-hop [
S N S +
| VPN | Pv6 | IPv4 | (BVPE) Works wel |
S Fommemeeeas e +
| VPN | Pv6 | | Pv6 | Next-hop or MPLS over |Pv6

S Fom e e e e - - o e e e e e e e e e e m o +

The first colum in this table lists various route fanilies, where
"unl abel ed" nmeans SAFI 1, "l abel ed" nmeans the routes carry an MPLS
| abel (SAFI 4, see [RFC3107]), and "VPN' neans the routes are
normal |y associated with a layer-3 VPN (SAFl 128, see [ RFC4364]).
The second colum lists the protocol used to transport the BGP
session, frequently specified by giving either an I Pv4 or |Pv6
address in the "nei ghbor" statenent.

The third colum coments on the conbination in the first two
col ums:

o For conbinations nmarked "Works well", these conbinations are
standardi zed, wi dely supported and wi dely depl oyed.
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o For conbi nati ons marked "Next-hop", these conbi nati ons are not
standardi zed and are | ess-w dely supported. These conbinations
all have the "next-hop m smatch" problem the transported route
needs a next-hop address fromthe other address fanily than the
transport address (for exanple, an |IPv4 route needs an | Pv4 next-
hop, even when transported over |IPv6). Some vendors have
i mpl ement ed ways to solve this problemfor specific conbinations,
but for conbinati ons marked "next-hop", these solutions have not
been standardi zed (cf. 6PE and 6VPE, where the solution has been
st andar di zed).

o For conbinations nmarked as "Next-hop or MPLS over |Pv6", these
combi nations either require a non-standard solution to the next-
hop problem or require MPLS over IPv6. At the time of witing,
MPLS over IPv6 is not wi dely supported or depl oyed.

Also, it is inportant to note that changing the set of address
famlies being carried over a BGP session requires the BGP session to
be reset (unless sonething like [I-D.ietf-idr-dynamnic-cap] or
[I-D.ietf-idr-bgp-multisession] is in use). This is generally nore
of an issue with eBGP sessions than i BGP sessions: for iBGP sessions
it is common practice for a router to have two i BGP sessions, one to
each nenber of a route reflector pair, so one can change the set of
address fanm lies on first one of the sessions and then the other.

The followi ng subsections discuss specific conbinations in nore
detail .

2.5.1.1. BGP Sessions for Unl abel ed Routes
Unl abel ed routes are comonly carried on eBGP sessions, as well as on
i BGP sessions in networks where Internet traffic is carried unl abel ed
across the network.
In these scenarios, there are three reasonabl e choices:
a. Carry unlabeled IPv4 and | Pv6 routes over |Pv4, OR
b. Carry unlabeled I Pv4 and | Pv6 routes over |Pv6, OR

c. Carry unlabeled IPv4 routes over |Pv4, and unl abel ed | Pv6 routes
over |Pv6

Options (a) and (b) have the advantage that one one BGP session is

required between pairs of routers. However, option (c) is widely
considered to be the best choice. There are several reasons for this
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o It gives a clean separation between IPv4 and | Pv6. This can be
especially useful when first deploying | Pv6 and troubl eshooting
resul ting problens.

0 This avoids the next-hop probl em described above.

0 The status of the routes follows the status of the underlying
transport. If, for exanple, the I1Pv6 data path between the two
BGP speakers fails, then the |1 Pv6 session between the two speakers
will fail and the IPv6 routes will be w thdrawn, which will allow
the traffic to be re-routed el sewhere. By contrast, if the |Pv6
routes were transported over |Pv4, then the failure of the | Pv6
data path might |eave a working | Pv4 data path, so the BGP session
woul d remain up and the | Pv6 routes would not be withdrawn, and
thus the IPv6 traffic would be sent into a black hole.

o It avoids resetting the BGP session when adding IPv6 to an
exi sting session, or when renoving | Pv4 froman existing session

Rarely, there are situations where option (c) is not practical. In
those cases today, nobst operators use option (a), carrying both route
types over a single BGP session.

2.5.1.2. BGP sessions for Labeled or VPN Routes
When carrying | abeled or VPN routes, the only w del y-supported
solution at tine of witing is to carry both route types over |Pv4.
This may change in as MPLS over |Pv6 becones nore widely inplenented.
There are two options when carrying both over |Pv4:

a. Carry all routes over a single BGP session, OR

b. Carry the routes over nultiple BG sessions (e.g. one for VPN
| Pv4 routes and one for VPN | Pv6 routes)

Using a single session is usually sinplest for an i BGP session goi ng
to a route reflector handling both route famlies. Using a single
session here usually nmeans that the BGP session will reset when
changing the set of address fam lies, but as noted above, this is
usual Iy not a probl em when redundant route reflectors are invol ved.

In eBGP situations, two sessions are usually nore appropriate.
[ JUSTI FI CATI ON?]
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2.5.2. eBCP Endpoints: d obal or Link-Local Addresses?
When runni ng eBGP over |Pv6, there are two options for the addresses
to use at each end of the eBGP session (or nore properly, the
underlying TCP session):
a. Use link-local addresses for the eBGP session, OR

b. Use global addresses for the eBGP session

Note that the choice here is the addresses to use for the eBGP
sessions, and not whether the link itself has global (or unique-

| ocal) addresses. In particular, it is quite possible for the eBGP
session to use link-local addresses even when the |link has gl oba
addr esses.

The big attraction for option (a) is security: an eBGP session using
link-1ocal addresses is extrenely difficult to attack froma device
that is off-link. This provides very strong protection agai nst TCP
RST and simlar attacks. Though there are other ways to get an

equi val ent | evel of security (e.g. GISM[RFC5082], M5 [ RFC5925], or
ACLs), these other ways require additional configuration which can be
forgotten or potentially m s-configured.

However, there are a nunber of snall disadvantages to using I|ink-
| ocal addresses:

0 Using link-l1ocal addresses only works for single-hop eBGP
sessions; it does not work for nulti-hop sessions.

0 One nust use "next-hop self" at both endpoints, otherw se re-
advertising routes |learned via eBGP into i BGP will not work.
(Some products enable "next-hop self" in this situation
automatically).

0 Operators and their tools are used to referring to eBGP sessions
by address only, sonmething that is not possible with link-1oca
addr esses.

o If one is configuring parallel eBGP sessions for |IPv4d and | Pv6
routes, then using link-local addresses for the |Pv6 session
i ntroduces extra operational differences between the two sessions
whi ch coul d ot herwi se be avoi ded.

0 On sone products, an eBGP session using a link-local address is

nore conplex to configure than a session that uses a gl oba
addr ess.
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o |If hardware or other issues cause one to nove the cable to a
different local interface, then reconfiguration is required at
both ends: at the | ocal end because the interface has changed (and
with link-local addresses, the interface nust always be specified
along with the address), and at the renote end because the |ink-
| ocal address has likely changed. (Contrast this with using
gl obal addresses, where less re-configuration is required at the
| ocal end, and no reconfiguration is required at the renpote end).

o Finally, a strict application of [RFC2545] forbids running eBGP
bet ween |ink-1ocal addresses, as [ RFC2545] requires the BGP next-
hop field to contain at |east a gl obal address.

For these reasons, npbst operators today choose to have their eBGP
sessions use gl obal addresses.

3. GCeneral Observations

There are two themes that run though nmany of the design choices in
this docunment. This section presents sone general discussion on
these two thenes

3.1. Use of Link-Local Addresses

The proper use of link-local addresses is a common thenme in the |IPv6
net wor k desi gn choices. Link-layer addresses are, of course, always
present in an | Pv6 network, but current network design practice
nostly ignores them despite efforts such as [ RFC7404].

There are three nain reasons for this current practice:

0 Network operators are concerned about the volatility of Iink-loca
addr esses based on MAC addresses, despite the fact that this
concern can be overcone by manual |l y-configuring link-1oca
addr esses;

o It is very difficult to inpossible to ping a link-1ocal address
froma device that is not on the same subnet. This is a
troubl eshooti ng di sadvant age, though it can also be viewed as a
security advant age.

0 Most operators are currently running networks that carry both | Pv4d

and | Pv6 traffic, and wi sh to harnmonize their | Pv4 and | Pv6 design
and operational practices where possible.
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3.2. Separation of IPv4 and | Pv6

Currently, nost operators are running or planning to run networks
that carry both IPv4 and IPv6 traffic. Hence the question: To what
degree should I Pv4 and | Pv6 be kept separate? As can be seen above,
this breaks into two sub-questions: To what degree should | Pv4 and

I Pv6 traffic be kept separate, and to what degree should | Pv4 and

I Pv6 routing information be kept separate?

The general consensus around the first question is that I1Pv4 and | Pv6
traffic should generally be mixed together. This recommendation is
driven by the operational sinplicity of mixing the traffic, plus the
general observation that the service being offered to the end user is
Internet connectivity and nost users do not know or care about the

di fferences between IPv4 and IPv6. Thus it is very desirable to mx
| Pv4 and I Pv6 on the same link to the end user. On other I|inks,
separation is possible but nore operationally conplex, though it does
occasionally allow the operator to work around limitati ons on network
devices. The situation here is roughly conparable to I P and MPLS
traffic: many networks mx the two traffic types on the sane |inks

Wi t hout i ssues.

By contrast, there is nore of an argunment for carrying |IPv6 routing
i nformation over |Pv6 transport, while |eaving | Pv4 routing
informati on on | Pv4 transport. By doing this, one gets fate-sharing
between the control and data plane for each IP protocol version: if
the data plane fails for sonme reason, then often the control plane
will too

4. | ANA Consi derations
Thi s docunent nakes no requests of | ANA
5. Security Considerations

Thi s docunment introduces no new security considerations that are not
al ready docunent ed el sewhere.

The following is a brief list of pointers to docunents related to the
topi cs covered above that the reader may wish to review for security
consi derati ons.

For general |Pv6 security, [RFC4942] provi des gui dance on security
consi derations around | Pv6 transition and coexi st ence.

For OSPFv3, the base protocol specification [ RFC5340] has a short
security considerations section which notes that the fundanental
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mechani sm for protecting OSPFv3 from attacks is the mechani sm
described in [ RFC4552].

For 1S-1S, [RFC5308] notes that I1SIS for IPv6 rai ses no new security
considerations over I1SIS for | Pv4 over those docunented in [l SOL0589]
and [ RFC5304].

For BGP, [RFC2545] notes that BGP for | Pv6 rai ses no new security
consi derations over those present in BG for |Pv4. However, there
has been nuch di scussion of BGP security recently, and the interested
reader is referred to the docunents of the | ETF s SI DR working group
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