I. ACTN Interfaces: 
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II. ACTN Interface requirement: 

I/F X (Customer Network Controller  - Virtual Network Controller) 
1. Security/Policy Negotiation (Who are you?) (Between CNC and VNC)
a. Configured vs. Discovered 

b. External Entity vs. Internal Service Department 

c. Push/Pull support 

2. VN Topology Query (Can you give me VN?) (From CNC to VNC)
a. Input: VN end-points (CE end) 
b. VN Topology Multi-Cost Objective Function (service requirement)
i. Latency Map
ii. Available B/W Map 
iii. Latency Map and Available B/W Map together 

iv. Other types 

c. VN Topology diversity 
i. Node/Link disjoint from other VNs

ii. VN Topology level diversity (e.g., VN1 and VN2 must be disjoint) 

d. VN Topology type

i. Path vector (tunnel) 

ii. Node/Links (graph) 

3. VN Topology Query Response (From VNC to CNC: Here’s the VN Topology that can be given to you if you accept) 

a. For VN Topology,
i. This is what can be reserved for you

ii. This is what is available beyond what is given to you (potential) 

4. VN Instantiation Request  (From CNC to VNC: I need VN for my service, please instantiate my VN) – with or without VN Query 
a. VN instance ID

b. VN end-points

c. VN service requirement

i. Latency only

ii. B/W guarantee 

iii. Latency and B/W guarantee together 

d. VN diversity 

i. Node/Link disjoint from other VNs

ii. VN level diversity (e.g., VN1 and VN2 must be disjoint) 

e. VN type

i. Path vector (tunnel) 

ii. Node/Links (graph) 

f. VN instance ID per service (unique id to identify VNs)

g. VN level policy

i. On-demand VN creation (time/day) 

5. VN Instantiation Confirmation (From VNC to CNC: Here’s the VN instantiated for you) 
a. VN instance ID

b.  Abstraction topology (with data model) 

c. If failed to instantiate the requested VN, say why

6. VN lifecycle management/operation

a. Create (same as VN instantiate Request) 
b. Delete

c. Modify 

d. Update (VN level Performance Monitoring) under policy agreement
I/F Y (Virtual Network Controller – Physical Network Controllers) 
1. Security/Policy negotiation (who are you?)

a. Exchange of key, etc. 
b. Domain preference + local policy exchange

i. Push/Pull support

ii. Preferred peering points

iii. Preferred route 

iv. Reroute policy 
2. Topology Query /Response (Pull Model from VNC to PNC: Please give me your domain topology)
a. TED Abstraction level negotiation 
i. Physical topology (per policy) 

ii. Abstract topology (per policy) 
b. Node/Link metrics
i. Node/Link Type (Border/Gateway, etc.)

ii. All TE metrics (SRLG, etc.) 
c. Topology Metrics (latency, B/W available, etc.) 
3. Topology Update (Push Model from PNC to VNC)

a.  Under policy agreement, topology changes to be pushed to VNC from PNC
4. VN Path Computation Request (From VNC to PNC: Please give me a path in your domain)
a. VN Instance ID (Note: this is passed from CNC to VNC)

b. End-point information

i. CE ends

ii. Border points (if applicable)

c. All other PCE request info (PCEP) 

5. VN Path Computation Reply (here’s the path info per your request)  
a. Path level abstraction – LSP DB like

6. Coordination of multi-domain Centralized Signaling (VNC operation)

a. Path Setup Operation 

i. VNC computes E2E path across multi-domain (based on abstract topology from each PNC)

ii. VNC determines the domain sequence

iii. VNC request path signaling to each PNC (domain)

iv. VNC finds alternative path if any of the PNCs cannot find its domain path

1. PNC will crankback to VNC if it cannot find its domain path

2. PNC will confirm to VNC if it finds its domain path

b. Path Restoration Operation (after an E2E path is setup successfully, some domain had a failure that cannot be restored by the PNC domain)

i. The problem PNC will send this notification with changed abstract topology (computed after resource changes due to failure/other factors)
ii. VNC will find an alternate E2E path based on the changes reported from PNC. It will need to update the E2E abstract topology and the affected CN’s VN topology in real-time (This refers to dynamic synchronization of topology from Physical topology to abstract topology to VN topology)

1. This operation will incur CVI interface operation – update VN topology

iii. VNC will perform the path restoration signaling to the affected PNCs. 

7. Coordination of Multi-destination restoration operation (CNC have, for example, multiple endpoints where the source endpoint can send its data to either one of the endpoints)

a. When PNC reports domain problem that cannot be resolved at VNC level because of there is no network restoration path to a given destination. 

b. Then VNC has Customers’ profile in which to find the customer has “multi-destination” application. 

i. Under policy A, VNC will be allowed to reroute the customer traffic to one of the pre-negotiated destinations and proceed with restoration of this particular customer’s traffic.

ii. Under policy B, CNC may reroute on its VN topology level and push this to VNC and VNC maps this into its abstract topology and proceed with restoration of this customer’s traffic.
iii. In either case, the VNC will proceed its restoration operation (as explained in 6b.) to the corresponding PNCs. 

c. VNC-PNC policy negotiation is also needed as to how restoration is done across VNC and PNCs. 

8. VN Path Modification/Rerouting/re-grooming  (please change these paths) 
a. VN Instance ID 

9. VN Performance Monitoring
a. VN Instance ID

b. VN Connection Failure and other degradation report 

c. Pull/Push Models

