
Efficient MPTCP 
proxy design and use 
cases 

Gregory Detal, Sébastien Barré and Olivier Bonaventure 
 

gregory.detal@uclouvain.be 

Gregory Detal, Christoph Paasch and Olivier Bonaventure. Multipath in the Middle(Box).  
CoNEXT workshop HotMiddlebox, December 2013. 



TCP extensions adoption on 
servers take time An Analysis of Longitudinal TCP Passive Measurements 35

����� ����� ����� ����	 �����

����

����
��
����
��
��

����� ����� ����� ����	 �����

����

����
�������
���
��
��

����� ����� ����� ����	 �����

����

����
���������
����
��
��

���

���

���

���

���

���

Fig. 7. Breakdown of TCP options

Figure 7 displays the status of TCP options for established connections. We
omitted MSS options because it was fully deployed in 2001. The use of the SACK
option has increased over time, and was available in 90% of the connections in
2010, compared with only 10% in 2001. Over 80% of SACK-denied hosts were
web server (i.e., the source port is 80/8080/443). This finding is consistent with
the previous study [11]; however, we found that the rejection ratio has recently
decreased. A plausible reason of the high availability of the SACK option is its
early deployment in Windows; it was turned on by default in Window 98.

On the other hand, the availability of timestamp and window scale options was
less than 60% even in 2010. Window scale and timestamp options in Windows
2000/XP are turned off by default, but are enabled in recent Windows (Vista
and 7). The options are enabled by default in Linux and BSD-inherent OSes.
According to the breakdown of the OS type of the hosts in the data set by passive
OS fingerprinting (p0f), we found that Windows 2000/XP hosts accounted for
77% of the total even in 2010, while recent Windows (Vista and Seven) hosts
only accounted for 3%. The availability of those two options will increase in
the near future as more of the recent Windows get deployed on hosts, and this
eventuality will likely place higher throughputs on each TCP flows. However,
we could not find a clear correlation between the value of the window scale and
the throughput. Further investigations will be required before we can make a
detailed quantification of this issue.

5 Conclusion

In this paper, we investigated the longitudinal characteristics of TCP flows from
passive measurements made at a trans-pacific transit link over 10 years. The
environment of the measurement link has changed in several aspects (i.e., con-
gestion, link upgrade, applications). The main findings of the analysis are (1) the
median RTT per ASes increased over time while the number of extremely insuf-
ficient paths are less appeared, and (2) the deployment and use of TCP SACK
options has significantly increased, but time stamp and window scale options
have yet to be fully utilized.

Kensuke Fukuda.  An analysis of longitudinal TCP passive measurements. In Proc. TMA'11. 



Converters accelerate the 
deployment of new extensions 

Legacy Server (TCP) 

MPTCP-TCP converter 

MPTCP-enabled device 



HTTP proxy is not sufficient 



The converter uses a redirection 
mechanism 
• The converter can work as on-path or off-path 

• Off-path gives more flexibility, however 
•  All MPTCP connections must be redirected. 

• Add server’s address/port into the SYN 
packet. Can be either: 
•  A new TCP option 
•  In the SYN’s payload (leveraged by TFO [1]) 

[1] https://tools.ietf.org/html/draft-barre-mptcp-tfo-00 



MPTCP-TCP converter 

The converter allows for seamless 
live streaming experience 



The converter allows for seamless 
live streaming experience 



Setup used during the evaluation 

•  Applications on client – server: 
•  Netperf 

•  Converter: 
•  Router 
•  Custom App: bind on specific port and establish connect to 

server 
•  Our converter 

Client 
(MPTCP) 

Converter Server 
(TCP) 

10 Gpbs 

10 Gpbs 

10 Gpbs 



The impact is small 



Internet bonding 

MPTCP-enabled device 

MPTCP-TCP converter 

Legacy Server (TCP) 
 



Internet bonding 

MPTCP-TCP converter 

MPTCP-enabled 
gateway 

Legacy Server (TCP) 
 

Legacy Client (TCP) 
 



Internet bonding 
CPU    PPC @800Mhz 
 
RAM    128MB 
 
OS     OpenWRT 

    (Linux v3.10.49) 

Ø  Tested with xDSL, 3G and LTE access 
Ø  With optimizations, our MPTCP proxy 

reaches ~300Mbps in our lab 



Summary 

•  Efficient proxies are possible even for embedded 
systems 

• Thanks to MPTCP: 
•  Multiple Layer 2 bonding:  
•  xDSL, LTE, Ethernet, you name it. 

•  Multiple Layer 3 bonding:  
•  IPv4 and IPv6 

•  Even IPv4 to IPv6 to IPv4 are possible with a proxy 

• Mobility and failover w/ session continuity 


