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Abstract

This docunent introduces a network topol ogy service (NTS) franework
to collect network topol ogies fromthe physical heterogeneous
networ k, NTS anal yses and stores the topology informtion, and

provi des the path conputing and topology information inquiring
ability to applications (including network applications |ike GSS, and
third-party applications).

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunments as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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The list of current Internet-Drafts can be accessed at
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1. Introduction

Net work topology is a prerequisite for performng many critica

net wor k managenent tasks, including resource nmanagenents, path
conputation, event correlation, fault nonitoring and anal ysis.
Current networks are continually being refined and upgraded as needs
change and technol ogy evol ves. Many technol ogi es have devel oped
prot ocol -specific ways to obtain network topol ogies for their own
usages. For exanple, a router supporting OSPF naintains an identica
area-topol ogy database to determ ne the shortest path to any

nei ghboring router; BGP nmintains a consistent view of network
topol ogy to optim ze routing and scal e the network. However, when
net wor k topol ogi es or route paths are required by applications,
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applications usually wish to be shielded from protocol -specifics
information, even if network state information is collected in

prot ocol -specific ways. It is obvious that none of these nethods

of fer a general -purpose tool that can efficiently manage the network
topol ogy for a heterogeneous network with nultiple technol ogies

i ncluding BGP/ OSPF/ I SIS, and even SDN Open Fl ow, etc.

Thi s docunment introduces a network topol ogy service (NTS) franmework
to collect network topol ogies fromthe physical heterogeneous
networ k, NTS anal yses and stores the topol ogy informtion, and
provides flexible path conputing and topol ogy information inquiring
ability to applications (including network applications |ike OSS, and
third-party applications).

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Thi s docunent uses the follow ng terns:
NTS: Network Topol ogy Service
BGP: Border Gateway Protocol
OSPF: Open Shortest Path First
IS 1S Internediate Systemto Internmedi ate System
SDN:  Software Defined Network
OSS: (perational Support Systens

3. Network Topol ogy Service (NTS) Franework

This section describes the NIS franework as shown in Figure 1:
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APP ---- Application
TS ---- Topol ogy Server
TA ---- Topol ogy Agent

Figure 1: Franework of NTS

The entities used in this framework are:
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Topol ogy Agent: A logical entity located in network devices |ike
switches, routers, etc. It is responsible for reporting the
topol ogy i nformati on produced in some protocol -specific ways and
net wor k changes, event, or states to its topol ogy server. One
topol ogy agent can only be controlled by one topol ogy server to
avoi d gl obal network topol ogy duplicating.

Topol ogy Server: A server that collects topology information from
physi cal network for a subset of devices, analyses, abstracts, and
stores the subset topology information in a protocol independent
way. Usually, a large network is too hard for a single topol ogy
server to handle. Thus, nmultiple topol ogy servers are considered
in this framework. Each of themis only responsible for a part of
the gl obal network. Topol ogy server has the ability to calcul ate
the special topology or the nost optim zed path based on specific
algorithms fromapplications. Different algorithns may lead to
different results.

Aggregator: A server that maintains a sketch topology information
anong all topology servers. It does not perceive any detail ed
subset topology information as individual topology servers. This
entity is only responsible for generating and naintai ni ng

rel ati onship anong different topology servers, and cal culating the
final topology or optinized path based on the results cal cul ated
fromsonme or all of the topol ogy servers

Application: It represents network applications |Iike GSS, and
third-party applications that require to use network topol ogy
servi ce.

The interfaces needed in this franework:

Interface between topol ogy agent and topol ogy server: An interface
that can be used by TA to report different protocol-specific

topol ogy information, e.g., BGP/ OSPF/IS-1S,or SDN OpenFlow, to TS.
Besides, TA can use it to notify TS the changes, states, and
events.

Interface between topol ogy server and aggregator: Conmuni cation
bet ween t opol ogy servers and aggregator. It includes topol ogy
servers reporting their ingress and egress information to the
aggregat or, aggregator conveying applications’ |ocal topology
algorithms information to topol ogy servers, and topol ogy servers
returning their calculation results based on the | ocal topol ogy
al gorithnms fromapplications to the aggregator

Topol ogy Service Interface: This interface is used by applications
to comuni cate with the aggregator on path conputation requesting
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4.

and topol ogy informati on obtaining. Applications use the interface
to insert their own algorithnms and requirenents for the network
topol ogy service systemto do sone application specific

cal culations. Two kinds of algorithns are considered here: One for
a topol ogy server to cal culate the special topology or the nost
optinized path based on its subset topology information (loca
topol ogy algorithm; The other for the aggregator to calculate the
gl obal and the special topology or the nost optim zed path based
on the results fromall topol ogy servers and the sketch topol ogy

i nformati on generated by the aggregator (gl obal topol ogy

al gorithm.

Topol ogy Managi ng of NTS Framework

In NTS Franework, there are two | evel topologis: One is the generic
networ k topol ogy that is managed by TS; O her is nanaged by
Aggr egat or.

TA di scovers network topol ogy and states/events, then reports the
prot ocol - specific network topology to TS. TS anal yses the network
topol ogy information, and constructs a generic network topol ogy. TS
stores the generic network topology in a protocol independent way. TA
al so can generate an abstract topol ogy basing the generic network
topol ogy by partition or aggregation to avoid giving the detai

network information to Application. TS also reports the ingress and
egress information of its managi ng subnet network to the Aggregator

Aggregat or generates a sketch topology information reflecting the
rel ati onship anmong all the TSes. In a sketch topol ogy, each subset
networ k managed by a TS is condensed into a node. Aggregation may be
gi ve the sketch topology to Application to assist the path conputing

Topol ogy I nquiring of NTS Franework
Any Application can inquiry a special network topology, for exanple

Net work Map or Cost Map in ALTO service, fromthe NTS franmework. The
detailed steps of topology inquiring is listed as foll ow ng:

* Application inputs |ocal topology algorithmand gl obal topol ogy
al gorithm the aggregator to request a special topology.

* Aggregator instructs all (or some relevant) TSes to calcul ate
their own special topology in their subset topol ogies based on the

| ocal topology algorithmof the application

* TS i ndependently cal cul ates the special topology in its subset
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topol ogy, and reports its result to the aggregator

* Aggregator calculates the final global topology based on the
results of all the TSes, the sketch topology information, and the
gl obal topology algorithm then Aggregator returns the fina

topol ogy to Application.

Pat h Conmputing of NTS Framewor k

In SDN network, applications w thout know edge of physical network
can be benefit fromthe NTS framework to obtain the nost suitable and
efficient network path based on which they can then do sone

pr ogr ami ng.

The detail ed steps of path conputing is listed as foll ow ng:

* Application inputs |ocal topology algorithm global topology
al gorithm source information and destination information to the
aggregator to request an optim zed path.

* (Optional) Aggregator gives the sketch topology to Application

* (Optional) Wth the sketch topol ogy, Application deci des whet her
or not to filter sone irrelevant-like TSes that naybe not appear
in the end to end network path. If so, Application inputs the
filtering algorithmto Aggregator.

* (Optional) Aggregator uses the filtering algorithmto filter
some irrelevant-1like TSes.

* Aggregator instructs all (or some relevant) TSes to cal cul ate
their own optimzed path in their subset topol ogi es based on the
| ocal topology algorithmof the application

* TS i ndependently cal cul ates the optinized path in its subset
topol ogy, and reports its result to the aggregator.

* Aggregator calculates the final global optinized path based on
the results of all the TSes, the sketch topology infornmation, and
the gl obal topology algorithm then Aggregator returns the fina
gl obal optimzed path to Application

When t he nunber of TSes increasing, the performance of this franmework
maybe reduced as all of the TSes need to do cal culation. This can be
sol ved by applications inputting another algorithmor requirenent to
al l ow the aggregator filtering sone irrelevant-1ike TSes before
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sendi ng any instructions to TSes. Thus, only those TSes which are
responsi ble for the network topol ogy between the end-to-end network
path are required to do the cal cul ati on. However, this function is
optional here since sone applications nay need to all of the TSes to
take part in the cal cul ation.

7. Relationship with Gther Existing | ETF work

7.1. 12RS
| 2RS i s discussing a generic topol ogy data nodel. However, current
| 2RS charter says it is not responsible to devel op protocols,
encodi ng | anguages, or data nodels. The topology work in |2RS can be
considered to use in the interface between TA and TS. However, |2RS
wi Il not discuss a detailed topology service. The protocols and data
nodel s produced in |2RS can be considered in this work.

7.2. PCE
PCE is discussing to specify the required protocols so as to conpute
of paths for MPLS and GWLS Point to Point and Point to Milti-point
Traffic Engineered LSPs. PCE does not consider to nmanage the network
topol ogy frommnultiple protocols. NTS framework can provi des nore
flexi bl e path conmputing al gorithm and topol ogy information
i nqui ring.

8. Security Considerations

TBD.

9. | ANA Consi derations
Thi s docunent does not require any | ANA creations or nodifications.
10. Acknow edgnents
TBD.
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