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Abst r act

BGP-4 is utilised as a key intra- and inter-Autononous System routing
protocol in nmodern I P networks. The failure nodes as defined by the
original protocol standards are based on a number of assunptions
around the inpact of session failure. Numerous incidents both in the
gl obal Internet routing table and within Service Provider networks
have been caused by strict handling of a single invalid UPDATE
message causing large-scale failures in one or nore Autononous

Syst ens.

This meno describes the current use of BGP-4 within Service Provider
networ ks, and outlines a set of requirenments for further work to
enhance the nechani sns available to a BGP-4 i npl enmentati on when
erroneous data is detected. Whilst this docunent does not provide
specification of any standard, it is intended as an overvi ew of a set
of enhancenments to BGP-4 to inprove the protocol’s robustness to suit
its current depl oynent.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on May 13, 2015.
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Pr obl em St at enent

BGP has developed into a key intra- and inter-domain routing
protocol, deployed within both the Internet and private networks.

The changi ng depl oynents of the protocol have resulted in increased
demand for robustness of the routing system- with the error handling
behavi our defined in [RFC4271] havi ng been shown to have caused
nunerous incidents within Iive network deploynents. This docunent
intends to provide an overview of the current depl oynent cases for
BGP-4, and define a set of requirenents (fromthe perspective of a
networ k operator) for enhancing error handling within the protocol

1. Role of BGP-4 in Service Provider Networks

BGP was designed as an inter-autononmous system (AS) routing protocol
Many of the error handling mechani sns within the protocol are defined
in order to be guarantee consistency and correctness of information
bet ween two nei ghbouri ng speakers. The assunption is nade that each
AS operates with nmany adj acencies, each propagating a relatively
smal | amount of routing information. Through focusing on information
consi stency, the protocol specification prefers failure of an

i ndi vidual routing adjacency to naintaining reachability to all NLR
propagat ed through a particul ar nei ghbour, with the expectation that
alternate, less direct, paths can be selected where a failure occurs.
These assunptions resulted in the specification made in [ RFC4271]

wher eby the recei pt of an erroneous UPDATE nessage is reacted to by
sendi ng a NOTI FI CATI ON nessage, and tearing down the adjacency with
the renote speaker fromwhomthe error was observed

BGP' s depl oynents have evolved with the growmh of |P-based services
Hi storically, a network woul d depl oy an interior gateway protoco
(IGP) to carry infrastructure and custoner routes, and utilise an
external gateway protocol (EGP) such as BGP to propagate routes to
ot her autononbus systens. However, w thin nodern deploynents to
ensure route convergence within an AS is within acceptable tine
bounds the ampbunt of information within the | GP has been m nim sed
(typically to only infrastructure routes). iBG is then utilised to
carry both internal, customer and external routes within an AS. As
such, this has resulted in BGP having becone an IGP, with traditiona
I GPs providing only reachability between nodes within the AS for
packet forwarding, and to establish i BGP sessions. This change in
role within the overall architecture of an AS has resulted in an

i ncreased robustness requirenent for BG, with the expectation of a
simlar level of robustness to that of an | GP being set. The | oss of
an i BGP session can result in significant |levels of unreachability
internally to an AS, especially since there are typically linted
(when conpared to the Internet) signalling and forwarding paths
avai | abl e.
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The vol ume and nature of the information carried within BG has al so
changed - it has becone the ubiquitous nmeans through which service

i nformati on can be propagated between devices. For instance, being
utilised to carry I P/MPLS service information such as Layer 3 | P VPN
routes [ RFC4364] , and Layer 2 Virtual Private LAN Service device
menbership [RFC4761]. Since these extensions to the protocol allow
signalling of nultiple services (represented by address famlies
within BGP), and multiple customer topologies (i.e., subsets of
routes within each address famly) via the BGP protocol, the inpact
of session failure is increased. The tear down of a single BGP
session can result in a conplete outage to all custoner services
signalled via the session, even where the triggering event is related
to only one service or topol ogy being carried.

In addition, there has been significant growmh in the vol une of
routing information carried in BGP. |n nunmerous networks, the RIB
size of individual BGP speakers can be of the order of nillions of
paths. Particularly |arge volunes are observed at BGP speakers
perform ng aggregation and border roles (such as ASBR, or route
reflector hierarchies). This increased volune of routes results not
only in a significant nunber of services being inpacted during a
protocol failure, but also increases the tine to recovery after re-
establishing a BGP session. The tine taken to |learn, conpute and

di stribute new paths increases the inpact of failures on services
carried by the network - adding further weight to the requirenent to
avoid failures, or limt the extent of their inpact. Particularly,
the inpact of individual session failures is increased due to the
exi stence of a relatively small nunber of highly-critical BGP
sessions within Internet and nmulti-service network depl oynents.
These sessions propagate a hi gh-proportion of the reachability
information - for instance, providing an Internet AS with the gl oba
routing table from upstream providers, or providing | P/ MPLS Provider
Edge devices adjacency with route reflector hierarchy providing
signalling for elenents of services connected el sewhere within the
routing donmain. In both cases, the failure of these sessions can
result in a significant outage to custoner services.

2.2. Service Requirements for Amended BGP Error Handling

Al ongside the infrastructure requirenents outlined above, service

provi der customer requirenents continue to evolve. In particular
there are increasing requirements for robustness and fault isolation
based on:

o0 The increasing reliance on public IP service instead of private
networks - resulting is requirenents for greater availability of
Internet services. The diversity of autononous systens has
resulted in individual BGP sessions within the Internet carrying
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nmore routing information (e.g., IP transit, or large peering
i nterconnections), which is originated from nore individua
networ ks - increasing both the inpact of an individual session

failure, and the nunber of different sources of error which can
lead to its failure. To neet the requirenent of high-availability
Internet services, it is therefore an expectation that the error
handl i ng behavi our MJST affect only the those routes, or

aut ononous systens, that are are inpacted by the erroneous
messages, rather than all routes received by a particul ar session
such that the maxi num service availability is maintained.

0 The requirenent to support nultiple services. In nmulti-service
envi ronnments such as those that support L3VPNs, nultiple customer
VPNs are isolated fromone another, and from other |P environnents
(such as the Internet). There is an expectation froma service
perspective therefore that the custoner service is within its own
fault domain (even when carried via a shared set of signalling),
hence an error on routes or BGP nessages related to one VPN SHOULD
NOT negatively inpact other VPNs. Further to this, an error
relating to another service (i.e., another address famly, such as
Internet or L2VPN services) SHOULD NOT inpact the availability of
the VPN service. Both of these principles of fault separation are
required in order to support nultiple services and segregated
customer infrastructures over a conmon network infrastructure
whil st neeting the availability required of them

It should be noted that the requirenents for fault isolation and

hi gh-availability do not inply that routing information that is
potentially erroneous (through being carried in an UPDATE nessage
that cannot be parsed for exanple) is always naintai ned despite
questions as to its integrity, particularly as such routing
information may result in | eakage between services - but nerely that
there is a requirenment to reconsider the bal ance between protoco
correctness, and robustness.

In addition to these service requirenents, an increasing requirenent
to mininise the time taken to recover fromincidents exists. |In sone
cases, this may require an operator to conprom se on correctness in
order to maintain integrity of a subset of routing information or
services. To neet this requirenent, nmechani sns all ow ng an operator
to ignore all errors or nmaintain "known good" routing information MAY
be required. The inplenentation of such nmechanisns is a business
consi deration of the service provider in question, and MJST consi der
t he bal ance between the risk of incorrectness and the overall inpact
to a network platform Such nechanisns are particularly of use where
| ack of routing information violates an operator’s policies (e.g.,
filtering rules distributed via BGP Fl owSpec are no | onger

installed), or fault isolation requires significant external liaison
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3.

3.

(such as contacting a third-party autononmous systemto anend or
filter route announcenent).

Cl asses of Errors within UPDATE Messages

To neet the requirenment to provide nore targeted error handling,
errors are therefore classified into the foll owi ng scopes:

0 Attribute Scope - in this case, an error can be localised to a
particular attribute within the nessage. For instance, such
errors may occur when invalid flags are set within an individua
attribute within a nessage, which is otherw se well-forned.

0 Message Scope - errors resulting in the inability to parse a
si ngl e UPDATE nessage, but not affecting the ability of an
i npl ementation to parse subsequent BGP nessages. For instance,

where the overall length of an UPDATE nessage is correct, but the
length of a single attribute contained within it is erroneously
speci fi ed.

0 Session Scope - where errors occur such that an error in an UPDATE
message results in the inability to the parse subsequent nessages.
In this case, attribute length errors may result in the inability
for a BGP inplenentation to |ocate the bounds of an UPDATE, and
hence the subsequent nessage from a peer

For session-scope errors, the error handling approach inpl emented
MUST conformwith the requirenents described in Section 5 of this
docunent (generically referred to as "Critical" error handling
nmechani sns). Session-scope errors requiring Critical error handling
MUST be the only case whereby the inpact of error handling nechanisns
shoul d be allowed to inpact entire BGP sessions between two BGP
speakers.

For nessage- and attribute-level errors, "Non-Critical" error
handl i ng nmechani sms SHOULD be used, which MJUST neet the specification
described in Section 4. In the case of attribute-scope errors, a BG?
speaker MUST limt the inpact of error-handling nechanisns to the
NLRI carried within the message, and MAY (where applicable) Iimt to
the scope of error handling to the individual attribute. Were a
message- scope error occurs, a BGP speaker MJUST linit the inpact of
error handling to the NLRI contained within the affected UPDATE.

1. Characteristics of Session Scope Errors
Based on anal ysis of existing BGP inplenentations, and incidents

within the Internet and private network routing tables, it is
expected that errors with a session | evel scope are restricted to:
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UPDATE Message Length errors - where the specified UPDATE nessage
length is inconsistent with the sumof the Total Path Attribute
and Wthdrawn Routes length. These errors relate to nessage
packing or framing, and result in cases whereby the NLRI attribute
cannot be correctly extracted fromthe nessage.

Errors parsing the NLRI attribute of an UPDATE nessage - where the
contents of the IPv4 Unicast Advertised or Wthdrawn Routes
attributes, or multi-protocol BGP NLRI attributes (MP_REACH NLR
and/ or MP_UNREACH NLRI as defined in [ RFC2858]), cannot be
successful |y parsed.

Characteristics of Message Scope Errors
sage scope errors are restricted to those whereby erroneous

oding results in the ability to parse and determ ne the NLR
ried by the nessage - but the carried attributes are invalid.

These errors (based on existing attributes) are limted to:

0

3. 3.

Att

Errors where the length of all path attributes contained within
t he UPDATE does not correspond to the total path attribute |ength.

UPDATE nessages nissing nandatory attributes, unrecogni sed non-
optional attributes, or those that contain duplicate or invalid
attributes (be they unsupported, or unexpected).

Those nessages where the NEXT_HOP, the MP_REACH NLRI next-hop
val ues are mssing, zero-length, or invalid for the rel evant
address fanily

Characteristics of Attribute Scope Errors

ribute scope errors are defined to be those that relate to an

i ndividual attribute (not related to the NLRI) carried by an UPDATE
message. Particularly, where:

(0]

3. 4.

I'n

Zero- or invalid-length errors in path attributes, excluding those
cont ai ni ng NLRI .

Invalid data or flags are contained in a path attribute that does
not relate to the NLRI.

Avoi di ng Session Scope Errors

order to maxim se the nunber of cases whereby the NLRI attributes

can be reliably extracted froma recei ved nessage, where a BGP
speaker supports nulti-protocol extensions, the MP_REACH NLRI and
MP_UNREACH NLRI attributes SHOULD be utilised for all address
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3.

4.

4.

famlies (including | Pv4 Unicast) and these attributes should be the
first attribute contained within the UPDATE nessage. For these Non-
Critical errors, the NLRI-targeted error handling requirenents
described in Section 4 should be foll owed.

5. Future Attributes introduced to BGP

Where attributes are introduced by future extensions to the BGP
protocol error handling behavi our SHOULD be assunmed to be be at a
message- or attribute-scope, unless otherw se specified within the
per-extension nmeno, or the attribute relates directly to carrying
NLRI. It is recommended that authors of future BGP extensions SHOULD
specify the error handling behaviour required on a per-attribute
error basis.

Error Handling for Non-Critical Errors
1. NLRI-level Error Handling Requirenents

When a Non-Critical error is detected within an UPDATE nessage a BGP
speaker MUST NOT send a NOTI FI CATI ON nessage to the renote nei ghbour
Instead, the NLRI contained within the nessage SHOULD be consi dered
as being withdrawn by the nei ghbour (referred to as treat-as-
withdraw), until they are updated by a subsequent UPDATE nessage.
Where defined is acceptable by the rel evant nmeno, for the specific-
case of attribute-scope errors, the erroneous attribute MAY be

di scarded by an inplenentation. This attribute-discard approach MJST
only be used for attributes that do not inpact best-path selection
within an inplenentation. An operator SHOULD consi der the inpact of
i mpl ementing policies considering such attributes as part of the
route selection algorithm such that operator configuration does not
result in unexpected consequences should such an attribute be

di scar ded

Net wor k operators SHOULD recogni se that where treat-as-w thdraw
behavi our is inplenmented bl ack-holing or |ooping of traffic may occur
in the period between the NLRI being treated as wi thdrawn, and
subsequent updates, dependent upon the routing topology. It SHOULD
be noted that such periods of RIB inconsistency (where one speaker
has advertised a prefix, which has had treat-as-withdraw applied to
it by the receiving speaker) nmay be relatively long |ived, based on
situations such as an erroneous inplenentation at the receiver, or
the error occurring within an optional-transitive attribute not

exam ned by the direct neighbour. In order to allow operators to

sel ect sessions on which this risk of inconsistency is acceptable, an
i mpl ement ati on SHOULD provi de neans by which Non-Critical error
handl i ng can be di sabl ed on a per-session basis.
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Since the Non-Critical error handling required within this section
results in no NOTI FI CATI ON nessage being transmtted, the fact that
an error has occurred, and there may be inconsistency between the

| ocal and renote BGP speaker MJST be flagged to the network operator
t hrough standard operational interfaces (e.g., SNW, syslog). The

i nformation highlighted MUST include the NLRI identified to be
contained within the error nessage, and SHOULD contain a exact copy
of the received nmessage for further analysis.

4.1.1. Notifying the Renote Peer of Non-Critical Errors

In order that the operator of the BGP speaker from whom an erroneous
UPDATE nessage has been advertised is aware of the fact that sone
NLRI advertised to the renote speaker have been considered invalid, a
BGP speaker SHOULD support mechanisns to report the occurrence of
Non-Critical error handling to the renote speaker. The receiving
speaker SHOULD transnit the NLRI contained within the erroneous
nmessage to the advertising speaker. An exact copy of the received
UPDATE nmessage SHOULD al so be sent.

The exchange of such information related to events occurring as a
result of BGP nessages is not currently supported by any extension to
the protocol. Cdearly, where the two speakers reside within the sane
adm ni strative donmain, shared |ogging information can be utilised to
identify the root cause of errors. However, in many cases these
devices reside within separate adnm nistrative donmains (e.g., are
ASBRs for Internet or private networks). In this case, nechanisns
all owing transm ssion in-band to the BGP session SHOULD be utilised
(e.g., the OPERATI ONAL nessage described in
[I-D.ietf-idr-operational-message]). Such an in-band channel is
preferred based on the BGP session representing a pre-established
trusted source which is related to a specific BGP-speaking device
within a network. 1t is expected that the overall system scalability
of a BGP speaker is inproved through utilising the existing channel
rat her than incurring overhead for maintaining many additiona
sessions for relatively infrequent nmessagi ng events when errors
occur. However, the extensions providing such a channel MJST
consider their inmpact to base BGP protocol functions such as the
transm ssi on of UPDATE or KEEPALI VE nessages, and SHOULD limt the
vol ume of messaging to direct reactions to Non-Critical errors
occurring. These considerati ons SHOULD be nade in order to ensure
that no conpronise is made to the security, scalability and

robust ness of BGP. Where additional BGP nonitoring information that
is not suitable to be carried in-band is required, out-of-band
mechani sms such as the BMP protocol described in [I-D.ietf-grow bnp]
could be utilised to provide further information relating to
erroneous nessages.
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4.2. Recovering R B Consistency following NLRI -1evel Error Handling

In order to recover consistency of Adj-RIBs followi ng Non-Critica
error handling, a neans by which a validation and recovery of

consi stency can be achi eved SHOULD be provided to an operator. This
functionality MAY be provi ded through extension of the ROUTE- REFRESH
[ RFC2918] mechani sm - providing nmeans to identify the beginning and
end of a replay of the entire Adj-RI B-Qut of the advertising speaker
(as per the suggestion in [I-D.ietf-idr-bgp-enhanced-route-refresh]).

As Non-Critical error handling is localised to the NLRI contained
within the erroneous UPDATE nessage, a targeted recovery mechani sm
MAY be provided all owi ng a speaker to request re-advertisenent of a
particul ar subset of the Adj-RIB-Qut. Where such targeted refresh
functions are avail able, they SHOULD be preferred to nechani sns
requesting re-adverti senent of the whole Adj-RIB-Qut based on their
nmore limted use of CPU and network resources.

A BGP speaker may automatically trigger recovery mechani snms such as
those described in this section followi ng the receipt of an erroneous
UPDATE nessage identified as Non-Critical to expedite recovery. It
SHOULD be noted that if automatic recovery nechanisns trigger only
re-adverti senent of an identical erroneous nessage, they nay be
ineffective. Additionally, where the best-path to be advertised by
renot e speaker changes, this will be advertised directly, without a
requirenent for a request fromthe receiver. However, in sonme cases,
RI B consi stency recovery nechani sms may pronpt alternate UPDATE
message packing, and hence all ow qui cker recovery. Were such

aut onati ¢ nmechani sns are inpl enented, those focused on snaller sets
of NLRI SHOULD be preferred over those requesting the entire RIB. In
addi tion, such mechani sms SHOULD have danpeni ng nmechani snms to ensure
that their inmpact to conputational and network resources is limted.

5. FError Handling for Critical Errors

Critical error handling MJUST be used where session-scope errors
occur. |In such cases, a NOTIFI CATI ON nessage MJST be sent to the
renote peer. |In order to limt the inmpact to network operation
during such events the mechani sns applied MIST all ow for the paths
NLRI received fromthe renote speaker to continue to be utilised
during the session reset and re-establishment. It is envisaged that
this requirement may be met through extension of the BGP G acefu
Restart nechani sm ([ RFC4724]) to be triggered by NOTI FI CATI ON
messages indicating the occurrence of a Critical error. Such an
extension allows a restart of the TCP and BGP sessions between two
speakers, in a sinlar manner to the current session restart

behavi our triggered by a NOTI FI CATI ON nessage. |n order to maxim se
the level of re-initialisation which occurs during such a restart
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triggered by a Critical error, BGP speakers MAY re-initialise nenory
structures related to the RI B where possible.

Wiere such a restart event occurs, the continued liveliness of the
renote device MAY be verified by BGP KEEPALI VE packets or other OAM
functions such as Bidirectional Forwarding Detection ([ RFC5880]). |If
the observed Critical BGP error is indicative of a w der device
failure of the rempte speaker, it is expected that a BGP sessions

will not re-establish correctly. By default, each BGP speaker SHOULD
maintain a limted tinme window in which session restart is expected
in order to mtigate this possibility.

When a Critical error occurs, the network operator MJST be nmade aware
of its occurrence through |ocal |ogging nechanisns (e.g., SNWP traps
or syslog). The BGP speaker receiving an UPDATE nmessage identified
as a Critical error MIST log its occurrence and a copy of the UPDATE
message. Where a inter-device nessagi ng nechanismis inplenented (as
di scussed in Section Section 4.1) a copy of the erroneous UPDATE
message SHOULD be transnitted to the renote speaker upon session-re-
establishnent (or via a separate session if inplenmented). Both BGP
speakers MUST indicate to an operator the cause of a session restart
was a Critical error in an UPDATE nessage

Since repeated critical errors (and session restarts) nay have an

i mpact in overall device scaling if Critical error handling does not
resolve the failure condition, a BGP speaker MAY choose to revert to
the session tear down behavi our described in the base BGP
specification. This reversion SHOULD only be utilised after a nunber
of attenpts which MJST be controllable by the network operator

Where a session is shut down, the inplenentation MAY utilise a back-
off fromsession restart attenpts (as per the Idl eHol dTi ner descri bed
in the BGP FSM [ RFC4271]). \here reversion to tearing down the BGP
session is perforned, a speaker SHOULD linmt the inpact of

wi t hdrawi ng prefixes from downstream speakers where possible. It is
envi saged that this can be achieved by utilising a nechani smsuch as
the BGP G aceful Shutdown procedure as described in

[I-D.ietf-grow bgp-gshut].

5.1. Long-Lived Critical Errors

Where Critical error handling nmechanisns are required to be utilised,
significant inmpact to an operator’s network or services may still be
experienced. In order to allow an operator to avoid such scenari os:

0 An inplenentation MAY provide functionality whereby all future
Critical errors result in UPDATE nessages being discarded. Such
functionality MJUST be disabled by default, and SHOULD be
configurable on a per-address-fanm|ly basis. An operator MJST
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consi der such nechanisns as a tool of last-resort to nmaintain
service for a subset of NLRI, whilst the root cause of a such
errors is investigated and resolved. This MAY be achi eved by
filtering erroneous NLRI at an upstream peer

0 Provide neans by which a the restart tiner for Gaceful Restart
can be configured to be a long period (order of days, or weeks)
such that a critical failure can be resolved whil st maintaining
operation for a subset of NLRI. This restart period MJST be
configured separately to standard graceful-restart tinmers and MJST
be configurabl e per-address-famly. Long-lived restart nechanisns
MAY be configurable to be utilised by default. An operator MJST
configure the inpact to forwardi ng correctness of such
configuration, based on the expected rate of change of NLRI wthin
a particul ar <AFl, SAFI >.

| ANA Consi derations
This meno includes no request to | ANA
Security Considerations

The requirenents outlined in this docunment provide nmechani sns which
limt the forwarding i npact of the response to an error in a BGP
UPDATE nmessage. This is of benefit to the security of a BGP speaker
Wt hout these nechani snms, where erroneous UPDATE nessages relating to
a single NLRI entry can be propagated to a BGP speaker, all other

NLRI carried via the sane session are affected by the resulting
session tear-down. This nay result in a neans by which an AS can be
i solated fromparticular routing domains (such as the Internet)
shoul d an UPDATE nessage be propagated via targeted specific paths.

It is envisaged by reducing the inpact of the reaction of the

recei ving speaker to these nessages, the isolation can be constrained
to specific sets of NLRI, or a specific topol ogy.

A nunmber of the mechanisms nmeeting the requirenents specified within

the document (particularly those relating to operational nonitoring)

may raise further security concerns. Such concerns will be addressed
during the specification of these mechani sns.
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