PI M Wor ki ng G oup LM Contreras

I nternet-Draft Tel ef oni ca
I ntended status: Experinental CJ. Bernardos
Expi res: Septenber 8, 2015 Uni versidad Carlos Il de Madrid

March 7, 2015

Requiremmets for the extension of the M.D proxy functionality to support
mul tiple upstreaminterfaces
draft-contreras-pi mnultiple-upstreans-reqs-00

Abst ract

The purpose of this docunent is to define the requirements for a M.D
proxy with multiple interfaces covering a variety of applicability
scenari os.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 8, 2015.
Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The aim of this docunment is to define the functionality that an M.D
proxy with rmultiple upstreaminterfaces should have in order to
support different scenarios of applicability in both fixed and nobile
networks. This conpatibility is needed in order to sinplify node
functionality and to ensure an easier depl oynent of multicast
capabilities in all the use cases described in this docunent.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC2119 [ RFC2119].

Thi s docunment uses the term nol ogy defined in RFC4605 [ RFC4605] .
Specifically, the definition of Upstream and Downstream i nterfaces,
whi ch are reproduced here for conpl et eness.

Upstreaminterface: A proxy device's interface in the direction of
the root of the tree. Al so called the "Host interface"

Downstream interface: Each of a proxy device' s interfaces that is

not in the direction of the root of the tree. Also called the
"Router interfaces".
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3. Probl em st at enent

The concept of M.D proxy with several upstreaminterfaces has energed
as a way of optimzing (and in sonme cases enabling) service delivery
scenari os where separate nulticast service providers are reachabl e

t hrough the sane access network infrastructure. Figure 1 presents

t he conceptual nodel under consideration

downstream upstream
interface interface A
I I
I I
| Fom - + v / \
| | O------ ( Multicast Set 1)
SRR + v | ™MD | \ /
| Listener |------ | |
S + | Proxy | / \
O------ ( Multicast Set 2)
Fom - + A \ /
|
I
upst ream

interface B
Figure 1: Concept of MD proxy with nultiple upstreaminterfaces

The current version of the docunment is focused on fixed network
scenarios. Mbbile network scenarios will be covered in future
Ver si ons.

In the case of fixed networks, nulticast whol esale services in a
competitive residential market require an efficient distribution of
multicast traffic fromdifferent operators or content providers, i.e.
the i ncunbent operator and a nunber of alternative providers, on the
network infrastructure of the forner. Existing proposals are based
on the use of PIMrouting fromthe metro/ core network, and mnulticast
traffic aggregation on the sane tree. A different approach could be
achieved with the use of an MLD proxy with nultiple upstream
interfaces, each of thempointing to a distinct nulticast router in
the nmetro/core border which is part of separated nulticast trees deep
in the network. Figure 2 graphically describes this scenario.
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downstr eam upstream
interface interface A
I I
I I
| e + v / \
| | O------ ( Multicast Set 1)
| | Aggr. | \ /
+----+ v | Switch | (e.g. fromthe Incunbent
| AN [------- | | Oper at or)
t----t | (MD |
(e.g. | Proxy) | / \
DSLAM | O------ ( Multicast Set 2)
/ OLT) Fooe- - + A \ /
| (e.g. froman Alternative
| Provi der)
I
upstream

interface B

Figure 2: Exanple of usage of an M.D proxy with rmultiple upstream
interfaces in a fixed network scenario

Since those scenarios can notivate distinct needs in terms of M.D
proxy functionality, it is necessary to consider a conprehensive
approach, | ooking at the possible scenarios, and establishing a

m ni mum set of requirements which can allow the operation of a
versatile MD proxy with nmultiple upstreaminterfaces as a conmon
entity to all of them(i.e., no different kinds of proxies depending
on the scenario, but a conmon proxy applicable to all the potenti al
scenari 0s).

4. Scenarios of applicability

Having multiple upstreaminterfaces creates a new deci sion space for
delivering the proper nulticast content to the subscriber. Basically
it is now possible to inplenent channel -based or subscri ber-based
upstream sel ection, according to nechani sns or policies that could be
defined for the multicast service provision

This section describes in detail a nunber of scenarios of
applicability of an M.D proxy with nultiple upstreaminterfaces in
pl ace. A nunber of requirenments for the M.D proxy functionality are
identified fromthose scenarios
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4.

4.

1.

1.

Fi xed network scenari os

Resi denti al broadband users get access to nultiple |IP services
through fixed network infrastructures. End user’s equipnent is
connected to an access node, and the traffic of a nunber of access
nodes is collected in aggregation switches.

For the nulticast service, the use of an M.D proxy with multiple
upstreaminterfaces in those switches can provide service flexibility
in a lightweight and sinpler manner if conpared with PIMrouting
based alternatives

1. Multicast wholesale offer for residential services

This scenario has been already introduced in the previous section
and can be seen in Figure 2. There are two different operators, the
one operating the fixed network where the end user is connected
(e.g., typically an incunbent operator), and the one providing the
Internet service to the end user (e.g., an alternative Internet
service provider). Both can offer nulticast streams that can be
subscri bed by the end user, independently of which provider
contributes with the content.

Note that it is assumed that both providers offer distinct nmulticast
groups. However, nore than one subscription to nulticast channels of
di fferent providers could take place simultaneously.

4.1.1.1. Requirenents

4.

1.

0 The MD proxy should be able to deliver multicast control nessages
sent by the end user to the corresponding provider’s nulticast
router.

o0 The M.D proxy should be able to deliver nulticast control nessages
sent by each of the providers to the correspondi ng end user

2. Milticast resiliency

In current Pl Mbased solutions, the resiliency of the nulticast
distribution relays on the routing capabilities provided by protocols
like PIMand VRRP. A sinpler schenme could be achi eved by

i mpl ementing different upstreaminterfaces on M.D proxies, providing
path diversity through the connection to distinct |eaves of a given
mul ticast tree.

It is assuned that only one of the upstreaminterfaces is active in
receiving the multicast content, while the other is up and in standby
node for fast switching
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4.1.2.1. Requirenents

4.

4.

4.

o The M.D proxy should be able to deliver nulticast control nessages
sent by the end user to the correspondi ng active upstream
i nterface.

0 The MD proxy should be able to deliver nmulticast control nessages
received in the active upstreamto the end users, while ignoring
the control messages of the standby upstream i nterface.

o0 The M.D proxy should be able of rapidly switching fromthe active
to the standby upstreaminterface in case of network failure,
transparently to the end user

1.3. Load balancing for nmulticast traffic in the netro segnent

A single upstreaminterface in existing M.D proxy functionality
typically forces the distribution of all the channels on the sane
path in the | ast segnment of the network. Miltiple upstream
interfaces could naturally split the demand, alleviating the
bandwi dth requirenents in the nmetro segnent.

1.3.1. Requirenents

0 The MD proxy should be able to deliver multicast control nessages
sent by the end user to the corresponding rulticast router which
provi des the channel of interest.

o0 The M.D proxy should be able to deliver nulticast control nessages
sent by each of the nulticast routers to the correspondi ng end
user.

o The M.D proxy should be able to decide which upstreaminterface is
sel ected for any new channel request according to defined criteria
(e.g., load bal ancing).

1.4. Sunmary of the requirenents needed for fixed network scenarios

Fol | owi ng the anal ysis above, a nunber of different requirenments can
be identified by the M.D proxy to support nultiple upstream
interfaces in fixed network scenarios. The follow ng table

sunmari zes these requirements.
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o m e e +
| Fi xed Network Scenari os |

Fomm e o Fom e e e e - - Fom e e e e - - Fom e e e e - - +
| Functio- | Multicast | Milticast | Load
|nality | Whol esale | Resiliency| Balancing
oo oo oo oo +
| Upstream | | | |
| Control | X | X | X |
| Delivery | | | |
Fomm e - [ S [ S [ S +
| Downstr. | [ [ [
| Control | X | X | X |
| Delivery | | | |
Fomm e oo - B B B +
| Active / | | | |
| Standby | [ X [ [
| Upstream | | | |
oo oo oo oo +
| Upstr i/f] | | |
| sel ecti on| | | X |
| per group| | | |
Fomm e - [ S [ S [ S +
| Upstr i/f]| [ [ [
| sel ecti on| | X | |
|al'l group| I I I
Fomm e oo - B B B +

Figure 3: Functionality needed on M.D proxy with nultiple upstream
interfaces per application scenario in fixed networks

4.2. Mobile network scenarios
To be done.

5. Security Considerations
To be conpl eted

6. | ANA Consi derations
To be conpl eted
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