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Abst r act

When nul tiple congestion controlled RTP sessions traverse the sane
network bottleneck, it can be beneficial to conbine their controls
such that the total on-the-wire behavior is inproved. This docunent
describes such a nethod for flows that have the sanme sender, in a way
that is as flexible and sinple as possible while mnimzing the
anount of changes needed to existing RTP applications.
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1.

I nt roducti on

When there is enough data to send, a congestion controller nust
increase its sending rate until the path’'s capacity has been reached,
dependi ng on the controller, sonetines the rate is increased further
until packets are ECN-marked or dropped. This process inevitably
creates undesirable queuing delay -- an effect that is anplified when
mul ti pl e congestion controlled connections traverse the same network
bottl eneck. Wen such connections originate fromthe sane host, it
woul d therefore be ideal to use only one single sender-side
congestion controller which deternines the overall allowed sending
rate, and then use a local scheduler to assign a proportion of this
rate to each RTP session. This way, priorities could also be

i npl emented quite easily, as a function of the schedul er; honoring
user-specified priorities is, for exanple, required by rtcweb
[rtcweb-usecases].

The Congestion Manager (CM [RFC3124] provides a single congestion
controller with a scheduling function just as described above. It is
hard to inplement because it requires an additional congestion
controll er and renoves all per-connection congestion contro
functionality, which is quite a significant change to existing RTP
based applications. This docunent presents a nethod that is easier
to inplenent than the CM and al so requires | ess significant changes
to existing RTP based applications. It attenpts to roughly

approxi mate the CM behavi or by sharing information between existing
congestion controllers, akin to "Ensenble Sharing” in [ RFC2140].

Definitions

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Avai | abl e Bandwi dt h:
The avail abl e bandwi dth is the nominal |ink capacity m nus the
anount of traffic that traversed the link during a certain tine
interval, divided by that tine interval

Bot t | eneck:
The first link with the smallest avail abl e bandwi dth al ong the
pat h between a sender and receiver

Fl ow:
Aflowis the entity that congestion control is operating on
It could, for exanple, be a transport |ayer connection, an RTP
session, or a subsession that is multiplexed onto a single RTP
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session together with other subsessions.

Flow G oup ldentifier (FQE):
A unique identifier for each subset of flows that is limted by
a conmmon bottl eneck.

Fl ow St at e Exchange (FSE)
The entity that maintains information that is exchanged between
flows.

Fl ow G oup (FQ:
A group of flows having the sane FG.

Shared Bottl eneck Detection (SBD):
The entity that determ nes which flows traverse the same
bottleneck in the network, or the process of doing so.

3. Limtations

Sender - si de only:
Coupl ed congestion control as described here only operates
i nside a single host on the sender side. This is because,
irrespective of where the major decisions for congestion
control are taken, the sender of a flow needs to eventually
decide the transmission rate. Additionally, the necessary
i nformati on about how much data an application can currently
send on a flowis typically only avail able at the sender side,
maki ng the sender an obvi ous choice for placenent of the
el ements and mechani sms descri bed here.

When i npl emrenting a sender-side change to a congestion contro
mechani sm such as TFRC [ RFC5348], where receiver-side

cal cul ations nmake assunptions about the rate of the sender, the
recei ver also needs to be updated accordingly. Flows that have
different senders but the sanme receiver, or different senders
and different receivers can also share a bottl eneck; such
scenari os have been omitted for sinplicity, and could be
incorporated in future versions of this docunment. Note that
limting the nunber of flows on which coupl ed congestion
control operates nerely linmits the benefits derived fromthe
mechani sm

Shared bottl enecks do not change quickly:
As per the definition above, a bottleneck depends on cross
traffic, and since such traffic can heavily fluctuate,
bottl enecks can change at a high frequency (e.g., there can be
oscillation between two or nore links). This neans that, when
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4.

flows are partially routed along different paths, they may

qui ckly change between sharing and not sharing a bottl eneck
For simplicity, here it is assuned that a shared bottleneck is
valid for atine interval that is significantly |onger than the
interval at which congestion controllers operate. Note that,
for the only SBD nechani smdefined in this docunent
(rmultiplexing on the sane five-tuple), the notion of a shared
bottl eneck stays correct even in the presence of fast traffic
fluctuations: since all flows that are assuned to share a
bottl eneck are routed in the sane way, if the bottleneck
changes, it will still be shared.

Archi tectural overvi ew

Figure 1 shows the elenents of the architecture for coupled
congestion control: the Flow State Exchange (FSE), Shared Bottl eneck
Detection (SBD) and Flows. The FSE is a storage el enent that can be
implenmented in two ways: active and passive. In the active version
it initiates conmunication with flows and SBD. However, in the
passive version, it does not actively initiate conmunication with
flows and SBD; its only active role is internal state nmintenance
(e.g., an inplenentation could use soft state to renove a flow s data
after long periods of inactivity). Every time a flow s congestion
control mechani smwould nornmally update its sending rate, the flow

i nstead updates information in the FSE and perforns a query on the
FSE, leading to a sending rate that can be different fromwhat the
congestion controller originally deternmined. Using information
about/fromthe currently active flows, SBD updates the FSE with the
correct Flow State ldentifiers (FSIs).

——————— <--- Fowl
| FSE| <--- Flow?2
------- <--- Fl ow N
N
I I
------- |
| SBD| <------- |

Figure 1: Coupl ed congestion control architecture

Since everything shown in Figure 1 is assuned to operate on a single
host (the sender) only, this docunent only describes aspects that
have an influence on the resulting on-the-wire behavior. |t does,
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for instance, not define how nany bits nust be used to represent
FSI's, or in which way the entities comunicate. |nplenmentations can
take various forns: for instance, all the elenents in the figure
could be inplenented within a single application, thereby operating
on flows generated by that application only. Another alternative
could be to inplenent both the FSE and SBD together in a separate
process which different applications comrunicate with via some form
of Inter-Process Conmmunication (IPC). Such an inplenentation would
extend the scope to flows generated by multiple applications. The
FSE and SBD could al so be included in the Operating System ker nel

5. Roles

This section gives an overview of the roles of the el enents of
coupl ed congestion control, and provides an exanple of how coupl ed
congestion control can operate.

5.1. SBD

SBD uses know edge about the flows to determ ne which flows belong in
the sane Flow Group (FG, and assigns FAs accordingly. This
know edge can be derived in three basic ways:

1. Frommultiplexing: it can be based on the sinple assunption that
packets sharing the same five-tuple (1P source and destination
address, protocol, and transport |ayer port nunber pair) and
having the sanme Differentiated Services Code Point (DSCP) in the
| P header are typically treated in the same way al ong the path.
The latter nethod is the only one specified in this docunent: SBD
MAY consider all flows that use the sanme five-tuple and DSCP to
belong to the same FG  This classification applies to certain
tunnels, or RTP flows that are multiplexed over one transport
(cf. [transport-nmultiplex]). |In one way or another, such
mul tiplexing will probably be recommended for use with rtcweb
[rtcweb-rtp-usage].

2. Via configuration: e.g. by assuming that a conmon wirel ess uplink
is also a shared bottl eneck

3. From neasurenents: e.g. by considering correl ati ons anong
measured delay and |l oss as an indication of a shared bottl eneck

The met hods above have some essential trade-offs: e.g., nultiplexing
is a conpletely reliable neasure, however it is limted in scope to
two end points (i.e., it cannot be applied to couple congestion
controllers of one sender talking to nultiple receivers). A
nmeasur enent - based SBD nmechani smis described in [sbd]. Measurenents
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can never be 100%reliable, in particular because they are based on
the past but appl ying coupl ed congestion control nmeans to nake an
assunption about the future; it is therefore recommended to inplenment
cautionary neasures, e.g. by disabling coupled congestion control if
enabling it causes a significant increase in delay and/or packet

| oss. Measurenments also take tinme, which entails a certain delay for
turning on coupling (refer to [sbd] for details).

5.2. FSE

The FSE contains a list of all flows that have registered with it.
For each flow, it stores the follow ng:

0 a unique flow nunber to identify the flow

o the FA@ of the FGthat it belongs to (based on the definitions in
this docunent, a flow has only one bottl eneck, and can therefore
be in only one FGQ

0o a priority P, which here is assuned to be represented as a
floating point nunmber in the range fromO0.1 (uninportant) to 1
(very inportant). A negative value is used to indicate that a
fl ow has term nated

0 The rate used by the flowin bits per second, FSE_R
The FSE can operate on w ndow based as well as rate-based congestion

control |l ers (TEMPORARY NOTE: and probably -- not yet tested --
conbi nations thereof, with calculations to convert fromone to the

other). |In case of a wi ndow based controller, FSE_Ris a w ndow, and
all the text bel ow should be considered to refer to w ndow, not
rates.

In the FSE, each FG contains one static variable S CR which is neant
to be the sumof the calculated rates of all flows in the sane FG
(including the flowitself). This value is used to calculate the
sendi ng rate.

The information |listed here is enough to inplement the sanple flow
al gorithm gi ven below. FSE inplenentations could easily be extended
to store, e.g., a flows current sending rate for statistics
gathering or future potential optinzations.

5.3. Flows
Fl ows register thenselves with SBD and FSE when they start,

deregister fromthe FSE when they stop, and carry out an UPDATE
function call every time their congestion controller calculates a new

wel zl, et al. Expires April 27, 2015 [ Page 7]



Internet-Draft Coupl ed congestion control for RTP nedia Cct ober 2014

sending rate. Via UPDATE, they provide the newy calculated rate and
the desired rate (less than the calculated rate in case of
application-limted flows, the same otherw se).

Bel ow, two exanple algorithnms are described. Wile other algorithns
coul d be used instead, the same al gorithm nust be applied to all
flows.

5.3.1. Exanple algorithm1 - Active FSE

This algorithmwas designed to be the sinplest possible nmethod to
assign rates according to the priorities of flows. Sinulations
results in [fse] indicate that it does however not significantly
reduce queui ng del ay and packet | oss.

(1) Wen a flowf starts, it registers itself with SBD and the FSE
FSE Ris initialized with the congestion controller’s initia
rate. SBD will assign the correct FG. Wen a flow is assigned
an FA, it adds its FSE Rto S CR

(2) Wen a flowf stops, its entry is renoved fromthe |ist.

(3) Every time the congestion controller of the flowf determines a
new sending rate CC_R the flow calls UPDATE, which carries out
the tasks listed below to derive the new sending rates for al
the flows in the FG A flow s UPDATE function uses a |oca
(i.e. per-flow) tenporary variable S P, which is the sum of al
the priorities.

(a) It updates S CR

SCR=SCR+ CCR- FSE R(f)

(b) It calculates the sumof all the priorities, S P.

SP=0

for all flows i in FG do
SP=SP+ P(i)

end for

(c) It calculates the sending rates for all the flows in an FG
and distributes them

for all flows i in FG do
FSE R(i) = (P(i)*S CR/S P
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5.3. 2.

send FSE R(i) to the flow i
end for

Exanpl e algorithm 2 - Conservative Active FSE

This algorithmextends algorithm1l to conservatively enul ate the
behavi or of a single flow by proportionally reducing the aggregate
rate on congestion. Sinulations results in [fse] indicate that it
can significantly reduce queuing del ay and packet | oss.

(1

(2)
(3)

Vel zI

When a flow f starts, it registers itself with SBD and the FSE
FSE Ris initialized with the congestion controller’s initial
rate. SBD will assign the correct FG. Wen a flow is assigned
an FA, it adds its FSE Rto S CR

When a flow f stops, its entry is renoved fromthe |ist.

Every tine the congestion controller of the flowf deternines a
new sending rate CC_R the flow calls UPDATE, which carries out
the tasks listed below to derive the new sending rates for all
the flows in the FG A flow s UPDATE function uses a | ocal
(i.e. per-flow) tenporary variable S P, which is the sumof all
the priorities, and a | ocal variable DELTA, which is used to
calculate the difference between CC R and the previously stored
FSE_ R To prevent flows fromeither ignoring congestion or
overreacting, a timer keeps them from changing their rates

i medi ately after the common rate reduction that follows a
congestion event. This tiner is set to 2 RTTs of the flow that
experienced congestion because it is assunmed that a congestion
event can persist for up to one RTT of that flow, w th another
RTT added to conpensate for fluctuations in the nmeasured RTT
val ue.

(a) It updates S CR based on DELTA

if Timer has expired or not set then
DELTA = CC_ R - FSE_R(f)
if DELTA < 0 then // Reduce S CR proportionally
SCR=SCR* CCR/ FSE_R(f)
Set Tinmer for 2 RTTs
el se
S CR=SCR + DELTA
end if
end if
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(b) It calculates the sumof all the priorities, S P.

SP=0

for all flows i in FG do
SP=SP+ P(i)

end for

(c) It calculates the sending rates for all the flows in an FG
and distributes them

for all flows i in FG do
FSE R(i) = (P(i)*S CR/S P
send FSE R(i) to the flow i
end for
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7. | ANA Consi derati ons

This meno includes no request to | ANA

8. Security Considerations

In scenarios where the architecture described in this docunment is
appl i ed across applications, various cheating possibilities arise:
e.g., supporting wong values for the calcul ated rate, the desired
rate, or the priority of a flow |In the worst case, such cheating
could either prevent other flows from sending or make them send at a
rate that is unreasonably large. The end result would be unfair
behavi or at the network bottleneck, akin to what could be achieved
with any UDP based application. Hence, since this is no worse than
UDP in general, there seens to be no significant harmin using this
in the absence of UDP rate limters.

In the case of a single-user system it should also be in the
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interest of any application programer to give the user the best
possi bl e experience by using reasonable flow priorities or even
letting the user choose them In a nulti-user system this interest
may not be given, and one could inmagine the worst case of an "arns
race" situation, where applications end up setting their priorities
to the maxinumvalue. |f all applications do this, the end result is
a fair allocation in which the priority mechanismis inplicitly
elimnated, and no major harmis done.
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Appendi x A.  Exanple algorithm- Passive FSE

Active algorithnms calculate the rates for all the flows in the FG and
actively distribute them In a passive algorithm UPDATE returns a
rate that should be used instead of the rate that the congestion
controller has determned. This can make a passive al gorithm easier
to inplement; however, the resulting dynamics are not fully
understood. The algorithm described belowis to be considered as

hi ghly experimental and did not performas well as the active
variants in simulations.

Thi s passive version of the FSE stores the following information in
addition to the variabl es described in Section 5.2:

0 The desired rate DR This can be smaller than the calculated rate
if the application feeding into the flow has |less data to send
than the congestion controller would allow. In case of a bulk
transfer, DR nust be set to CC R received fromthe flow s
congesti on nodul e.

The passive version of the FSE contains one static variable per FG
called TLO (Total Leftover Rate -- used to let a flow 'take

bandwi dth fromapplication-linmted or terninated flows) which is
initialized to 0. For the passive version, S CRis limted to

i ncrease or decrease as conservatively as a flow s congestion
controller decides in order to prohibit sudden rate junps.

(1) Wen a flowf starts, it registers itself with SBD and the FSE
FSE R and DR are initialized with the congestion controller’s
initial rate. SBD will assign the correct FG. Wen a flowis
assigned an FA, it adds its FSE Rto S CR

(2) Wen a flowf stops, it sets its DRto 0 and sets P to -1.
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(3) Every time the congestion controller of the flowf determines a
new sending rate CC_R assuming the flow s new desired rate
new DR to be "infinity" in case of a bulk data transfer with an
unknown maxi mumrate, the flow calls UPDATE, which carries out
the tasks listed below to derive the flow s new sending rate,
Rate. A flow s UPDATE function uses a few local (i.e. per-flow)
tenporary variables, which are all initialized to 0: DELTA,
new S CR and S P.

(a) For all the flows inits FG (including itself), it
cal culates the sumof all the calculated rates, new S CR
Then it calculates the difference between FSE_R(f) and

CC R, DELTA.
for all flows i in FG do
new S CR = new S CR + FSE R(i)
end for

DELTA = CC R - FSE_R(f)

(b) It updates S CR, FSE_R(f) and DR(f).

FSE R(f) = CC R

if DELTA > 0 then // the flow s rate has increased
S CR =S CR + DELTA

else if DELTA < 0 then
S CR = new S CR + DELTA

end if

DR(f) = min(new DR, FSE R(f))

(c) It calculates the leftover rate TLO renoves the terni nated
flows fromthe FSE and cal cul ates the sumof all the
priorities, S P.

for all flows i in FG do
if P(i)<0 then
delete fl ow
el se
SP=SP+ P(i)
end if
end for
if DR(f) < FSE_R(f) then
TLO = TLO + (P(f)/S_P) * S CR - DR(f))
end if
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(d) It calculates the sending rate, Rate.

Rate = min(new DR (P(f)*S CR)/S P + TLO

if Rate !'= new DR and TLO > 0O then
TLO=0 // f has 'taken’ TLO
end if

(e) It updates DR(f) and FSE R(f) with Rate.

if Rate > DR(f) then
DR(f) = Rate

end if

FSE_R(f) = Rate

The goals of the flow algorithmare to achieve prioritization

i mprove network utilization in the face of application-linited flows,
and inpose linmits on the increase behavior such that the negative

i mpact of nmultiple flows trying to increase their rate together is
mnimzed. It does that by assigning a flow a sending rate that may
not be what the flow s congestion controller expected. It therefore
buil ds on the assunption that no significant inefficiencies arise
fromtenporary application-limted behavior or from quickly junping
to a rate that is higher than the congestion controller intended.

How probl ematic these issues really are depends on the controllers in
use and requires careful per-controller experinentation. The coupled
congestion control nechani sm described here al so does not require all
controllers to be equal; effects of heterogeneous controllers, or
honbgeneous controllers being in different states, are al so subject
to experinmentation.

This algorithmgives all the |leftover rate of application-limted
flows to the first flow that updates its sending rate, provided that
this flow needs it all (otherwise, its own leftover rate can be taken
by the next flow that updates its rate). Oher policies could be
applied, e.g. to divide the leftover rate of a flow equally anong all
other flows in the FG.

A. 1. Exanpl e operation (passive)

In order to illustrate the operation of the passive coupled
congestion control algorithm this section presents a toy exanpl e of
two flows that use it. Let us assunme that both flows traverse a
common 10 Moit/s bottleneck and use a sinplistic congestion
controller that starts out with 1 Mit/s, increases its rate by 1
Miit/s in the absence of congestion and decreases it by 2 Mit/s in
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the presence of congestion. For sinplicity, flows are assunmed to

al ways operate in a round-robin fashion. Rate numbers bel ow wi t hout
units are assuned to be in Mit/s. For illustration purposes, the
actual sending rate is also shown for every flow in FSE di agrans even
though it is not really stored in the FSE

Flow #1 begins. It is a bulk data transfer and considers itself to
have top priority. This is the FSE after the flow algorithnis step
1

SCR=1, TLO=0

Its congestion controller gradually increases its rate. Eventually,
at sone point, the FSE should | ook like this:

S CR =10, TLO= 0

Now another flow joins. It is also a bulk data transfer, and has a
|l ower priority (0.5):

| #] FG | P | FSER | DR | Rate |
|| I I I I I
| 1] 1| 1 | 10 | 10 | 10 |
| 2] 1 | 0.5 | 1 | 1] 1|

Now assune that the first flow updates its rate to 8, because the
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total sending rate of 11 exceeds the total capacity. Let us take a
cl oser | ook at what happens in step 3 of the flow algorithm

CCR =8 newDR = infinity.

3 a new S CR = 11; DELTA =8 - 10 = -2.

3 b) FSE Rf) = 8. DELTA is negative, hence S CR = 9;
DR(f) = 8.

3c¢c) SP=1.5.

3 d) new sending rate = min(infinity, 1/1.5 * 9 + 0) = 6.

3 e) FSE_R(f) = 6.

| #] FG& | P | FSER | DR | Rate |
| I I I I I
| 1] 1 | 1 | 6 | 8 | 6 |
| 2] 1 | 0.5 | 1 ] 1] 1 |

The effect is that flow #1 is sending with 6 Mit/s instead of the 8
Miit/s that the congestion controller derived. Let us now assune
that flow #2 updates its rate. |Its congestion controller detects
that the network is not fully saturated (the actual total sending
rate is 6+1=7) and increases its rate.

CC_R=2. new DR = infinity.

3a newSCR=7; DELTA=2 - 1 = 1.

3 b) FSE R(f) = 2. DELTA is positive, hence S CR =9 + 1 = 10;
DR(f) = 2.

3c) SP=15.

3 d) new sending rate = min(infinity, 0.5/1.5 * 10 + 0) = 3. 33.

3 e) DR(f) = FSE_R(f) = 3.33.

The resulting FSE | ooks as foll ows:

| #| FG | P | FSER | DR | Rate |
I I I I I I I
[ 1] 1 | 1 | 6 I 8 | 6 |
| 2] 1 | 05 | 3.33 | 3.33| 3.33|
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The effect is that flow #2 is now sending with 3.33 Mit/s, which is
close to half of the rate of flow #1 and leads to a total utilization
of 6(#1) + 3.33(#2) = 9.33 Mit/s. Flow #2's congestion controller
has increased its rate faster than the controller actually expected.
Now, flow #1 updates its rate. |Its congestion controller detects
that the network is not fully saturated and increases its rate.
Additionally, the application feeding into flow #1 linmts the flow s
sending rate to at nost 2 Miit/s.

CC_R=7. new_DR=2.

3 a new S CR = 9.33; DELTA = 1.

3 b) FSE R(f) = 7, DELTA is positive, hence S CR =10 + 1 = 11,
DR =mn(2, 7) =

3c) SP=15; DR(f)

3 d) new sending rate

3 e) FSE_R(f) = 2.

N

11 - 2 = 5.33.

1A

"FSE_R(f), hence TLO = 1/1.5 *
mn(2, 1/1.5* 11 + 5.33) = 2.

The resulting FSE | ooks as foll ows:

| #] FG | P | FSER | DR | Rate |
| I I I I I
| 1] 1 | 1 | 2 I 2 | 2 |
| 2] 1 ] 05 | 3.33 | 3.33| 3.33 |

S CR =11, TLO = 5.383

Now, the total rate of the two flows is 2 + 3.33 = 5.33 Mit/s, i.e.
the network is significantly underutilized due to the linitation of
flow #1. Flow #2 updates its rate. |Its congestion controller
detects that the network is not fully saturated and increases its
rate.
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3 a) new S CR = 5.33; DELTA = 1.
3 b) FSE R(f) = 4.33. DELTA is positive, hence S CR = 12;
DR(f) = 4.33.
3c) SP=15.
3 d) new sending rate: mn(infinity, 0.5/1.5 * 12 + 5.33 ) = 9. 33.
3 e) FSE_R(f) = 9.33, DR(f) = 9.33.

| #| FG | P | FSER | DR | Rate |
I I I I I I I
[ 1] 1 | 1 | 2 I 2 | 2 |
| 2] 1 | 05 | 9.33 | 9.33| 9.33 |

Now, the total rate of the two flows is 2 + 9.33 = 11.33 Mit/s.

Finally, flow #1 terminates. It sets Pto -1 and DRto 0. Let us
assune that it termnated |ate enough for flow #2 to still experience
the network in a congested state, i.e. flow #2 decreases its rate in

the next iteration.

CCR=7.33. newDR =infinity.

3 a) new S CR = 11.33; DELTA = -2.

3 b) FSE R(f) = 7.33. DELTA is negative, hence S CR = 9. 33;
DR(f) = 7.33.

3c) Flow1l has P = -1, hence it is deleted fromthe FSE.
S P =0.5.

3 d) new sendi ng rate: mn(infinity, 0.5/0.5*9.33 + 0) = 9.33.
3 e) FSE_R(f) = DR(f) = 9.33.

The resulting FSE | ooks as foll ows:

SCR=9.33 TLO=0
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Appendi x B. Change | og

B. 1.

(0]

(0]

B. 2.

B. 3.

B. 4.

(0]

(0]

Changes from-00 to -01

Added change | og.

Updated the exanple algorithmand its operation.

Changes from-01 to -02

I ncluded an active version of the algorithmwhich is sinpler.

Repl aced "greedy flow' with "bulk data transfer” and "non-greedy"
with "application-limted".

Updated new CRto CC R and CRto FSE R for better understandi ng.
Changes from-02 to -03

I ncl uded an active conservative version of the al gorithm which
reduces queue growt h and packet |oss; added a reference to a
technical report that shows these benefits with sinulations.
Moved the passive variant of the algorithmto appendi x.

Changes from-03 to -04

Ext ended SBD secti on.

Added a note about w ndow based controll ers.
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