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Abst ract
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1.

1.

1.

1.

I nt roducti on

In the Internet, it is not normally known if flows (e.g., TCP
connections or UDP data streanms) traverse the sane bottl enecks. Even
flows that have the same sender and receiver nay take different paths
and share a bottleneck or not. Flows that share a bottleneck |ink
usual Iy conpete with one another for their share of the capacity.
This conpetition has the potential to increase packet |oss and
delays. This is especially relevant for interactive applications
that communicate sinultaneously with nultiple peers (such as nulti-
party video). For RTP nedia applications such as RTCWEB,

[1-D. wel zl -rntat - coupl ed-cc] describes a schene that conbines the
congestion controllers of flows in order to honor their priorities
and avoi d unnecessary packet loss as well as delay. This mechani sm
relies on sone form of Shared Bottl eneck Detection (SBD); here, a
measur enent - based SBD approach is described

1. The signals

The current Internet is unable to explicitly informendpoints as to
whi ch flows share bottl enecks, so endpoints need to infer this from
what ever information is available to them The nechani sm descri bed
here currently utilises packet |oss and packet delay, but is not
restricted to these.

1.1. Packet Loss

Packet loss is often a relatively rare signal. Therefore, on its own
it is of linmted use for SBD, however, it is a valuable suppl enentary
measure when it is nore preval ent.

1.2. Packet Del ay

End-to-end del ay neasurenents include noise fromevery device al ong
the path in addition to the delay perturbation at the bottl eneck
device. The noise is often significantly increased if the round-trip
time is used. The cleanest signal is obtained by using One-Way- Del ay
(OND) .

Measuring absolute O is difficult since it requires both the sender
and receiver clocks to be synchroni sed. However, since the
statistics being collected are relative to the nean OAD, a rel ative
OMD neasurenent is sufficient. Cock drift is not usually
significant over the time intervals used by this SBD nechani sm (see

[ RFC6817] A.2 for a discussion on clock drift and OAD neasurenents).
However, in circunstances where it is significant, Section 3.3.2
outlines a way of adjusting the calculations to cater for it.
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Each packet arriving at the bottleneck buffer nmay experience very
di fferent queue lengths, and therefore different waiting tinmes. A
singl e OAD sanpl e does not, therefore, characterize the path well
However, nultiple OAD neasurenents do reflect the distribution of
del ays experienced at the bottl eneck

1.1.3. Path Lag
Fl ows that share a conmon bottl eneck may traverse different paths,
and these paths will often have different base delays. This nakes it
difficult to correlate changes in delay or loss. This technique uses

the long term shape of the delay distribution as a base for
compari son to counter this.

2. Definitions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Acronyns used in this docunent:

OAD -- One Way Del ay

PDV -- Packet Delay Variation

RTT -- Round Trip Tine

SBD -- Shared Bottleneck Detection

Conventions used in this docunent:

T -- the base tinme interval over which nmeasurenents are
made.
N -- t he nunber of base tine, T, intervals used in sone

cal cul ati ons.

sumT(...) -- sunmation of all the nmeasurenents of the variable
in parentheses taken over the interval T

sum(...) -- summation of terms of the variable in parentheses

sumN(...) -- sunmation of N terns of the variable in parentheses
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SUMNT(...) -- sunmation of all measurenments taken over the
interval N*T

ET(...) -- the expectation or nean of the neasurenents of the
variable in parentheses over T

E N...) -- The expectation or nean of the last N values of the
vari abl e i n parentheses

E M...) -- The expectation or nean of the |last Mval ues of the
vari abl e in parentheses, where M <= N

max_T(...) -- the maxi numrecorded neasurenent of the variable in
par ent heses taken over the interval T

mn T(...) -- the mninumrecorded neasurenent of the variable in
par ent heses taken over the interval T

numT(...) -- the count of neasurenents of the variable in
parent heses taken in the interval T

numVM...) -- the count of valid values of the variable in
par ent heses gi ven Mrecords

PC - - a bool ean variable indicating the particular flow was
identified as experiencing congestion in the previous
interval T (i.e. Previously Congested)

CDT-- an estimate of the effect of Cock Drift on the nean
OND per T

CD Adj(...) -- Mean OMD adjusted for clock drift

p_l, p_f, p_pdv, c_s, c_h, p_s, p_d, p_v -- various thresholds
used in the nmechani sm

N, M and F -- nunber of values (calcul ated over T).

Par anet er Val ues

Ref erence [ Hayes-LCN14] uses T=350ns, N=50, p_| = 0.1. The other

paranet ers have been tightened to reflect minor enhancenents to the
algorithmoutlined in Section 3.3: ¢.s =-0.01, pf =p.s =p.d=
0.1, p_pdv =0.2, pv =0.2. M50, F=10, and c_h = 0.3 are

addi tional parameters defined in the docunment. These are val ues that
seemto work well over a wide range of practical Internet conditions,
but are the subject of ongoing tests.
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3. Mechani sm

The mechani sm described in this docunent is based on the observation
that the distribution of delay neasurenents of packets fromflows
that share a common bottl eneck have simlar shape characteristics.
These shape characteristics are described using 3 key sumary
statistics:

vari ance (estimte var_est, see Section 3.1.3)
skewness (estinmate skew est, see Section 3.1.2)
oscillation (estinmate freq_est, see Section 3.1.4)

with packet |oss (estimte pkt_l|oss, see Section 3.1.5) used as a
suppl enentary statistic.

Summary statistics help to address both the noise and the path | ag
probl ens by describing the general shape over a relatively |ong
period of tine. This is sufficient for their application in coupled
congestion control for RTP Media. They can be signalled froma

recei ver, which neasures the OAD and cal cul ates the sunmary
statistics, to a sender, which is the entity that is transmtting the
medi a stream An RTP Medi a device may be both a sender and a
receiver. SBD can be performed at either Sender or receiver or both.

ER
| H2 |
EU——
I
| L2
I
#e---4 L1 | L3 4----+
| HL [------ [------ | H3 |
EU—— EU——

A network with 3 hosts (Hl, H2, H3) and 3 links (L1, L2, L3).
Figure 1

In Figure 1, there are two possible cases for shared bottl eneck
detection: a sender-based and a receiver-based case.

1. Sender-based: consider a situation where host Hl sends nedia
streanms to hosts H2 and H3, and L1 is a shared bottleneck. H2
and H3 neasure the OAD and cal cul ate summary statistics, which
they send to Hl every T. Hl, having this know edge, can determn ne
the shared bottl eneck and accordingly control the send rates.
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2. Receiver-based: consider that H2 is also sending nedia to H3, and
L3 is a shared bottleneck. |If H3 sends sunmary statistics to Hl
and H2, neither HL nor H2 al one obtain enough know edge to detect
this shared bottl eneck; H3 can however determine it by conbining
the sunmary statistics related to HL and H2, respectively. This
case is applicable when send rates are controlled by the
receiver; then, the signal fromH3 to the senders contains the
sendi ng rate.

A discussion of the required signalling for the receiver-based case
is beyond the scope of this docunent. For the sender-based case, the
messages and their data format will be defined here in future
versions of this docunent. W envision that an initialization
message fromthe sender to the receiver could specify which key
metrics are requested out of a possibly extensible set (pkt_Ioss,
var_est, skew est, freq_est). The grouping algorithmdescribed in
this docunment requires all four of these netrics, and receivers MJST
be able to provide them but future algorithms nay be able to exploit
other netrics (e.g. nmetrics based on explicit network signals).
Moreover, the initialization nessage could specify T, N, and the
necessary resol ution and precision (nunber of bits per field).

3.1. Key netrics and their cal cul ation

Measurenments are cal cul ated over a base interval, T. T should be |Iong
enough to provi de enough sanples for a good estinmate of skewness, but
short enough so that a measure of the oscillation can be made from N
of these estimates. Reference [Hayes-LCNl4] uses T = 350ns and
N=M=50, which are values that seemto work well over a wi de range of
practical Internet conditions.

3.1.1. Mean del ay

The nmean delay is not a useful signal for conparisons between flows
since flows nay traverse quite different paths and cl ocks will not
necessarily be synchronized. However, it is a base neasure for the 3
summary statistics. The nean delay, E T(OAD), is the average one way
del ay neasured over T.

To facilitate the other calculations, the last N E T(OAD) val ues will
need to be stored in a cyclic buffer along with the noving average of
E T(OND):

mean_delay = E ME T(OMD)) = sumME T(OND)) / M
where M <= N. Generally MeN, setting Mto be less than N allows the

mechani smto be nore responsive to changes, but potentially at the
expense of a higher error rate (see Section 3.4 for a discussion on
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i nprovi ng the responsiveness of the nmechanism)

3.1.2. Skewness Estimate
Skewness is difficult to calculate efficiently and accurately.
Ideally it should be cal culated over the entire period (M* T) from
the mean OAD over that period. However this would require storing
every del ay neasurenent over the period. |Instead, an estimate is
made over T using the previous cal cul ati on of nean_del ay.
Conpari sons are nade using the nmean of M skew estinmates (an
alternative that renoves bias in the nean is given in Section 3.3.3).

The skewness is estimated using two counters, counting the nunber of
one way del ay sanples (OAD) above and bel ow t he nean:

skew est T = (sum T(OAD < nean_del ay)
- sum T(OAD > nean_delay)) / num T( OAD)
wher e
if (OAD < nean_delay) 1 else O
if (OAD > nean_delay) 1 else O
skew est T is a nunber between -1 and 1
skew est = E M skew est T) = sum Mskew est T) / M

For inplenmentation ease, nmean_del ay does not include the nean of the
current T interval.

Note: Care nust be taken when inplenenting the conparisons to ensure

that roundi ng does not bias skew est. It is inportant that the nean
is calculated with a higher precision than the sanples.
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3.1.3. Variance Estinnate

Packet Delay Variation (PDV) ([RFC5481] and [ITU Y1540]) is used as
an estimator of the variance of the delay signal. W define PDV as
fol |l ows:

PDV = PDV_max = max_T(OMND) - E_T(OND)
var_est = E MPDV) = sumMPDV) / M

This nodifies PDV as outlined in [RFC5481] to provide a sunmary
statistic version that best aids the grouping decisions of the
al gorithm (see [Hayes-LCN14] section |VB).

The use of PDV = PDV_mn = ET(OAD) - mn_T(OAD) is currently being
investigated as an alternative that is |l ess sensitive to noise. The
drawback of using PDV.mn is that it does not distinguish between
groups of flows with sinilar values of skew est as well as PDV_nax
(see [Hayes-LCN14] section |VB).

3.1.4. GOscillation Estimte

An estinmate of the | ow frequency oscillation of the delay signal is
cal cul ated by counting and nornalising the significant mean,
E T(OAD), crossings of nean_del ay:

freq_est = nunber_of _crossings / N

Wher e

we define a significant nmean crossing as a crossing that
extends p_v * var_est fromnean_delay. In our experinments we
have found that p_v = 0.2 is a good val ue.

Freq_est is a nunber between 0 and 1. Freq_est can be approxi mated
incrementally as foll ows:

Wth each new cal culation of E T(OAD) a decision is made as to
whet her this value of E T(OAD) significantly crosses the current
| ong term nean, nean_delay, with respect to the previous
significant nean crossing.

A cyclic buffer, last_N crossings, records a 1 if there is a
significant nmean crossing, otherw se a O.
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The counter, nunber_of _crossings, is incremented when there is a
significant nean crossing and subtracted from when a non-zero
value is renoved fromthe | ast_N crossings.

This approximation of freq_est was not used in [Hayes-LCN14], which
calcul ated freq_est every T using the current ENNE_T(OAD)). CQur
tests show that this approximation of freg_est yields results that
are alnost identical to when the full calculation is performed every
T.

3.1.5. Packet |oss
The proportion of packets lost is used as a suppl enentary neasure:

pkt | oss = sum NT(l ost packets) / sum NT(total packets)

Not e: When pkt loss is snmall it is very variable, however, when
pkt _loss is high it becomes a stable nmeasure for making grouping
deci si ons.

3.2. F ow Gouping
3.2.1. Flow Grouping Algorithm

The foll owi ng grouping algorithmis RECOMVENDED for SBD in the RMCAT
context and is sufficient and efficient for small to noderate nunbers
of flows. For very large nunbers of flows (e.g. hundreds), a nore
conmpl ex clustering algorithmmay be substituted.

Since no single nmetric is precise enough to group flows (due to
noi se), the algorithmuses nultiple metrics. Each netric offers a
different "view' of the bottleneck |link characteristics, and used
toget her they enable a nore precise grouping of flows than woul d
ot herw se be possi bl e.

Fl ows determined to be experiencing congestion are successively
divided into groups based on freq_est, var_est, and skew est.

The first step is to determ ne which flows are experiencing
congestion. This is inportant, since if a flowis not experiencing
congestion its delay based netrics will not describe the bottl eneck
but the "noise" fromthe rest of the path. Skewness, with proportion
of packets loss as a supplenentary neasure, is used to do this:
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1. Gouping will be performed on flows where:
skew est < c_s

|| ( skew est <c_h & PC)

|| pkt_loss > p_|I
The paraneter c_s controls how sensitive the nechanismis in
detecting congestion. Cs = 0.0 was used in [Hayes-LCN14]. A val ue
of ¢ s =0.05is alittle nore sensitive, and c_s = -0.05is a little
| ess sensitive. C_h controls the hysteresis on flows that were
grouped as experiencing congestion |ast tinme.
These flows, flows experiencing congestion, are then progressively
di vided into groups based on the freq_est, PDV, and skew est summary
statistics. The process proceeds according to the foll owi ng steps:

2. Goup flows whose difference in sorted freq_est is less than a
t hreshol d:

diff(freq_est) < p_f

3. Goup flows whose difference in sorted E N(PDV) (highest to
|l owest) is less than a threshol d:

diff(var_est) < (p_pdv * var_est)

The threshold, (p_pdv * var_est), is with respect to the highest
value in the difference.

4. Goup flows whose difference in sorted skew est or pkt_loss is
| ess than a threshol d:

if pkt loss < p_|I
di ff(skew est) < p_s
ot herw se
di ff(pkt _loss) < (p_d * pkt_Iloss)

The threshold, (p_d * pkt_loss), is with respect to the
hi ghest value in the difference.

This procedure involves sorting estimates from highest to lowest. It

is sinple to inplenent, and efficient for small nunbers of fl ows,
such as are expected in RTCWEB
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3.2.2. Using the flow group signa

A grouping decisions is nade every T fromthe second T, though they
will not attain their full design accuracy until after the Nth T
i nterval .

Net wor k conditi ons, and even the congestion controllers, can cause
bottl enecks to fluctuate. A coupled congestion controller MAY decide
only to couple groups that remain stable, say grouped together 90% of
the tine, depending on its objectives. Recomendations concerning
this are beyond the scope of this draft and will be specific to the
coupl ed congestion controllers objectives.

3.3. Renoving Noise fromthe Estimates

The follow ng describe small changes to the cal cul ation of the key
metrics that help renove noise fromthem Currently these "tweaks"
are described separately to keep the main description succinct. In
future revisions of the draft these enhancenments may repl ace the
original key metric cal cul ati ons.

3.3.1. Gscillation noise

When a path has no congestion, the PDV will be very snmall and the
recorded significant mean crossings will be the result of path noise.
Thus up to N1 neaningl ess nean crossings can be a source of error at
the point a link becones a bottleneck and flows traversing it begin
to be grouped.

To renove this source of noise fromfreqg_est:

1. Set the current PDV to PDV = NaN (a value representing an invalid
record, ie Not a Nunber) for flows that are deened to not be
experiencing congestion by the first skew est based grouping test
(see Section 3.2.1).

2. Then var_est = sum MPDV != NaN) / num VM PDV)

3. For freq_est, only record a significant mean crossing if flowis
experienci ng congestion

These three changes will renove the non-congestion noise from
freq_est.
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3.3.2. dock drift

General ly sender and receiver clock drift will be too small to cause
significant errors in the estimators. Skew est is npbst sensitive to
this type of noise. In circunstances where clock drift is high,

maki ng M < N can reduce this error.

A better method is to estimate the effect the clock drift is having
on the E N(E_T(OMD)), and then adjust nean_delay accordingly. A
sinmple nmethod of doing this follows:

First divide the N E_T(OAD) values into two halves (N2 in each)
-- old and new.

Cal cul ate a nmean of the old half:
O der _nean = E old(E.T(OMD)) / N2
Cal cul ate a nmean of the new (nost recent) half:
Newer _mean = E ne(E T(OND)) / N2
A linear estimate of the Clock Drift per T estinmates is:
CD. T = (Newer _mean - O der_nean)/ N 2
An adj usted mean estimate then is:
nean_delay = CD_Adj (EEME_T(OMD))) = EMET(OMD)) + CD.T * M2
CD_Adj can be thought of as a prediction of what the long term nean

will be in the current measurement period T. It is used as the basis
for skew est and freq_est.
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3.3.3. Bias in the skewness neasure

I f successive calcul ations of skew est are nmade with very different
nunbers of sanmples (num T(OMD)), the sinple calculation of

E M skew est) used for grouping decisions will be biased by the
intervals that have few sanples sanples. This bias can be corrected
i f necessary as follows.

skew base T = (sum T(OAD < nean_del ay
- sum T(OND > nean_del ay)
skew _est = sum MI(skew _base_T)/ num MI( OA\D)

This calculation requires slightly nore state, since an

i mpl ementation will need to maintain two cyclic buffers storing

skew base_T and num T(OAND) respectively to nanage the rolling

summati ons (note only one cyclic buffer is needed for the cal cul ation
of skew est outlined previously).

3.4. Reducing |l ag and | nprovi ng Responsi veness

Measur ement based shared bottl eneck detection nmakes decisions in the
present based on what has been neasured in the past. This neans that
there is always a lag in responding to changing conditions. This
mechani smis based on sunmary statistics taken over (NT) seconds.
Thi s mechani sm can be nade nore responsive to changi ng conditions by:

1. Reducing N and/or M-- but at the expense of |ess accurate
metrics, and/or

2. Exploiting the fact that nore recent neasurenents are nore
val uabl e than ol der neasurenents and wei ghting them accordingly.

Al t hough nore recent neasurenents are nore val uabl e, ol der
measurenents are still needed to gain an accurate estimate of the

di stribution descriptor we are measuring. Unfortunately, the sinple
exponentially wei ghted novi ng average wei ghts drop off too quickly
for our requirenents and have an infinite tail. A sinple linearly
decl i ning wei ghted novi ng average al so does not provi de enough wei ght
to the nost recent neasurenents. W propose a piecew se |inear
distribution of weights, such that the first section (sanples 1:F) is
flat as in a sinple noving average, and the second section (sanples
F+1:M is linearly declining weights to the end of the averaging

wi ndow. We choose integer weights, which allows increnental

cal cul ati on w thout introducing rounding errors.
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3.4.1. Inproving the response of the skewness estimte

The wei ghted novi ng average for skew est, based on skew est in
Section 3.3.3, can be calculated as foll ows:

skew est = ((M F+1)*sun{skew base_T(1:F))
+ sun([(MF):1].*skew base T(F+1: M))
[ ((MF+1) *sunm( nunmsanpT(1l: F))
+ sun([ (M F):1]. *nunsanpT(F+1: M))
where nunsanpT is an array of the nunber of OAD sanples in each T (ie
num T(OAD) ), and nunsanpT(1l) is the nmost recent; skew base _T(1) is
the nost recent cal culation of skew base T; 1:F refers to the integer
values 1 through to F, and [(MF):1] refers to an array of the
i nteger values (MF) declining through to 1; and ".*" is the array
scal ar dot product operator.
3.4.2. Inproving the response of the variance estinmate

The wei ghted novi ng average for var_est can be cal culated as foll ows:

var_est = ((MF+1)*sum(PDV(1:F)) + sun([(MF):1].*PDV(F+1: M))
I (FF(MF+1) + sum([(MF):1])

where 1:F refers to the integer values 1 through to F, and [(MF): 1]
refers to an array of the integer values (MF) declining through to
1; and ".*" is the array scalar dot product operator. Wen renoving
oscillation noise (see Section 3.3.1) this calculation nust be
adjusted to allow for invalid PDV records.
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4. Measuring OAD

This section discusses the OAD neasurenments required for this
algorithmto detect shared bottl enecks.

The SBD mechani sm described in this draft relies on differences

bet ween OAD nmeasurenents to avoid the practical problens with
measuring absolute OAD (see [ Hayes-LCN14] section I11C). Since all
summary statistics are relative to the mean OAD and sender/receiver
clock offsets should be approxinmately constant over the neasurenent
periods, the offset is subtracted out in the calculation

4.1. Tinme stanp resol ution

The SBD nechanismrequires timng informati on preci se enough to be
abl e to make conparisons. As a rule of thunb, the tine resolution
shoul d be | ess than one hundredth of a typical path’'s range of
delays. In general, the lower the time resolution, the nore care
that needs to be taken to ensure rounding errors do not bias the
skewness cal cul ati on.

Typical RTP nedia flows use sub-nillisecond tiners, which should be
adequate in nost situations.
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6. | ANA Consi derations

This meno includes no request to | ANA

7. Security Considerations

The security considerations of RFC 3550 [ RFC3550], RFC 4585
[ RFC4585], and RFC 5124 [RFC5124] are expected to apply.

Non- aut henti cat ed RTCP packets carrying shared bottl eneck indications
and summary statistics could allow attackers to alter the bottl eneck
sharing characteristics for private gain or disruption of other
parties conmuni cation
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8.

9.

9.

9.

Change history
Changes made to this docunent:

01->02 : New section describing inprovenents to the key netric
calculations that help to renmove noi se, bias, and
reduce lag. Sone revisions to the notation to nmake
it clearer. Sone tightening of the thresholds.

00->01 : Revi sions to ternmnology for clarity
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