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Abst r act

Thi s docunent defines a standard algorithmto back-off l|ink-state |GP
SPF conput ati ons.

Havi ng one standardi zed al gorithminproves interoperability by
reduci ng the probability and/or duration of transient forwarding

| oops during the | GP convergence in the areal/level when the network
reacts to nultiple consecutive events.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on Septenber 10, 2015.

Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Decr aene Expi res Septenber 10, 2015 [ Page 1]



Internet-Draft SPF back-of f al go March 2015

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. Introduction

Link state 1GP, such as 1S-1S [ISOL0589- Second- Edition] and OSPF

[ RFC2328], perforns distributed computation on all nodes of the area/
level. 1In order to have consistent routing tables across the
networ k, such distributed conputation requires that all routers have
the sane vision of the network (Link State DataBase (LSDB)) and
performtheir conputation at the sane tine.

In general, when the network is stable, there is a desire to conpute
the new SPF as soon as the failure is known, in order to quickly
route around the failure. However, when the network is experiencing
mul tiple consecutive failures over a short period of tinme, there is a
desire to lint the frequency of SPF conputations. |ndeed, this

al | ow reduci ng the control plane resources used by I GP and al
protocol s/ sub systemreacting on it such as LDP, RSVP-TE, BGP, Fast
ReRout e conputations, FIB updates..., reduce the churn on nodes and
in the network, in particular reduce side effects such as micro-I|oops
whi ch nmay happen during each | GP convergence

To allow for this, sone back-off algorithm have been inpl enent ed.
Different inplenentations choose different algorithnms, hence in a
mul ti-vendor network, it’s not possible to enforce that all routers
triggers their SPF conputation after the same waiting delay. This
situation increases the average differential delay between routers
end of RIB conputation. 1t also increases the probability that
different routers conpute their RIB based on a different LSDB. Both
i ncreases the probability and/or duration of mcro-Ioops.

To allow for nulti-vendors networks having all the routers del aying
their SPF for the sanme duration, this docunent specifies a
standardi zed algorithm Inplenentations may offer alternative
optional algorithns.
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2. High level goals
The high I evel goals of this algorithmare the foll ow ng:
o Very fast convergence for single sinple events (link failure).

o Fast convergence in general while the IGP stability is considered
under control

o A long delay when the I1GP stability is considered out of control
in order to let all related process cal m down.

o At any tinme, try to avoid using different SPF_TIMERS val ues for
nodes in the area/level. Even though not all nodes will receive
| GP nmessage at the sane tine (due to difference in distance from
the source and due to different flooding inplenmentations on the
path fromthe source).

3. Definitions and paraneters

| GP events: An LSDB change requiring a new RI B conputation (topol ogy
change, prefix change, netric change). No distinction is done

bet ween the type of conputation perforned (e.g. full SPF, increnental
SPF, PRC). The type of conmputation is a |ocal consideration

The SPF_DELAY tiner can take the follow ng val ues:

INNTIAL WAIT: a very snall delay to quickly handle link failure
e.g. 0 mllisecond.

FAST_WAIT: a small delay to have a fast convergence. e.g. 50-100
mllisecond. Note: we want to be fast, but as this failure requires
multiple | GP events, being too fast increase the probability to
receive additional IGP events just after the R B conputation

LONG WAIT: a long delay as IGP is unstable. e.g. 2 seconds. Note:
let’s bring calmin the | GP

The TIME_TO CONVERGE tiner is the tinme to learn all the I GP events
related to a single failure (e.g. node failure, SRLGfailure). e.g. 1
second. It’'s nostly dependent on variation of failure detection

ti mes between all nodes which are nei ghbour to the failure, and then
may depend on different flooding al gorithns of nodes in the network.

The HOLD DOMN tinmer is the tine needed with no | GP events received,

before considering that the IGP is quiet again and we can set the
SPF _DELAY back to INITAL_ WAIT. e.g. 5 seconds.
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4.

Principle of SPF delay algorithm

The first 1GP event is handled very quickly (INNTIAL_WAIT) in order
to be very reactive for the first event if it only needs one IGP
event (e.g. link failure, prefix change).

If nore |1 GP events are received quickly after, we consider that they
are related to the sanme single failure, and handle the I GP events
relatively quickly (FAST_ WAIT) during the tinme needed to receive all
the 1GP events related to the failure (TIME_TO CONVERGE)

If IGP events are still received after this time, then the network is
presumably experiencing multiple independent failures and the while
waiting for its stability, the conmputations are del ayed for a |onger
time (LONG VAIT).

Not e: previous SPF delay algorithms used to count the nunber of R B
computations. However, as all nodes may receive the LSP events in a
different way we cannot assune that all nodes will performthe sane
nunber of SPF computations or that they will schedule themat the
same time. For exanple, assuming that the SPF delay is 50 ns, node
Rl may receive 3 IGP events (E1, E2, E3) in those 50 ns and hence
will performa single routing conputation. While another node R2 may
only receive 2 events (E1, E2) in those 50ns and hence will schedul e
anot her routing conputation when further receiving E3. That’'s why
this docunment prefers to define a tinme limt (TIME_TO CONVERGE) since
the first event, rather than a nunber of routing conputations.

Speci fication of SPF delay al gorithm
When the previous | GP events is nore than HO.D DOM ago:
0 The IGP is set to the QU ET state.
When the IGP is in the QUET state and an | GP event is received:
0o The time of this first I1GP event is stored in FI RST_EVENT_TI ME

0 The next RIB conmputation tine is set to LSP receive time +
I NI TI AL_WAI T.

0 The IGP is set to the FAST WAIT state.
When the IGP is in the FAST WAIT state and an | GP event is received:

o |If nore than TI ME_TO CONVERGE has passed since FI RST_EVENT TI MVE
then the IGP is set to the HOLD DOMN st ate.
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10.

10.

10.

o If the next RIB conputation tine is in the past, set the next RIB
computation tine to LSP receive tinme + FAST_WAIT.

When the I1GP is in the HOLD DOMNN state and an | GP event is received:

o |If the next RIB conputation tine is in the past, set the next R B
conputation tine to LSP receive tine + LONG WAIT.

I mpact on m cro-| oops

M cro-1 oops during | GP convergence are due to a non synchroni zed or
non ordered update of the forwarding information tables (FIB)

[ RFC5715] [RFC6976] [I-D.litkowski-rtgwg-spf-ul oop-pb-statenent].
FIB are installed after nmultiple steps such as SPF wait time, SPF
computation, FIB distribution and FIB update. This docunent only
address the first contribution. This standardized procedure reduces
the probability and/or duration of mcro-loops when the I GP
experience nultiple consecutive events. |t does not renove al

nm cro-1oops. However, it is beneficial and its cost seens linmted
compared to full solutions such as [ RFC5715] or [ RFC6976].

| ANA Consi derati ons

No | ANA actions required.

Security considerations
Thi s docunent has no inpact on the security of the IGP
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