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Abst ract

Thi s docunment describes a nmethod to group nultiple interfaces and
assign netric to that group based on the cunul ative bandwi dth of all
the interfaces in that group. Each link in a group takes sanme group
metric irrespective of its own bandw dth.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on February 20, 2016.

Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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I ntroduction

A low cost path is always preferred to carry traffic fromsource to
destination. |If a application is nore interested in bandw dth than
the cost itself and nost preferred path does not satisfy bandw dth
then this could potentially lead to congestion and packet loss for an
application. Bandwidth critical applications needs nini num bandw dth
to be satisfied even if traffic is carried over multiple alternative
paths to reach a destination.
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Fi gure 1: Exanpl e Topol ogy

Consi der the topology as showin Figure 1. The device Rl uses a
links L1, L2 and L3 to carry traffic to destination D1. Simlarly it
uses links L4, L5 and L6 for destination D2. However in the event of
links L1 and/or L2 fails traffic is still forwarded on link L3
causing traffic congestion.

In such situations operators will prefer the traffic for destination
Dl is forwarded on L4, L5 and L6, as there is |esser chance of
congestion. Sinmilarly when links L4 and L5 also fails, the operator
will prefer the traffic for DL is forwarded is switched back on link
L3 again. This docunment proposes a nethod call ed Bandw dth Based
Metrics (hereafter referred as BBM, which hel ps achieving this

desi red behavi our.

BBM on detecting a local link event, attenpts to re-route traffic,
based on renuni ning bandwi dth across the links on the primary and
alternate paths. Wen the remaining avail able bandwi dth on the
primary link(s) goes below a permissible limt (to be specified by
the operator), traffic should be re-routed to one or nore groups of
alternative paths, and re-distributed onto nultiple alternate paths
with |l esser likeliness of congesting them

Thi s docunment al so specifies howto extend Fast Re-Route (FRR) for
BBMto neet stringent re-convergence tine constraints, and mnimze
traffic |l oss due to network congestion caused by standard FRR
nmechani sns.

BBM Concept s
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2.1. Interface-Goup

BBM net hod proposed in this docunment requires grouping of all the
local links (or interfaces) attached to a node into one or nore

| ogi cal bundles. Such a |ogical grouping of multiple |ocal
interfaces is called an interface-group, and needs to be provisioned
manual |y by the operator on each node. While assigning the |ocal

interfaces to a interface-group, all links connecting the |ocal node
to the same one-hop nei ghbor, SHOULD be assigned to a single
interface-group. 1In other words the nunber of interface-group to be

created on a node SHOULD be at the | east, the nunber of one-hop
nei ghbor nodes the particular node is connected to.

In Figure 1 links L1, L2, and L3 connecting Rl and R2 can be grouped

into a single interface group (say I1Gl) on both Rl and R2. Sinmilarly
links L4, L5 and L6 connecting Rl and R3 can be grouped into another

single interface-group (say 1&Q) on both Rl and R3.

2.2. BBM Metric Configurations

Al'l the interfaces under a given interface-group shall share a netric
that is proportionate to the curul ati ve bandw dth avail abl e using the

i ndi vidual links under the interface-group. if a link is associated
with interface-group then interface-group metric MJST override
i ndividual link metric configuration. Inplenmentations SHOULD al | ow

operator to specify what netric should be associated for a given
total remaining avail able bandwi dth for each interface group.

I npl enent ati ons SHOULD al so al | ow operator specify the default nmetric
to be used for each interface-group.

In Figure 1, considering all the links L1 to L6 havi ng bandwi dth
capacity of 100G each, and assigned into two interface-groups |Gl and
I& (as shown in Section 2.1), following is an exanple of sinple BBM
config for each of these interface-group.

| GL:
Menmber - Links: L1,L2,L3
Tot al - Avai | abl e-BW 200G, Metric: 10
Tot al - Avai | abl e-BW 100G Metric: 50
Default-Metric: 1000

| G2:
Menber - Li nks: L4, L5, L6
Tot al - Avai | abl e-BW 200G, Metric: 10
Tot al - Avai | abl e-BW 100G Metric: 50
Default-Metric: 1000

Fi gure 2: Exanpl e BBM Configuration
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2.3. BBM Terni nol ogi es

This docunent al so defines the following attributes to be associ ated
with each interface-group.

Intf_List The list of interfaces assigned to this

I
group as per configuration. [

I
BW Curr Total avail abl e bandwi dth across all |
active nmenber interfaces of this group. |

I
BBM Metric_Cfg_List This is an array of "BBM Metric_Cfg Entry" |
(defined below). The key to the list is [
"bandwi dt h" and is always sorted in |
descending order (i.e. entries with higher |
"bandw dt h" appears before entries with |
| ower "bandw dth". |

I
BBM Metric_Cfg Entry This defines a single entry in [
"BBM Metric_Cfg List" array (defined |
above). It is a tuple ["Bandw dth", |
“Metric"], and defines the netric that |
shoul d be associated with the individual |
interfaces of this group, when the total |
avai |l abl e bandwi dth for the group matches |
"bandwi dt h" range specified in this |
entry. Refer to Table 2 for nore details. |

I
Default _Metric The default metric as per configuration. |
Default netric will be assigned to all |
interfaces under this group if total [
avai | abl e bandwi dth for the group Does not |
mat ch the "Bandwi dth" range specified in [
any "BBM Metric_Cfg_Entry" for this group. |
Refer to Table 2 for nore details. |

Table 1: Interface Goup Attributes
2.4. Metric Derivation
Once a interface has been assigned to a interface-group, and the
correspondi ng BBM netric configurations has been provisioned, netric

to be associated with the nenber interfaces can be derived as
f ol | ows:
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Sort igp.BBM Metric_Cfg_List in descending order based on BBM Metric_Cfg Entry. B
andwi dt h
Set Intf.Metric =0
For (all BBM Metric Cfg Entry in igp.BBM Metric_Cfg List
i n descendi ng order)
- If (igp.BWCurr >=
i gp. BBM_ Metric_Cfg_List.BBM Metric_Cfg_Entry. Bandw dt h)
- Set Intf.Metric =
i gp. BBM Metric_Cfg List.BBM Metric_Cfg_Entry. Metric.
end t he | oop.
If (Intf.Metric == 0)
- Set Intf.Metric = igp.Default_Metric.

Considering the BBM netric configurations for interface-group IGL in
Figure 2, Table 2 bel ow shows how netric for individual interfaces of
| GL SHALL be conputed at any point of tine.

. e ——— I T +
[ Active- | Total -Avail able-BW| BBM Metric | Remar ks [
[ Li nks [ [ [ [
TSRS e m e e e e e e oo - Fom e e o B +
| L1, L2, L3 | 300G [ 10 | Total - Avai abl e- BW |
I I I I >= 200 I
[ L1, L2, [ 200G [ 10 | Total - Avai abl e- BW |
| L3(down) | | | >= 200 |
| | | | |
[ L1, [ 100G [ 50 [ 200 > Tot al - [
| L2(down), | | | Avai abl e- BW >= |
[ L3(down) | [ [ 100 |
. T - N T ——_ +

Table 2: BBM Metric Cal cul ation
3. Bandwi dth Based Routing

Once the metric of individual interfaces are derived fromthe
correspondi ng interface-group BBM configuration, the same are used in
the |l ocal 1GP SPF computations. 1In addition to using the netrics in
SPF conputations, the sane are al so advertised as the correspondi ng
link cost (instead of the original cost associated with the

i ndividual links) in the locally-generated |GP |ink-state
advertisenents. This is done to elimninate any | ooping possible
ot herw se.

Considering the topology in Figure 1, Table 3 bel ow shows how traffic
for destination D1 shall be re-routed based on a series of events and
BBM netric configurations as shown in Figure 2.
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oo R T Fommemeeeas oo +
| Event | Interface- | Active-Links/Total- | Total - | Shorte |
| | G oup | Avai | abl e- BW | Metric | st |
I I I | Path |
Fommnaann S e N Fommnaann +
| Initia | | G1 | {L1, L2, L3} / 300G | 10 + Dopt | YES |
|ty | I | (R2,D1) | I
[ [ | &2 | {L4, L5, L6} / 300G | 20 + Dopt | NO |
H e
| L1 | | Gl | {L2, L3} / 200G | 10 + Dopt | YES |
| goes | I | (Rz,D1) | I
| down | I I I I
[ [ | &2 | {L4, L5, L6} / 300G | 20 + Dopt | NO |
H e
| L2 | | Gl | {L2, L3} / 200G | 50 + Dopt | NO |
| goes | I | (Rz,D1) | I
| down | I I I I
[ [ | &2 [ {L5, L6} / 200G | 20 + Dopt | YES |
H NN
| L4 | | Gl | {L3} / 100G | 50 + Dopt | NO |
| goes | I | (Rz,D1) | I
| down | I I I I
[ [ | &2 [ {L5, L6} / 200G | 20 + Dopt | YES |
HN NN
| L5 | | Gl | {L3} / 100G | 50 + Dopt | YES |
| goes | I | (Rz,D1) | I
| down | I I I I
[ [ | &2 [ {L6} / 100G | 60 + Dopt | NO |
I I I | (Rz,D1) | I
Hom e e oo - Fom e e o o e e e e e e e o oo [ S Hom e e oo - +

Tabl e 3: BBM based Routing
4. Bandwi dt h-based Fast Reroute
4.1. Overview

The BBM sol ution described in Section 2 requires | GPs running on the
control plane of the network device, to detect the link failures,
determ ne remai ni ng avail abl e bandw dt h, re-conpute new optimm
paths, and finally install the new best paths to the forwarding

pl ane. This may take sone tine (in the order of 500 ns) for the
traffic to switch to a better path.
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Al so, even if regular FRR mechani smusing LFA [ RFC5286] and Renot e-
LFA [I-D.ietf-rtgwg-renote-I1fa] has been depl oyed, the alternate
pat hs chosen is not guaranteed to meet bandwi dth constraints. Al so,
t hough, [ RFC5286] does not specify anything, nost LFA inplenentations
in link-state protocols running on the network devices around the
wor | d, enpl oys use of a single backup Iink. Also if there are
multiple primary interfaces for a specific destinations, nost

i mpl ementations do not install a alternate path in the forwarding
plane. So in the event of the primary link (or one of the nultiple
primary |inks) going down, traffic is either switched to a single
interface, or not switched to any other link at all. In the first
case, there is nore likeliness of the single alternate path getting
congested (as it might be already carrying sone primary traffic for

other destinations already). In the latter case, there is nore
I'i keliness of causing a congestion on the remaining primary |inks
(e.g. for destination D1, if both L1 and L2 goes down Rl still keeps

the traffic on L3 during local repair, trying to push 300G traffic on
a single 100G link L5).

Service providers who have stringent bandw dth requirenents woul d
need the device to switch the traffic during local repair to multiple
alternate paths that have bandwi dth constraints satisfied. Wen the
remaining primary OR alternate paths al one cannot satisfy bandw dth
requirenents, it will also be desirable, to redistribute the traffic
over a conbination of primary AND alternate paths, during |oca

repair as well as next SPF computations in |GP

Thi s docunent proposes a solution the above problem based on

conbi nation of BBMIlogic (referred to in Section 2) and protection
usi ng LFA [ RFC5286] and Renote-LFA [I-D.ietf-rtgwg-renote-1fa]. It
requires a group of primary links to be protected using nmultiple non-
best feasible alternate paths. The sane group of alternate |inks
shall also be pre-installed in forwarding table to facilitate fast
re-route (FRR). The details of the solution is specified in the

foll owi ng sub-sections.

4.2. Assunptions and Pre-requisites

Fol l owi ng are sonme of the assunptions that the solution proposed in
this document is based on

The forwarding pl ane SHOULD be abl e handle multiple paths per
route and let control plane set the preference for each path over
the others. The forwarding machinery shall utilize this, to

sel ect a subset of preferred paths, and use themto forward actua
traffic at any given point in tine. Forwardi ng machi nery SHOULD
al so | oad bal ance traffic with next-hops having sane preference
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Al the links attached to the network device are bundled to create
one or nore interface-group(s). Also a |link MIST belong to one
and only one interface-group.

Loops are possible if protection is enabled on all three routes
R1, R2 and R3 as shown in Figure 1. To avoid |oops inplenentation
MUST have downstream Path Criterion as explained in LFA [ RFC5286]

For each interface-group, operator MAY enable protection by
configuring the followi ng two paraneters

M ni mrum bandwi dt h: When the renmi ni ng bandwi dth goes below this
the outgoing traffic can no nore be carried entirely on this
bundle. Sone of it shall be distributed across |inks of other
best/ non-best interface-groups.

Rest or e- bandwi dt h: When t he renmi ni ng bandwi dt h exceeds this,
the outgoing traffic can entirely be back over the nmenbers of
this bundle and there is no need to use any other backup for
all destinations reachable over the links of the bundle.

4.3. Additional Configuration and Attributes

Thi s docunent defines the follow ng configuration paraneters to be
associated with each interface-group for facilitating Bandw dt h- based
Fast Re-Route. Inplenentations MJST all ow operators to configure
these paraneters for each interface-group on a network device that

i npl ements this solution.

This is the m ni num bandw dt h bel ow whi ch out goi ng
traffic MJUST not be carried on this interface-group
It needs to | oad-bal ance across |inks of best/non-
best interface-groups as well

traffic MIST entirely be carried over the nenbers of
this interface-group not needing to | oad-bal ance
across nmenber |inks of other non-best interface-
groups, provided it provides a path with shortest

I I I
I I I
I I I
- |
| Restore_ BW| This is the bandw dth above which the outgoing |
I I I
I I I
I I I
I I I
[ | metric. [

Tabl e 4: BBM FRR Configurations
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In Figure 1, considering all the links L1 to L6 havi ng bandwi dth
capacity of 100G each, and assigned into two interface-groups |Gl and
I& (as shown in Section 2.1), following is an exanple of sinple BBM
FRR config for each of these interface-group.

| GL:
Menmber-Links: L1,L2,L3
Tot al - Avai | abl e-BW 200G, Metric: 10
Tot al - Avai | abl e-BW 100G Metric: 50
Default-Metric: 1000
Prot ecti on: Enbal ed
Rest or e- Bandwi dt h: 200G
M n- Bandwi dt h: 100G

| G2:
Menber - Li nks: L4, L5, L6
Tot al - Avai | abl e-BW 200G Metric: 10
Tot al - Avai | abl e-BW 100G Metric: 50
Default-Metric: 1000
Protecti on: Enbal ed
Rest or e- Bandwi dt h: 200G
M n- Bandwi dt h: 100G

Fi gure 3: Exanple BBM FRR Configuration

Thi s docunent defines the following attributes to be associated with
each interface-group for facilitating Bandw dt h-based Fast Re-Route.

| Currul ative bandwi dth through all the remaining |
| primary next-hops considering the primary next- |
| hop with highest bandw dth goes down. [
I I
I I

Table 5: Additional Interface-Goup Attributes
This solution proposed in this docunent also requires |GPs to define

and associated the following attributes for each destination node in
the 1 GP |ink-state database.
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I I
| Nunber of primary next-hops found for the |
| destination. |
I I
Pri_BWCurr | Curul ative bandwi dth across all the remaining |
| primary next-hops. |
I I
Pri BWPostFail | Curulative bandwi dth through all the remaining |
| primary nexthops considering the prinmary |
| nexthop with highest bandw dth goes down. |
I I
I I
I I
I I
I I
I I
I I
I I

Cunul ati ve restore-bandwidth for all the
i nterface-groups considered for primary

Pri_BW Restore

next hops.
Pri _BWMn Currul ati ve m ni num bandwi dth for all the
i nterface-groups considered for primary
next hops.
S o mm o e e e e e e e e e e e e e e e e e e e e e e e e me— oo oo +

Table 6: Per-node Attributes
4.4. Enhancenents to Local Repair in Forwarding Pl ane

Additionally, the solution proposed in this docunent al so nandates,
that the forwarding plane SHOULD i npl enment the foll owi ng enhanced
local -repair logic, to facilitate BBM based fast-re-route, on
detecting a |ink-down event.

For each affected prefix (a prefix is affected if the fated |link was
one of the preferred active paths used for forwarding).
- Find the actual affected path, and mark it unusabl e.
- For all other paths downl oaded from control -pl ane,

- If the preference is sane as that of the affected path,

- Modify its preference to val ue even | ower than normal backup paths.

Finally, go through all renaining active paths
- Sel ect a subset of paths (that share the sane hi ghest preference anong all),
- Use the selected subset of paths to actually forward traffic.

Fi gure 4: Enhanced Local Repair in Forwarding Pl ane
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4.

4.

5.

6

I nfl uencing Path Preferences

Li ke nentioned in Section 4.2 the solution proposed in this docunent
relies on the preference-based local-repair logic inplemented in
forwardi ng-plane to facilitate fast re-route. This solution requires
IGPs to indirectly influence the local-repair action taken by the

f or war di ng- pl ane by choosing an suitable alternate path with an
appropri ate preference-val ue pre-conputed and installed in the
forwardi ng- pl ane, well ahead of the actual link failure event.

Tabl e 7 bel ow, specifies a set path-preference types that this
document proposes | GP to define and use whil e downl oadi ng any path
for a given destination in the forwarding table.

Pri _Nh_Pref Preference type for normal primary paths.

I I
| |
Bkup_Nnh_Pref Hi gh | Preference type for paths, which are |
| preferred, nore than nornmal backup paths [
I I
I I
I I

but | ess conpared to nornal prinary paths.

Preference type for normal backup paths.

Tabl e 7: Pat h-Preference Types
Path Sel ecti on and Preference

Based on the above assunptions, additional configuration parameters
and attributes the document proposes IGPs to inplenent the foll ow ng
logic for conputing prinmary and alternate paths for each destination
and determ ne their correspondi ng path-preference value as well
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- For each interface-group "igp"
- Update "igp.BWCurr" by addi ng the bandw dt hs
of the individual active menber interfaces.
- Update "igp. BWPostFail", assum ng one of the active
menber interfaces with highest bandwi dth goes down next.

- For each destination node "D' in the network (Pass-1)
- Update D.Pri_BWRestore and D.Pri_BWMn fromthe SPF results.
- Reset D.Pri_Nnh_Count to O.
- For each corresponding primary path N,
- Set "igp" -> Interface-group N belongs to.
- If igp.BWCurr > D.Mn_BW
- Set preference of Nto Pri_Nh_Pref.
- Increment the D.Pri_Nh_Count by 1.
- Else
- Set preference of N to Bkup_Nnh_Pref_Normal .

- For each destination node "D' in the network (Pass-2)
- Update D.Pri_BWRestore and D.Pri _BWM n.
- For each corresponding primary path N,
- Set "Pri_lgp" -> Interface-group N belongs to.
- If protection configured on "Pri_Igp"
- If igp.Pri_BWPostFail < D.Pri_BWRestore,
OR igp. Pri _BWPostFail <= D.Pri_BWMn
- For all backup paths M
- Set "Alt_Igp" -> Interface-group N bel ongs to.
Select Mfor installing in forwarding pl ane.
- If D.Pri_Nh_Count ==
- If Alt igp.BWCurr >= D.Pri_BWRestore,
AND Al't Igp.BWCurr > D.Pri_BWMn
- Set preference of Mto Pri_Nh_Pref.
- Else
- Set preference of Mto Bkup_Nnh_Pref_Normal .
- HEse
- If Alt Igp.BWCurr >= D.Pri_BWRestore,
AND Al't Igp.BWCurr > D.Pri_BWMn
- Set preference of Mto Bkup_Nh_Pref_Hi gh.
- Else
- Set preference of Mto Bkup_Nnh_Pref_Normal .
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5.

8.

8.

Lim tati ons

The BBM net hod proposed in this docunent does NOT ensure end to end
bandwi dth requirenent. It, only ensures that the netric is altered
only on local interfaces, based on the BBM netric configurations and
remai ni ng avail abl e bandwi dt h.

The solution proposed in this docunents attenpts to provide
protection for single link failures only. It always assunmes that
link with the highest individual bandw dth capacity shall fail next.
In case if any other link with | esser individual bandw dth capacity
fails instead, the local repair action taken by the forwarding pl ane
may not be exactly as expected, even though the forwarding plane wll
still take care of protecting the traffic.

Security Consideration

Changes suggested in the draft does not raise any security concerns.
| ANA Consi deration

This draft does not have any request from | ANA
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