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Abst ract

Thi s docunment describes services provided by existing | ETF protocols
and congestion control nmechanisns. It is designed to help
application and network stack programmers and to i nformthe work of
the | ETF TAPS Wor ki ng G oup.
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wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 31, 2015.
Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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include Sinplified BSD Li cense text as described in Section 4.e of
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the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. Introduction

Most Internet applications nmake use of the Transport Services
provided by TCP (a reliable, in-order stream protocol) or UDP (an
unreliabl e datagram protocol). W use the term"Transport Service"
to nean the end-to-end service provided to an application by the
transport layer. That service can only be provided correctly if

i nformati on about the intended usage is supplied fromthe
application. The application nay deternine this information at
design tine, compile time, or run time, and may include gui dance on
whether a feature is required, a preference by the application, or
somet hing in between. Exanples of features of Transport Services are
reliable delivery, ordered delivery, content privacy to in-path
devices, integrity protection, and mninal |atency.

The | ETF has defined a wide variety of transport protocols beyond TCP
and UDP, including TCP, SCTP, DCCP, MP-TCP, and UDP-Lite. Transport
services may be provided directly by these transport protocols, or

| ayered on top of them using protocols such as WebSockets (which runs
over TCP) or RTP (over TCP or UDP). Services built on top of UDP or
UDP-Lite typically also need to specify additional mechanisns,

i ncludi ng a congestion control nechani sm (such as a w ndowed
congestion control, TFRC or LEDBAT congestion control nechanism

This extends the set of available Transport Services beyond those
provided to applications by TCP and UDP

Transport protocols can also be differentiated by the features of the
services they provide: for instance, SCTP offers a message-based
service that does not suffer head-of-1ine bl ocking when used with

mul tiple stream because it can accept bl ocks of data out of order
UDP-Lite provides partial integrity protection, and LEDBAT can
provide lowpriority "scavenger" conmmuni cation

2. Term nol ogy

The following ternms are defined throughout this docunent, and in
subsequent documents produced by TAPS descri bing the conposition and
deconposition of transport services.

[ NOTE: The term nol ogy bel ow was presented at the TAPS WG neeting in
Honolulu. Wile the factoring of the term nol ogy seens
uncontroversial, there may be sone entities which still require nanes
(e.g. information about the interface between the transport and | ower
| ayers which could lead to the availability or unavailability of
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certain transport protocol features). Comments are welconme via the
TAPS mailing list.]

Transport Service Feature: a specific end-to-end feature that a
transport service provides to its clients. Exanples include
confidentiality, reliable delivery, ordered delivery, nessage-
versus-stream orientation, etc.

Transport Service: a set of transport service features, w thout an
association to any given fram ng protocol, which provides a
conpl ete service to an application

Transport Protocol: an inplenentation that provi des one or nore
different transport services using a specific fram ng and header
format on the wire.

Transport Protocol Conponent: an inplenentation of a transport
service feature within a protocol

Transport Service Instance: an arrangenent of transport protocols
with a selected set of features and configuration paraneters that
i npl ements a single transport service, e.g. a protocol stack (RTP
over UDP).

Application: an entity that uses the transport |layer for end-to-end
delivery data across the network (this rmay al so be an upper |ayer
protocol or tunnel encapsul ation).

Exi sting Transport Protocols

This section provides a list of known |ETF transport protocol and
transport protocol frameworks

[EDI TOR S NOTE: Contributions to the subsections bel ow are wel cone]
.1. Transport Control Protocol (TCP)

TCP is an | ETF standards track transport protocol. [RFC0793]

i ntroduces TCP as follows: "The Transm ssion Control Protocol (TCP)

is intended for use as a highly reliable host-to-host protocol
bet ween hosts in packet-sw tched conmputer conmunication networks, and

in interconnected systens of such networks." Since its introduction
TCP has becone the default connection-oriented, stream based
transport protocol in the Internet. It is widely inplenented by

endpoints and wi dely used by common applications.
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3.1.1. Protocol Description

TCP is a connection-oriented protocol, providing a three way
handshake to allow a client and server to set up a connection, and
mechani sns for orderly conpletion and i nmedi ate teardown of a
connection. TCP is defined by a fanmily of RFCs [ RFC4614].

TCP provides nultiplexing to nultiple sockets on each host using port
nunbers. An active TCP session is identified by its four-tuple of

| ocal and renote | P addresses and | ocal port and renote port nunbers.
The destination port during connection setup has a different role as
it is often used to indicate the requested service.

TCP partitions a continuous stream of bytes into segments, sized to
fit in IP packets. |CWP-based Pat hMIU di scovery [RFC1191][ RFC1981]
as well as Packetization Layer Path MIU Di scovery (PMIUD) [ RFC4821]
are support ed.

Each byte in the streamis identified by a sequence nunber. The
sequence nunmber is used to order segments on receipt, to identify
segnments in acknow edgnents, and to detect unacknow edged segnents
for retransmission. This is the basis of TCP s reliable, ordered
delivery of data in a stream TCP Sel ective Acknow edgnment [ RFC2018]
extends this mechani smby naking it possible to identify m ssing
segrments nore precisely, reducing spurious retransm ssion

Recei ver flow control is provided by a sliding window limting the
anmount of unacknow edged data that can be outstanding at a given
time. The wi ndow scale option [RFC7323] allows a receiver to use
wi ndows greater than 64KB

Al'l TCP senders provide Congestion Control: This uses a separate

wi ndow, where each tine congestion is detected, this congestion

wi ndow i s reduced. A receiver detects congestion using one of three
mechani sns: A retransm ssion tiner, detection of loss (interpreted as
a congestion signal), or Explicit Congestion Notification (ECN)

[ RFC3168] to provide early signaling (see

[I-D.ietf-agm ecn-benefits])

A TCP protocol instance can be extended [ RFC4614] and tuned. Sone
features are sender-side only, requiring no negotiation with the
receiver; sone are receiver-side only, sone are explicitly negotiated
during connection setup.

By default, TCP segment partitioning uses Nagle's algorithm [ RFCO896]

to buffer data at the sender into | arge segnents, potentially
i ncurring sender-side buffering delay; this algorithmcan be disabled
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by the sender to transmit nore i mediately, e.g. to enable snoother
i nteractive sessions.
[EDITOR' S NOTE: add URGENT and PUSH flag (note [ RFC6093] says SHOULD
NOT use due to the range of TCP inpl enentati ons that process TCP
urgent indications differently.) ]
A checksum provides an Integrity Check and is mandatory across the
entire packet. The TCP checksum does not support partial corruption
protection as in DCCP/UDP-Lite). This check protects from
m sdel ivery of data corrupted data, but is relatively weak, and
applications that require end to end integrity of data are
recomended to include a stronger integrity check of their payl oad
dat a.
A TCP service is unicast.

3.1.2. Interface description
A User/TCP Interface is defined in [RFCO793] providing six user
commands: Open, Send, Receive, Cose, Status. This interface does
not describe configuration of TCP options or paraneters beside use of
the PUSH and URGENT fl ags.

In APl inplenentations derived fromthe BSD Sockets APlI, TCP sockets
are created using the "SOCK _STREAM' socket type.

The features used by a protocol instance nmay be set and tuned via
this API.

(more on the APl goes here)

3.1.3. Transport Protocol Conponents
The transport protocol conponents provided by TCP are:
0 uni cast

0 connection setup with feature negotiation and application-to-port
mappi ng

o port rmnultiplexing
o reliable delivery
o ordered delivery for each byte stream

o error detection (checksum
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0 segnentation

0 streamoriented delivery in a single stream
0 data bundling (Nagle' s algorithm

o flowcontro

0 congestion contro

[EDI TOR' S NOTE: discussion of howto map this to features and TAPS
what does the higher |ayer need to deci de? what can the transport

| ayer deci de based on global settings? what nust the transport |ayer
deci de based on network characteristics?]

3.2. Miltipath TCP (MP-TCP)

[EDI TOR' S NOTE: a few sentences describing Miltipath TCP [ RFC6824] go
here. Note that this adds transport-layer nultihonming to the
components TCP provi des]

3.3. Stream Control Transm ssion Protocol (SCTP)

SCTP is a nessage oriented standards track transport protocol and the
base protocol is specified in [RFC4960]. It supports nulti-honing to
handl e path failures. An SCTP association has multiple
unidirectional streans in each direction and provi des in-sequence
delivery of user nessages only within each stream This allows to

m nimze head of line blocking. SCTP is extensible and the currently
defi ned extensions include nmechani sns for dynam c re-configurations
of streams [ RFC6525] and | P-addresses [ RFC5061]. Furthernore, the
ext ensi on specified in [RFC3758] introduces the concept of partial
reliability for user messages.

SCTP was originally devel oped for transporting tel ephony signalling
messages and i s deployed in tel ephony signalling networks, especially
in nobile tel ephony networks. Additionally, it is used in the WbRTC
framework for data channels and is therefore deployed in all WEB-
browsers supporting WebRTC

[EDI TOR' S NOTE: M chael Tuexen and Karen Ni el sen signed up as
contributors for these sections.]

3.3.1. Protocol Description

SCTP is a connection oriented protocol using a four way handshake to
establish an SCTP association and a three way nessage exchange to
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gracefully shut it down. It uses the sanme port nunber concept as
DCCP, TCP, UDP, and UDP-Lite do and only supports unicast.

SCTP uses the 32-bit CRC32c for protecting SCTP packets against bit
errors. This is stronger than the 16-bit checksuns used by TCP or
UDP. However, a partial checksum coverage as provided by DCCP or
UDP-Lite is not supported.

SCTP has been designed with extensibility in mnd. Each SCTP packet
starts with a single common header containing the port nunbers, a
verification tag and the CRC32c checksum This common header is

foll owed by a sequence of chunks. Each chunk consists of a type
field, flags, a length field and a value. [RFC4960] defines how a
recei ver processes chunks with an unknown chunk type. The support of
ext ensi ons can be negotiated during the SCTP handshake.

SCTP provi des a nessage-oriented service. Miltiple small user
messages can be bundled into a single SCTP packet to inprove the
efficiency. User nessages which would result in IP packets |arger
than the MTUwill be fragmented at the sender side and reassenbl ed at
the receiver side. There is no protocol limt on the user message
size. [RFC4821] defines a nethod to perform packetization |ayer path
MIU di scovery with probe packets using the paddi ng chunks defined the
[ RFC4820] .

[ RFC4960] specifies a TCP friendly congestion control to protect the
net wor k agai nst overload. SCTP also uses a sliding w ndow fl ow
control to protect receivers against overflow

Each SCTP associ ation has between 1 and 65536 uni-directional streanms
in each direction. The nunber of streans can be different in each
direction. Every user-message is sent on a particular stream User
messages can be sent ordered or un-ordered upon request by the upper
layer. Only all ordered nessages sent on the sane streamare
delivered at the receiver in the sane order as sent by the sender

For user nmessages not requiring fragnentation, this mnimses head of
I'ine blocking. The base protocol defined in [RFC4960] doesn’'t allow
i nterleaving of user-messages, which results in sending a |arge
message on one stream can bl ock the sending of user messages on ot her
streans. [I|-D.ietf-tsvwg-sctp-ndata] overcones this limtation and
al so allows to specify a scheduler for the sender side streans
selection. The streamre-configuration extension defined in

[ RFC6525] allows to reset streans during the lifetine of an
association and to increase the nunber of streans, if the nunber of
streanms negotiated in the SCTP handshake is not sufficient.

According to [ RFC4960], each user nessage sent is either delivered to
the receiver or, in case of excessive retransni ssions, the
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association is terminated in a non-graceful way, simlar to the TCP
behaviour. In addition to this reliable transfer, the partia
reliability extension defined in [ RFC3758] allows the sender to
abandon user nessages. The application can specify the policy for
abandoni ng user nessages. Exanples for these policies include:

o Limting the time a user nmessage is dealt with by the sender

0o Limting the nunber of retransm ssions for each fragnment of a user
nessage.

0 Abandoni ng nessages of lower priority in case of a send buffer
short age.

SCTP supports multi-hom ng. Each SCTP end-point uses a list of IP-
addresses and a single port nunber. These addresses can be any

m xture of I Pv4 and | Pv6 addresses. These addresses are negoti ated
during the handshake and the address re-configuration extension
specified in [ RFC5061] can be used to change these addresses during
the livetinme of an SCTP association. This allows for transport |ayer
mobility. Miltiple addresses are used for inproved resilience. |If a
renot e address becones unreachable, the traffic is switched over to a
reachabl e one, if one exists. Each SCTP end-poi nt supervises
continuously the reachability of all peer addresses using a heartbeat
mechani sm

For securing user nessages, the use of TLS over SCTP has been
specified in [ RFC3436]. However, this solution does not support al
services provided by SCTP (for exanpl e un-ordered delivery or partial
reliability), and therefore the use of DILS over SCTP has been
specified in [RFC6083] to overcone these limtations. Wen using
DTLS over SCTP, the application can use alnost all services provided
by SCTP.

For | egacy NAT traversal, [RFC6951] defines the UDP encapsul ati on of
SCTP- packets. Alternatively, SCTP packets can be encapsul ated in
DTLS packets as specified in [I-D.ietf-tsvwyg-sctp-dtls-encaps]. The
| atter encapsulation is used with in the WbRTC cont ext .

Having a well defined APl is also a feature provided by SCTP as
described in the next subsection.

3.3.2. Interface Description

[ RFC4960] defines an abstract APl for the base protocol. An
extension to the BSD Sockets APl is defined in [ RFC6458] and covers:

0 the base protocol defined in [ RFC4960] .
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o0 the SCTP Partial Reliability extension defined in [ RFC3758].
o the SCTP Authentication extension defined in [ RFC4895].

o the SCTP Dynami c Address Reconfiguration extension defined in
[ RFC5061] .

For the foll owi ng SCTP protocol extensions the BSD Sockets API
extension is defined in the docunent specifying the protoco
ext ensi ons:

0 the SCTP SACK-I| MVEDI ATELY extension defined in [ RFC7053].
o the SCTP Stream Reconfiguration extension defined in [ RFC6525].

o the UDP Encapsul ation of SCTP packets extension defined in
[ RFC6951] .

o the additional PR-SCTP policies defined in
[I-D.ietf-tsvwg-sctp-prpolicies].

Future docunents describing SCTP protocol extensions are expected to
descri be the correspondi ng BSD Sockets APl extension in a "Socket AP
Consi derati ons" section.

The SCTP socket APl supports two kinds of sockets:
0 one-to-one style sockets (by using the socket type "SOCK STREAM').

0 one-to-many style socket (by using the socket type
" SOCK_SEQPACKET") .

One-to-one style sockets are simlar to TCP sockets, there is a 1:1
rel ati onshi p between the sockets and the SCTP associ ations (except
for listening sockets). One-to-nany style SCTP sockets are simlar
to unconnected UDP sockets as there is a 1:n relationship between the
sockets and the SCTP associ ati ons.

The SCTP stack can provide information to the applications about
state changes of the individual paths and the associati on whenever
they occur. These events are delivered simlar to user nessages but
are specifically nmarked as notifications.

A coupl e of new functions have been introduced to support the use of
multiple local and renpte addresses. Additional SCTP-specific send
and receive calls have been defined to allow dealing with the SCTP
specific information without using ancillary data in the form of
addi tional cnsgs, which are al so defined. These functions provide
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support for detecting partial delivery of user nessages and
notifications.

The SCTP socket APl allows a fine-grained control of the protoco
behavi our through an extensive set of socket options.

The SCTP kernel inplenentations of FreeBSD, Linux and Solaris follow
nmostly the specified extension to the BSD Sockets APl for the base
prot ocol and the correspondi ng supported protocol extensions.

3.3.3. Transport Protocol Conponents
The transport protocol conponents provided by SCTP are:

O uni cast

0 connection setup with feature negotiati on and application-to-port
mappi ng

o port multiplexing

o reliable or partially reliable delivery

o ordered and unordered delivery within a stream
0 support for multiple prioritised streans

o flow control (slow receiver function)

0 message-oriented delivery

0 congestion contro

o application PDU bundling

o application PDU fragnmentation and reassenbly
o0 integrity check

o transport layer nultihomng for resilience

0 transport layer nobility

[EDI TOR' S NOTE: update this list.]
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3.4. User Datagram Protocol (UDP)

The User Datagram Protocol (UDP) [RFCO768] [RFC2460] is an |IETF
standards track transport protocol. It provides a uni-directional

dat agram pr ot ocol which preserves nessage boundaries. |t provides
none of the follow ng transport features: error correction

congestion control, or flowcontrol. 1t can be used to send
broadcast datagrans (1Pv4) or nulticast datagranms (IPv4 and I Pv6), in
addition to unicast (and anycast) datagrams. |ETF guidance on the
use of UDP is provided in[ RFC5405]. UDP is widely inplenented and

wi dely used by common applications, especially DNS

[EDITOR' S NOTE: Kevin Fall signed up as a contributor for this
section.]

3.4.1. Protocol Description

UDP is a connection-1less protocol which maintains nessage boundari es,
with no connection setup or feature negotiation. The protocol uses

i ndependent nessages, ordinarily called datagrams. The |ack of error
control and flow control inplies messages may be damaged, re-ordered
|l ost, or duplicated in transit. A receiving application unable to
run sufficiently fast or frequently nay m ss nessages. The |ack of
congestion handling inplies UDP traffic nmay cause the | oss of
messages fromother protocols (e.g., TCP) when sharing the sane
network paths. UDP traffic can al so cause the | oss of other UDP
traffic in the same or other flows for the sane reasons.

Messages with bit errors are ordinarily detected by an invalid end-
to-end checksum and are discarded before being delivered to an
application. There are some exceptions to this general rule,
however. UDP-Lite (see [RFC3828], and below) provides the ability
for portions of the nmessage contents to be exenpt from checksum
coverage. It is also possible to create UDP datagrans with no
checksum and while this is generally discouraged [ RFC1122]

[ RFC5405], certain special cases pernit its use [ RFC6935]. The
checksum support considerations for omtting the checksum are defi ned
in [RFC6936]. Note that due to the relatively weak form of checksum
used by UDP, applications that require end to end integrity of data
are recommended to include a stronger integrity check of their

payl oad dat a.

On transmi ssion, UDP encapsul ates each datagraminto an | P packet,

which may in turn be fragmented by IP. Applications concerned with
fragmentation or that have other requirenments such as receiver flow
control, congestion control, PathMIU discovery/PLPMIUD, support for
ECN, etc need to be provided by protocols other than UDP [ RFC5405].
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3.4.2. Interface Description

[ RFCO768] describes basic requirenents for an APl for UDP. Guidance
on use of common APlIs is provided in [ RFC5405].

A UDP endpoint consists of a tuple of (IP address, port nunber).
Denul ti pl exing using nultiple abstract endpoints (sockets) on the
same | P address are supported. The sane socket may be used by a
single server to interact with multiple clients (note: this behavior
differs from TCP, which uses a pair of tuples to identify a
connection). Miltiple server instances (processes) binding the sane
socket can cooperate to service nultiple clients- the socket
i npl enment ati on arranges to not duplicate the same received unicast
message to nmultiple server processes.
Many operating systens also allow a UDP socket to be "connected",
i.e., to bind a UDP socket to a specific (renote) UDP endpoint.
Unlike TCP' s connect primtive, for UDP, this is only a | oca
operation that serves to sinplify the | ocal send/receive functions
and to filter the traffic for the specified addresses and ports
[ RFC5405] .

3.4.3. Transport Protocol Conponents
The transport protocol components provided by UDP are:
0 unidirectiona
o port multiplexing
0 2-tuple endpoints
o |Pv4 broadcast, nulticast and anycast
o |Pve multicast and anycast
o | Pv6 junbograns
0 nessage-oriented delivery
o error detection (checksum

o checksum opti ona
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3.5. Lightweight User Datagram Protocol (UDP-Lite)

The Li ghtwei ght User Datagram Protocol (UDP-Lite) [RFC3828] is an

| ETF standards track transport protocol. UDP-Lite provides a
bidirectional set of |ogical unicast or nmulticast nessage streans
over a datagram protocol. |ETF guidance on the use of UDP-Lite is

provided in [ RFC5405].

[EDI TOR S NOTE: CGorry Fairhurst signed up as a contributor for this
section.]

3.5.1. Protocol Description

UDP-Lite is a connection-|less datagram protocol, with no connection
setup or feature negotiation. The protocol use nessages, rather than
a byte-stream Each stream of nessages is independently nmanaged
therefore retransm ssion does not hold back data sent using other

| ogi cal streans.

It provides multiplexing to multiple sockets on each host using port
nunbers. An active UDP-Lite session is identified by its four-tuple
of local and renpote | P addresses and |ocal port and renote port
nunbers.

UDP-Lite fragnents packets into |IP packets, constrained by the
maxi mum si ze of | P packet.

UDP- Lite changes the semantics of the UDP "payload length" field to
that of a "checksum coverage length" field. Oherwise, UDP-Lite is
semantically identical to UDP. Applications using UDP-Lite therefore
can not rmake assunptions regarding the correctness of the data
received in the insensitive part of the UDP-Lite payl oad.

As for UDP, nechanisns for receiver flow control, congestion control
PMIU or PLPMIU di scovery, support for ECN, etc need to be provided by
upper |ayer protocols [ RFC5405].

Exanpl es of use include a class of applications that can derive
benefit from having partially-danmaged payl oads delivered, rather than
di scarded. One use is to support error tolerate payload corruption
when used over paths that include error-prone |inks, another
application is when header integrity checks are required, but payl oad
integrity is provided by sone other nmechanism (e.g. [RFC6936].

A UDP-Lite service may support |Pv4 broadcast, nulticast, anycast and
uni cast .
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3.

5.

2. Interface Description

There is no current APl specified in the RFC Series, but guidance on
use of common APlIs is provided in [ RFC5405].

The interface of UDP-Lite differs fromthat of UDP by the addition of
a single (socket) option that comruni cates a checksum coverage | ength
val ue: at the sender, this specifies the intended checksum coverage,
with the remaining unprotected part of the payload called the "error-
insensitive part". The checksum coverage nay al so be nade visible to
the application via the UDP-Lite M B nodul e [ RFC5097].

3.5.3. Transport Protocol Conponents

3.

6

The transport protocol components provided by UDP-Lite are:

0 uni cast

o |Pv4 broadcast, nulticast and anycast

o port multiplexing

o non-reliable, non-ordered delivery

0 message-oriented delivery

o partial integrity protection

Dat agr am Congesti on Control Protocol (DCCP)

Dat agr am Congesti on Control Protocol (DCCP) [RFC4340] is an | ETF
standards track bidirectional transport protocol that provides

uni cast connections of congestion-controlled unreliable nessages.

[EDI TOR S NOTE: Gorry Fairhurst signed up as a contributor for this
section.]

The DCCP Probl em St atenment describes the goals that DCCP sought to
address [RFC4336]. It is suitable for applications that transfer
fairly large anounts of data and that can benefit fromcontrol over
the trade off between tineliness and reliability [RFC4336].

It offers | ow overhead, and many characteristics comon to UDP, but
can avoid "Re-inventing the wheel" each time a new nultinedia
application enmerges. Specifically it includes core functions
(feature negotiation, path state nmanagenent, RTT cal cul ati on, PMIUD,
etc): This allows applications to use a conpatible nethod defining
how t hey send packets and where suitable to choose comon al gorithns
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to manage their functions. Exanples of suitable applications include
interactive applications, streaning nedia or on-line games [ RFC4336].

3.6.1. Protocol Description

DCCP is a connection-oriented datagram protocol, providing a three
way handshake to allow a client and server to set up a connection

and nechani sns for orderly conpletion and i nmedi ate teardown of a

connection. The protocol is defined by a famly of RFCs.

It provides multiplexing to multiple sockets on each host using port
nunbers. An active DCCP session is identified by its four-tuple of
local and renote | P addresses and | ocal port and renote port nunbers.
At connection setup, DCCP al so exchanges the the service code

[ RFC5595] nechanismto allow transport instantiations to indicate the
service treatnent that is expected fromthe network

The protocol segnents data into nessages, typically sized to fit in
| P packets, but which may be fragmented providing they are | ess than
the A DCCP interface MAY all ow applications to request fragnmentation
for packets larger than PMIU, but not |arger than the maxi num packet
size allowed by the current congestion control nechani sm ( CCVMPS)

[ RFC4340] .

Each nessage is identified by a sequence nunber. The sequence nunber
is used to identify segnents in acknow edgnents, to detect

unacknowl edged segnents, to neasure RTT, etc. The protocol may
support ordered or unordered delivery of data, and does not itself
provide retransmission. There is a Data Checksum option, which
contains a strong CRC, |lets endpoints detect application data
corruption. It also supports reduced checksum coverage, a parti al
integrity mechanisns sinmlar to UDP-I1te.

Recei ver flow control is supported: limting the anount of
unacknow edged data that can be outstanding at a given tine.

A DCCP protocol instance can be extended [ RFC4340] and tuned. Some
features are sender-side only, requiring no negotiation with the
receiver; sone are receiver-side only, sone are explicitly negoti ated
during connection setup.

DCCP supports negotiation of the congestion control profile, to
provide Plug and Pl ay congestion control nechanisns. exanples of
specified profiles include [ RFC4341] [RFC4342] [RFC5662]. Al |ETF-
defined nmet hods provide Congestion Contr ol

DCCP use a Connect packet to start a session, and permits half-
connections that allow each client to choose features it wi shes to
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support. Sinultaneous open [ RFC5596], as in TCP, can enable
interoperability in the presence of niddl eboxes. The Connect packet

i ncludes a Service Code field [ RFC5595] designed to allow middle
boxes and endpoints to identify the characteristics required by a
session. A lightweight UDP-based encapsul ati on (DCCP-UDP) has been
defined [RFC6773] that permits DCCP to be used over paths where it is
not natively supported. Support in NAPT/NATs is defined in [ RFC4340]
and [ RFC5595].

Upper | ayer protocols specified on top of DCCP include: DTLS
[ RFC5595], RTP [ RFC5672], | CE/ SDP [ RFC6773].

A DCCP service is unicast.

A common packet format has allowed tools to evolve that can read and
i nterpret DCCP packets (e.g. Wreshark).

3.6.2. Interface Description

APl characteristics include: - Datagramtransnission. - Notification
of the current maxi num packet size. - Send and reception of zero-
| ength payloads. - Set the Slow Receiver flow control at a receiver

- Detect a Slow receiver at the sender

There is no current APl specified in the RFC Seri es.
3.6.3. Transport Protocol Conponents

The transport protocol conponents provided by DCCP are:

0 uni cast

0 connection setup with feature negotiation and application-to-port
mappi ng

0 Service Codes

o port multiplexing

0 non-reliable, ordered delivery

o flow control (slow receiver function)
0o drop notification

o tinestanps

0 message-oriented delivery
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0o partial integrity protection

3.7. Realtinme Transport Protocol (RTP)
RTP provides an end-to-end network transport service, suitable for
applications transmitting real-time data, such as audio, video or
data, over nulticast or unicast network services, including TCP, UDP
UDP-Lite, DCCP

[EDI TOR' S NOTE: Varun Singh signed up as contributor for this
section.]

3.8. Transport Layer Security (TLS) and Datagram TLS (DTLS) as a
pseudo transport
[NOTE: A few words on TLS [ RFC5246] and DTLS [ RFC6347] here, and how
they get used by other protocols to neet security goals as an add-on
i nterlayer above transport.]

3.8.1. Protocol Description

3.8.2. Interface Description

3.8.3. Transport Protocol Conponents

3.9. Hypertext Transport Protocol (HTTP) as a pseudotransport
[ RFC3205]
[EDITOR' S NOTE: No identified contributor for this section yet.]

3.9.1. Protocol Description

3.9.2. Interface Description

3.9.3. Transport Protocol Conponents

3.10. WebSockets
[ RFCB455]

[EDITOR' S NOTE: No identified contributor for this section yet.]
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3.10.1. Protocol Description

3.10.2. Interface Description

3.10.3. Transport Protocol Conponents

4. Transport Service Features
[EDITOR S NOTE: this section will drawn fromthe candi date features
provi ded by protocol conponents in the previous section - please
di scuss on taps@etf.org list]

4.1. Conplete Protocol Feature Matrix
[EDI TOR S NOTE: Dave Thal er has signed up as a contributor for this
section. Mchael Wl zl also has a beginning of a matri x which could

be useful here.]

[EDI TOR' S NOTE: The below is a strawnan proposal bel ow by Gorry
Fairhurst for initial discussion]

The tabl e bel ow sumari ses protocol nechani sns that have been

standardi sed. It does not nake an assessnent on whether specific
i mpl ementations are fully conpliant to these specifications.
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Note (2): this feature requires support in an upper |ayer protoco
when used with | Pv6.

5. | ANA Consi derati ons
Thi s docunent has no considerations for | ANA

6. Security Considerations
Thi s docunent surveys existing transport protocols and protocols
providing transport-like services. Confidentiality, integrity, and
authenticity are anong the features provided by those services. This
docunent does not specify any new conponents or nechanisns for
providing these features. Each RFC listed in this docunment discusses
the security considerations of the specification it contains.

7. Contributors
[Editor’s Note: turn this into a real contributors section with
addresses once we figure out howto trick the toolchain into doing
s0]

0 Section 3.4 on UDP was contributed by Kevin Fall (kfall @fall.com

0 Section 3.3 on SCTP was contributed by M chael Tuexen (tuexen@ h-
nmuenst er. de)
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