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1. Introduction

The I ETF TRILL (Transparent |nterconnection of Lots of Links)

[ RFC6325] protocol provides |oop free and per hop based multipath
data forwarding with mnimum configuration. TRILL uses IS IS

[ RFC6165] [ RFC6326bis] as its control plane routing protocol and
defines a TRILL specific header for user data.

Classic Ethernet device (CE) devices typically are nulti-honed to
nmul ti pl e edge RBridges which forman edge group. Al of the uplinks
of CE are bundled as a Milti-Chassis Link Aggregation (MC-LAG. An
active-active fl owbased | oad sharing nechanismis normally

i npl emented to achi eve better | oad bal ancing and high reliability. A
CE device can be a layer 3 end systemby itself or a bridge switch

t hrough which Iayer 3 end systens access to TRILL canpus.

In active-active access scenari o, pseudo-nicknane solution in

[ TRILLPN] can be used to avoid MAC flip-flop on renote RBs. The
basic idea is to use a virtual RBridge of RBv with a single pseudo-
ni cknane to represent an edge group that MCLAG connects to. Any
menber RBridge of that edge group should use this pseudo-ni cknanme
rather than its own ni ckname as ingress nicknane when it injects
TRILL data frames to TRILL canpus. The use of the nicknane sol ves
the address flip flop issue by making the MAC address |earnt by the
renote RBridge bound to pseudo-ni ckname. However, it introduces
anot her issue, which is incorrect packet drop by RPF check failure.
When a pseudo-ni cknane is used by an edge RBridge as the ingress

ni ckname to forward BuUMtraffic, any RBridges sitting between the
ingress RB and the distribution tree root will treat the traffic as
it is ingressed fromthe virtual RBridge RBv. If sane distribution
tree is used by these different edge RBridges, the traffic may
arrive at RBn fromdifferent ports. Then the RPF check fails, and
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some of the traffic receiving fromunexpected ports will be dropped
by RBn.

Thi s docunent proposes a centralized replication solution for
broadcast, unknown unicast, nulticast(BUVW traffic to solve the

i ssue of incorrect packet drop by RPF check failure. The basic idea
is that all ingress RBs send BUMtraffic to a centralized node which
is reconmrended to be a distribution tree root using unicast TRILL
encapsul ati on. When the centralized node receives that traffic, it
decapsul ates it and then forwards the BUMtraffic to all destination
RBs using a distribution tree established as per TRILL base protocol

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC-2119

[ RFC2119] . The acronyns and term nology in [RFC6325] is used herein
with the follow ng additions:

BUM - Broadcast, Unknown uni cast, and Ml ticast
CE - As in [CMI], Cassic Ethernet device (end station or bridge).

The device can be either physical or virtual equipmnent.

3. Centralized Replication Solution Overview

When an edge RB receives BUMtraffic froma CE device, it acts as

i ngress RB and uses unicast TRILL encapsul ation instead of nulticast
TRILL encapsulation to send the traffic to a centralized node. The
centralized node is recommended to be a distribution tree root.

The TRILL header of the unicast TRILL encapsul ati on contai ns an
"ingress RBridge nickname" field and an "egress RBridge ni cknane"
field. If ingress RB receives the traffic fromthe port which is in
a MC-LAG it should set the ingress RBridge nicknane to be the
pseudo- ni ckname rather than its own nicknane to avoid MAC flip-flop
on renote RBs as per [TRILLPN]. The egress RBridge nicknanme is set
to the special nicknane of the centralized node which is used to
differentiate the unicast TRILL encapsulation BUMtraffic from
normal unicast TRILL traffic. The special nickname is called R

ni cknarne.
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When the centralized node receives the unicast TRILL encapsul ated
BUMtraffic fromingress RB, the node decapsul ates the packet. Then
the centralized node replicates and forwards the BUMtraffic to all
destination RBs using one of the distribution trees established as
per TRILL base protocol, if the centralized node is the root of a
distribution tree, the reconmended distribution tree is the tree
whose root is the centralized node itself. Wen the centralized node
forwards the BUMtraffic, ingress nicknane renains the sane as that
in frame it received to ensure that the MAC address | earnt by al
egress RBridges bound to pseudo-ni cknane.

When the replicated traffic is forwarded on each RBridge al ong the
distribution tree starting fromthe centralized node, RPF check wll
be performed as per RFC6325. For any RBridge sitting between the
ingress RBridge and the centralized replication node, the traffic

i ncom ng port should be the centralized node facing port as the

mul ticast traffic always conmes fromthe centralized node in this
solution. However the RPF port as result of distribution tree
calculation as per RFC 6325 will be the real ingress RB facing port
as it uses virtual RBridge as ingress RB, so RPF check will fail. To
solve this problem sone change of RPF calculation algorithmis
required. RPF cal culation on each RBridge should use the centralized
node as ingress RB instead of the real ingress virtual RBridge to
performthe calculation. As a result, RPF check will point to the
centralized node facing port on the RBridge for mnulti-destination
traffic. It prevents the incorrect frame discard by RPF check

To differentiate the unicast TRILL encapsulation BUMtraffic from
normal unicast TRILL traffic on a centralized node, besides the
centralized node’s own ni ckname, R-nickname shoul d be introduced for
centralized replication. Only when the centralized node receives

uni cast TRILL encapsulation traffic with egress nicknane equi val ent
to the R-nicknane, the node does unicast TRILL decapsul aton and then
forwards the traffic to all destination RBs through a distribution
tree. The centralized nodes should announce its R-nicknane to al
TRILL canmpus through TRILL LSP extension

4. Frane duplication fromrenote RB

Frame duplication may occur when a renote host sends nulti -
destination frame to a | ocal CE which has an active-active
connection to the TRILL canpus. To avoid local CE receiving multiple
copies froma renote RBridge, the designated forwarder (DF)
mechani sm shoul d be supported for egress direction nulticast traffic.

DF el ection nmechanismallows only one port in one RB of MC-LAG to
forward nulticast traffic from TRILL canpus to |ocal access side for
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each VLAN. The basic idea of DF is to elect one RBridge per VLAN
froman edge group to be responsible for egressing the nulticast
traffic. [draft-hao-trill-dup-avoi dance-active-active-02] describes
the detail DF nechani smand TRILL protocol extension for DF election

If DF-election nechanismis used for frame duplication prevention
access ports on an RB are categorized as three types: non nt-| ag,
nc-1ag DF port and nt-lag non-DF port. The last two types can be
called nc-1ag port. For each of the nct-lag port, there is a pseudo-
ni cknane associ ated. |If consistent nicknane allocation per edge
group RBridges is used, it is possible that same pseudo-ni cknanme
associ ated to nore than one port on a single RB. A typical scenario
is that CE1 is connected to RB1 & RB2 by nt-lagl while CE2 is
connected to RB1 & RB2 by nt-lag 2. In order to save the nunber of
pseudo- ni ckname used, nenber ports for both nc-1agl and nt-1ag2 on
RB1 & RB2 are all associated to pseudo-ni cknane pnl

5. Local forwardi ng behavior on ingress RBridge

When a ingress RBridge(RB1l) receives BUMtraffic froman active-
active accessing CE(CEl) device, the traffic will be injected to
TRILL canpus through TRILL encapsulation, and it will be replicated
and forwarded to all destination RBs which include ingress RB itself
along a TRILL distribution tree. So the traffic will return to the
ingress RBridge. To avoid the traffic |ooping back to origina
sender CE, ingress nicknane can be used for traffic filtering.

If there are two | ocal connecting CE(CElL and CE2) devices on ingress
RB, the BUMtraffic between these two CEs can't be forwarded | ocally
and through TRILL canpus sinul taneously, otherw se duplicated
traffic will be received by destination CE. Local forwarding
behavi or on ingress RBridge should be carefully designed.

To avoid duplicated traffic on receiver CE, local replication
behavior on RBl1 is as follows:

1. Local replication to the ports associated with the same pseudo-
ni ckname as that associated to the inconing port.

2. Do not replicate to nc-1ag port associated with different pseudo-
ni cknane.

3. Do not replicate to non nc-lag ports.

The above | ocal forwardi ng behavior on the ingress RB of RBl1 can be
called centralized | ocal forwarding behavior A
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If ingress RB of RB1 itself is the centralized node, BUMtraffic
injected to TRILL canpus won’t loop back to RB1. In this case, the
| ocal forwarding behavior is called centralized |ocal forwarding
behavi or B. The local replication behavior on RB1 is as foll ows:

1. Local replication to the ports associated with the sane pseudo-
ni ckname as that associated to the inconing port.

2. Local replication to the nc-1ag DF port associated with different
pseudo- ni ckname. Do not replicate to nt-lag non-DF port associated
with different pseudo-nicknane.

3. Local replication to non nt-1lag ports.
6. Loop prevention anong RBridges in a edge group

If a CE sends a broadcast, unknown unicast, or nulticast (BUM
packet through DF port to a ingress RB, it will forward that packet
to all or subset of the other RBs that only have non-DF ports for
that MC-LAG Because BUMtraffic forwarding to non-DF port isn't
allowed, in this case the frame won’t | oop back to the CE

If a CE sends a BUM packet through non-DF port to a ingress RB, say
RB1, then RBL will forward that packet to other RBridges that have
DF port for that MC-LAG In this case the frame will |oop back to
the CE and traffic split-horizon filtering mechani sm should be used
to avoid | oopi ng back anong RBridges in a edge group

Split-horizon mechanismrelies on ingress nicknane to check if a
packet’s egress port belongs to a sane MC-LAG with the packet’s
i ncoming port to TRILL canpus.

When the ingress RBridge receives BUMtraffic froman active-active
accessing CE device, the traffic will be injected to TRILL canpus
through TRILL encapsulation, and it will be replicated and forwarded
to all destination RBs which include ingress RBitself through TRILL
distribution tree. If same pseudo-nicknane is used for two active-
active access CEs as ingress nicknane, egress RB can use the

ni ckname to filter traffic forwarding to all local CE In this case,
the traffic between these two CEs goes through |ocal RB and anot her
copy of the traffic fromTRILL canpus is filtered. If different

i ngress nicknanme is used for two connecting CE devices, the access
ports connecting to these two CEs should be isolated with each other
The BUM traffic between these two CEs should go through TRILL campus,
otherw se the destination CE connected to same RB with the sender CE
will receive two copies of the traffic.
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Do note that the above sections on techniques to avoid frame
duplication, |loop prevention is applicable assum ng the Link
aggregation technology in use is unaware of the frane duplication
happeni ng. For exanpl e usi ng nmechani sns |i ke | EEES802. 1AX,
Distributed Resilient Network |Interconnect (DRNI) specs inplenents
mechanismsinilar to DF and al so avoi ds sone cases of frane
duplication & | ooping.

7. Centralized replication forwardi ng process

Fommm e +
I (RB5) |
Fommm e +
I
e +
| (RB4) |
e e +
I I I
________ | e
I I I
R + R + R +
| (RB1) | | (RB2) | | (RB3)|
R + R + O — +
* | * | * N
* | * | * N
* * * VAN

MC- LAGL * MC- LAG2 A
ommma - + ommma - + ommma - +
| CE1 | | CE2 | | CE3 |
o - - + o - - + o - - +

Figure 1 TRILL Active-active access

Assumi ng the centralized replication solution is used in the network
of above figure 1, RB5 is the distribution tree root and centralized
replication node, CEl and CE2 are active-active accessed to RBI1, RB2
and RB3 through MC-LAGL and MC-LA® respectively, CE3 is single
honed to RB3. The RBridge’s own nicknane of RBl1L to RB5 are nickl to
ni ck5 respectively. RB1, RB2 and RB3 use sane pseudo-ni cknane for MC
LAGL and MC-LA®, the pseudo-nicknane is P-nick. The R-nicknane on
the centralized replication node of RB5 is S-nick

The BUM traffic forwarding process fromCEL to CE2,CE3 is as follows:

1. CE1 sends BUMtraffic to RB3.
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2. RB3 replicates and sends the BUMtraffic to CE2 locally. RB2 also
sends the traffic to RB5 through unicast TRILL encapsul ation
I ngress nickname is set as P-nick, egress nickname is set as S
ni ck.

3. RB5 decapsul ates the unicast TRILL packet. Then it uses the
distribution tree whose root is RB5 to forward the packet. The
egress nicknanme in the trill header is the nick5. Ingress
ni ckname is still P-nick.

4. RB4 receives nulticast TRILL traffic fromRB5. Traffic inconing
port is the up port facing to distribution tree root, RPF check
will be correct based on the changed RPF port cal cul ation
algorithmin this docunent. After RPF check is perforned, it
forwards the traffic to all other egress RBs(RB1, RB2 and RB3).

5. RB3 receives multicast TRILL traffic fromRB4. |t decapsul ates
the multicast TRILL packet. Because ingress nicknane of P-nick is
equi val ent to the nickname of |ocal MCLAGs connecting CE1 and
CE2, it doesn't forward the traffic to CEl and CE2 to avoid
duplicated frane. RB3 only forwards the packet to CE3.

6. RB1 and RB2 receive nulticast TRILL traffic fromRB4. The
forwarding process is simlar to the process on RB3, i.e, because
i ngress ni ckname of P-nick is equivalent to the nickname of |oca
MC- LAGs connecting CEl and CE2, they also don't forward the
traffic to local CEl1l and CE2.

8. BUMtraffic | oadbal ancing anong nultiple centralized nodes
To support unicast TRILL encapsulation BUMtraffic | oad bal anci ng,
multiple centralized replication node can be depl oyed and the
traffic can be | oad bal anced on these nodes in vlan-based or flow
based node

8.1. VWl an-based | oadbal anci ng
Assum ng there are k centralized nodes in TRILL canpus, each
centralized node has different R-nickname, VLAN based(or FGL-based
etc) | oadbal ancing algorithmused by ingress active-active access
RBridge is as follows:

1. Al centralized nodes are ordered and numbered fromO to k-1

in ascendi ng order according to the 7-octet 1S-1S ID
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2. For VLAN ID m choose the centralized node whose nunber equals
(m mnmod k).

An exanple of the mnod K, is that for 3 centralized nodes (CN) and
5 VLANs is: VLAN O goes to CNO, VLANL goes to CN1, VLAN2 goes to CN2,
VLANA goes to CNO, and VLAN5 goes to CNLI.

When a ingress RBridge participating active-active connection

receives BUMtraffic fromlocal CE, the RB decides to send the
traffic to which centralized node based on the VLAN based

| oadbal anci ng al gorithm vl an-based | oadbal ancing for the BUM

traffic can be achi eved anong multiple centralized nodes.

8.2. Fl ow based | oadbal anci ng

To support fl ow based | oadbal ancing for BUMtraffic between
different centralized node, anycast R-ni cknanme nechani sm shoul d be
i ntroduced, which means a same R-nicknane is attached to both
physical centralized node at the sane tinme. Each centralized node
announces the R-nicknane through the N cknane Sub-Tlv specified in
[ RFC6326] to TRILL network and MJUST ignore the nicknanme collision
check as defined in basic TRILL protocol

The egress ni cknane of unicast TRILL encapsulation for BUMtraffic
fromingress RBis the R nicknane. The unicast TRILL encapsul ation
BUMtraffic would go to any one of the physical centralized nodes by
the natural support of equal cost nulticast path (ECMP) from TRI LL
pr ot ocol

The physical centralized node will decapsul ate the unicast TRILL
encapsul ati on and forward it through any one of the distribution
trees established per RFC 6325 with the original source, and BUM
destination. Because ECMP of the unicast TRILL encapsul ati on BUM
traffic is supported anong nultiple centralized nodes, so it can
achi eve better |ink bandw dth usage than VLAN based(or FG.-based
et c) | oadbal anci ng.
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9.

10.

Co-existing with CMI sol ution

O — + O — +
| (RB6) | | (RB7) |
R —— + R —— +

__________________ [

I I I I I
S + R + R + S + S +
| (RB1) | | (RB2) | | (RB3) | | (RB4) | | (RB5) |
R —— + R —— + R —— + R —— + R —— +

I I I I I

I I
R + S +
| CE1 | | CE2 |
R — + R — +

Figure 2 CMI and centralized replication co-existing scenario

Both the centralized replication solution and CMI solution rely on
pseudo- ni ckname to avoid MAC flip-flop on renote RBridges, these two
solutions can co-exist in one TRILL canpus. Different edge group
RBri dges can select either the centralized replication solution or
CMT sol ution independently to inject traffic to TRILL canpus. As
illustrated in figure 2, RBL and RB2 use CMI for CEl's active-active
access, RB3,RB4 and RB5 use the centralized replication for CE2' s
active-active access.

For the centralized replication solution, edge group RBridges should
announce | ocal pseudo-ni ckname using Ni cknane Fl ags APPsub-TLV with
C-flag, the nickname with Cflag is called "C nickname". A transit
RBridge will performdifferent RPF check algorithmif it receives
TRILL encapsulation traffic with C nicknanme as ingress nicknane.

Network M gration Anal ysis

Centralized nodes need software and hardware upgrade to support
centralized replication process, which stitches TRILL uni cast
traffic decapsul ation process and the process of normal TRILL
mul ticast traffic forwarding along distribution tree.

Active-active connection edge RBs need software and hardware upgrade
to support unicast TRILL encapsulation for BUMtraffic, the process
is simlar to normal head-end replication process.

Transit nodes need software upgrade to support RPF port cal cul ation
al gori thm change
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11.

11.

12.

13.

TRILL protocol extension

Two Flags of "R' and "C' in N cknane Fl ags APPsub-TLV [ RFC7180bi s]
are introduced, the nicknane with "R'" flag is called R-nicknane, the
ni cknanme with "C' flag is called G nicknane. R-nicknane is set on
one or nmultiple centralized nodes, R-nicknanme is a specialized

ni ckname to differentiate unicast TRILL encapsul ation BUMtraffic
fromnormal unicast TRILL traffic. C nickname is set on edge group
RBri dges, C-nicknane is a specialized pseudo-nicknane for transit
RBridges to performdifferent RPF check al gorithm

When active-active edge RBridges use centralized replication to
forward BUMtraffic, the R nicknanme is used as the egress nickname
and the G nickname is used as ingress nickname in TRILL header for
uni cast TRILL encapsul ation of BUMtraffic.

1. "R" and "C'" Flag in N ckname Fl ags APPsub-TLV

e E C ks T I e e R oEh

| Ni ckname |

B T T T S S e I

[IND|R| CQ RESV |

L T S S S I SRRup g S S
NI CKFLAG RECORD

oR If Rflag is one, it indicates that the advertising TRILL
switch is a centralized replication node, and the nicknane is used
as egress nicknanme for edge group RBridges to inject traffic to
TRILL canpus when the edge group RBridges use centralized
replication solution for active-active access. If flag is zero, that
ni ckname will not be used for that purpose.

oC If Cflagis one, it indicates that the TRILL traffic
with this nicknane as ingress nicknane requires special RPF check
algorithm If flag is zero, that nicknane will not be used for that
pur pose.
Security Considerations

This draft does not introduce any extra security risks. For genera
TRILL Security Considerations, see [ RFC6325].

| ANA Consi der ati ons

This docunment requires no | ANA Actions. RFC Editor: Please renove
this section before publication
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