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Note Well 
Any submission to the IETF intended by the Contributor for publication as all or part of an IETF Internet-

Draft or RFC and any statement made within the context of an IETF activity is considered an "IETF 

Contribution". Such statements include oral statements in IETF sessions, as well as written and 

electronic communications made at any time or place, which are addressed to: 

ï  The IETF plenary session 

ï  The IESG, or any member thereof on behalf of the IESG 

ï  Any IETF mailing list, including the IETF list itself, any working group or design team list, or any other list 

functioning under IETF auspices 

ï  Any IETF working group or portion thereof 

ï  Any Birds of a Feather (BOF) session 

ï  The IAB or any member thereof on behalf of the IAB 

ï  The RFC Editor or the Internet-Drafts function 

All IETF Contributions are subject to the rules of RFC 5378 and RFC 3979 (updated by RFC 4879). 

Statements made outside of an IETF session, mailing list or other function, that are clearly not intended 

to be input to an IETF activity, group or function, are not IETF Contributions in the context of this notice.  

Please consult RFC 5378 and RFC 3979 for details. 

A participant in any IETF activity is deemed to accept all IETF rules of process, as documented in Best 

Current Practices RFCs and IESG Statements. 

A participant in any IETF activity acknowledges that written, audio and video records of meetings may 

be made and may be available to the public. 
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Reminder: 

 

Minutes are taken * 

This meeting is recorded **  

Presence is logged *** 

* Scribe: please contribute online to the minutes at 

http://etherpad.tools.ietf.org:9000/p/notes-ietf-91-6tisch 

** Recordings and Minutes are public and may be subject to discovery in the 

event of litigation.  

*** Please make sure you sign the blue sheets 

http://etherpad.tools.ietf.org:9000/p/notes-ietf-91-6tisch
http://etherpad.tools.ietf.org:9000/p/notes-ietf-91-6tisch
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http://etherpad.tools.ietf.org:9000/p/notes-ietf-91-6tisch
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Administrivia 

ÅBlue Sheets 

ÅScribes 

ÅJabber 
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Objectives 

ÅMonday (1520-1650 CDT, Continental) 

ïDetNet 

ïSecurity 

ÅThursday (0900-1130 CDT, Continental) 

ïWG drafts, including in last call 

ïPlugtest 

ïDistributed scheduling 

ïRechartering discussion 
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Agenda 

Intro and Status                                 [2min] (Chairs)  

 

   Note - Well, Blue Sheets, Scribes, Agenda Bashing  

 

DetNet  

 

   * <draft - finn - detnet - architecture - 00>         [20min] (Norm Finn)  

   * <draft - gunther - detnet - proaudio - req - 00>      [10min] (Jouni Korhonen)  

   * <draft - wetterwald - detnet - utilities - reqs - 01> [10min] (Patrick Wetterwald)  

   * <draft - wang- 6tisch - track - use - cases - 00>      [10min] (Chonggang Wang)            

 

Security                                         [30min]  

   * DT status and design goals                          (Michael Richardson)  

   * <draft - struik - 6tisch - security - considerations - 01>    (Rene Struik)  

 

Wrap up for rechartering                          [8min] (Chairs)  
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draft-finn-detnet-architecture 
Draft Full Name 

Norman Finn 

Pascal Thubert 

Michael Johas Teener 
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Status 
ÅStatus: 
ïAdopted at IETFXX (only for WG docs) 

ïLatest version -01 published on 09.03.15 

available at: https://datatracker.ietf.org/doc/draft-finn-detnet-

architecture 

 

ÅChanges since IETF91 (only if existed) 

ïNew 

draft-short-name 
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Field Bus Ą IP and Ethernet 

ÅThe world of real-time apps, including 

ïAutomotive (and other vehicle) control 

ïIndustrial control 

ïAudio/video program creation 

   has gone digital over the last 30 years. 

ÅBut, for the most part, they have gone with 

ñfield bussesò == not Ethernet, not 

Internet Protocols, and the ones that are 

Ethernet are seldom from RAND SDOs. 
9 
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What the applications require 

ÅTime synchronization to < 1µs accuracy. 

ïNot a direct concern of DetNet in IETF. 

ÅFixed-bandwidth critical streams. 

ïNo throttling. 

ÅPacket loss ratio 10ï10 to 10ï12 or better. 

ÅGuaranteed worst-case latency. 

ÅCoexistence with ñnormalò traffic on same 

physical network, with no interference. 

 
10 
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How to get low loss ratio 

Throttling and gross overprovisioning are not useful 
options.  What we do, instead, is: 

1.Eliminate congestion loss (and guarantee 
latency) by allocating resources (bandwidth and 
buffers) along the path(s) before data flow starts, 
and use shaping and/or scheduling at every hop.  
(Not necessarily IntServ!) 
ïState at every hop == ñcircuitò. 

2.(Nearly) eliminate equipment failure losses via 
seamless redundancy:  Sequence number near 
source, replicate data over multiple paths, eliminate 
duplicates at or near destination. 

11 
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This has been done for L2 

ÅIEEE 802.1 Time-Sensitive Networking 

(TSN) Task Group and its predecessor 

Audio Video Bridging (AVB) Task Group 

have standards for resource reservation, 

shaping, and scheduling by brides for L2. 

ÅThis technology is being deployed, now, in 

theaters, studios, theme parks, and 

automobiles. 

12 
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This has been done for L2 

ÅBut, thatôs not enough for many applications.  We 
need: 
ïL3 and mixed L2/L3 solutions. 

ïMore options for resource reservation. 

ïMore options for centralized control. 

ïSolutions that, insofar as possible, given the 
requirement for pre-allocated resources, have no 
impact on (are orthogonal to) existing networking 
paradigms. 

ÅWe do not need: 
ïA top-to-bottom tweaking of all layers for a particular 

application space.  (We have too many of those, 
already!) 

13 
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Queuing, shaping, scheduling 

IEEE 802.1 and 802.3 have completed and 
nearly-completed standards for: 

1.Output shapers that, when configured 
properly, guarantee zero congestion loss. 

2.Output gates on a synchronized, rotating 
schedule that give essentially zero jitter. 

3.ISIS features to build disjoint paths. 

4.Resource reservation without regard to what 
topology control protocol, IEEE 802.1 or other, 
is being used. 

14 
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Why do we care about IEEE 

queuing models? 
ÅThe various IEEE 802.1 queuing features 

work together in a predictable manner. 

ÅTight standards are required in this space ï 
any uncertainty in one nodeôs behavior adds 
buffers and latency to the next. 

ÅOnce packets are queued on an output 
port awaiting selection, it doesnôt matter 
whether or not the addresses are IPv6 or 
Ethernet, or whether a TTL was 
decremented. 

15 
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Reference network 

 

ÅGazillions of complex protocols 
16 

Controller 

Talker 

Listener 

La 

Ld 

Lc 

 

Bridges 

Physical 

connectivity 

MultiLink 

 subnet 

L2 

L2 

L2 

As seen by network 

topology protocols 

T 

L3 
Lb 

routers 

Network sizes vary from 

~home to ~large but within  

one administrative domain. 
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Reference network 

ÅJust nodes, queues, clocks, and wires!! 
17 

As seen by reliability/ 

queuing/latency/time 

Talker 

Listener 

Lb 

Lc 
T 

Physical 

connectivity 

Queue 

X 

La 
Clock 

Ld 
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DetNet data plane menu?? 

18 

APPLICATION 

IEEE 802 Ethernet IEEE 802 Wi-Fi 
Other media: MoCA, 

Ether-over-power, etc. 

IEEE 802.1 Time-Sensitive Queuing model 

IEEE 802 

bridges 

IEC 

62439-3 

HSR/PRP 

IEC 

62439-2 

MRP 

ITU-T 

G.8032 

ring 

IPv4 IPv6 No L3 at all 

IETF 

MPLS 

Any of dozens of L2 / L3 / L4 (and up) Transport protocols 

No 

bridging 

at all 

IEC 62439-3 

Seamless 

Redundancy 

IEEE 802 

Seamless 

Redundancy 

IETF MPLS 

Pseudowire Seamless 

Redundancy 

No 

Seamless 

Redund. 
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Control plane: peer-to-peer 

 

ÅA peer-to-peer control paradigm is used by IEEE SRP (and 
RSVP). 

Å This paradigm is adequate for some data plane queuing 
methods, but not for all.  (Some require a central brain.) 

19 

L1 T 

SRP++, no paths, just reservation UNI UNI 

ăP1 Advertisement 

P6 Registration Ą 

ă P2 Advertisement (hop by hop) 

Registration P5 Ą (hop by hop) 

ă P3 Advertisement 

Registration P4Ą 

1 2 3 4 5 
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Control plane: hub and spoke 

 

20 

ÅA central server communicating radially with network nodes 
can support all schedulers/shapers with the minimum amount 
of standards writing, and maximum velocity of features. 

Å Several existing IETF solutions available as the basis for 
ñCNCPò and transferring ñPath & scheduling infoò. 

L1 T 

CNC 

UNI 
UNI 

Path & scheduling info 

ăC1 Advertisement 

Registration C10 Ą 

C8: Yang, SNMP, etc. 

ăC2 Advertisement 

ăC3  Advertisement to 

all potential Listeners 

ăC4 Advertisement 

Registration C5 Ą 

Registration C6 Ą 

Registration C9 Ą 

C7: CNC computes answers 

1 2 3 4 5 



6TiSCH@IETF92 

Control plane: hybrid 

 

21 

ÅEdge node turns user request into query/response with 
central server, then propagates the answer peer-to-peer 
through the network.  Hybrid model supports mixed 
central/peer networks. 

Å This is the current IETF PCE model, with the addition of hosts 
and UNI. 

L1 T 

CNC 

E0: Topology & Status (up only) 

Answers returned 

to Node 1 E4 Ą 

ă E2 Query E3: CNC computes answers 

1 2 3 4 5 

ă E5 RSVP-TE(?) paths and reservations  E5 Ą UNI 
ăE1 Advertisement 

E8 Registration Ą 

UNI 
ă E6 Advertisement 

Registration E7Ą 
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draft-gunther-detnet-proaudio-req-00 

Craig Gunther (Ed.) 

Jouni Korhonen (presenter) 
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Goals 

ÅWhat is Pro-A and what are they looking for 

ÅIntroduce Pro-A needs and concerns 

ÅHighlight requirements unique to Pro-A 

ÅStimulate ideas from other Pro-A participants 

draft-gunther-detnet-proaudio-req-00 
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Overview 

ÅWhat is Pro-Audio? 

ïTheme parks, churches 

ïPA systems in airports, train stations, sports stadiums 

ïCinema, theater, garage bands 

ïRecording studios, production facilities 

ÅUnique (?) Pro-Audio requirements 

ïHealth & Safety certification requirements (ISO7240, EN54, etc) 

ïSuper Streams and latency requirements 

ïUnused reservation bandwidth available for Best Effort traffic 

ïUsing Link Aggregation 

ïIPv4 multicasting 

 

draft-gunther-detnet-proaudio-req-00 
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Overview (continued) 

ÅUse Cases 

ïExisting layer 2 networks that need layer 3 

interconnect 

ïStreaming from remote sites 

ÅSecurity concerns 

ïHearing damage from multi-thousand watt speaker 

systems 

ïMalicious attacks on PA systems infrastructure 

preventing health/safety/fire announcements 

 

 

draft-gunther-detnet-proaudio-req-00 



6TiSCH@IETF92 

Next Steps 

ÅEncourage review and comments 

ÅFeedback please 

ïWhat pieces of draft are relevant? 

ïWhat pieces are not? 

ÅAny other unique Pro-A requirements? 

ÅOther health/safety equipment requirements 

(e.g. EN54)? 

ÅOther use cases? 

ÅAdd in Pro-Video requirements and use cases? 
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draft-wetterwald-detnet-

utilities-reqs 

Deterministic Networking 

Utilities requirements 
Patrick Wetterwald, Jean Raymond 

 

pwetterw@cisco.com 

Raymond.Jean@hydro.qc.ca 

 

 

mailto:pwetterw@cisco.com
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Hydro-Québec 

Å Designed to transport over long 

distances 

Å Specificity and complexity of the 

separation between generation and 

load (~ 1200 km) 

Å Distance between substations (max 

280 km) 

Å Interconnected with: 

ï Ontario 

ï New York 

ï Nouvelle-Angleterre 

ï Nouveau-Brunswick 

 

Electrical Transmission Network Characteristics 
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Extensive Network 

29 
Hydro-Québec 

å 2,000 km 
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Infrastructure Footprint 

30 
Hydro-Québec 

835 telecom sites across Québec 

514 substations 

60 generating stations 

143 administrative buildings 

10,500 km of optical fibre 

315 microwave links covering 10,000 km 

205 mobile radio repeater sites 

A Z Services Site Site 

Services 




