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to this docunment. Code Components extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Abst ract

EVPN and PBB-EVPN i ntroduce a famly of solutions for nultipoint

Et hernet services over MPLS/IP network with many advanced
capabilities anpbng which their nmulti-homng capabilities. These
solutions define two types of nmulti-homi ng for an Ethernet Segnent
(ES): 1) Single-Active and 2) Al-Active, where an Et hernet Segnent
is defined as a set of links between the nulti-homed devi ce/ network
and the set of PE devices that they are connected to.

Sone Service Providers want to extend the concept of the physica
links in an ES to Ethernet Virtual Circuits (EVCs) where nany of such
EVCs can be aggregated on a single physical External Network-to-
Network Interface (ENNI). An ES that consists of a set of EVCs

i nstead of physical links is referred to as a virtual ES (VES). This
draft describes the requirenents and the extensions needed to support
VES in EVPN and PBB- EVPN

Conventi ons
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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1. Introduction

[EVPN] and [PBB-EVPN] introduce a famly of solutions for multipoint
Et hernet services over MPLS/IP network with many advanced
capabilities anpbng which their nmulti-honing capabilities. These
solutions define two types of nulti-honm ng for an Et hernet Segnent
(ES): 1) Single-Active and 2) Al-Active, where an Et hernet Segnent
is defined as a set of |links between the nulti-honed devi ce/ network
and the set of PE devices that they are connected to.

Thi s docunent extends the Ethernet Segnment concept so that an ES can
be associated to a set of EVCs or other objects such as MPLS Label
Swi tch Paths (LSP) or Pseudowires (PW.

1.1 Virtual Ethernet Segnents in Access Ethernet Networks

Sone Service Providers (SPs) want to extend the concept of the
physical links in an ES to Ethernet Virtual Circuits (EVCs) where
many of such EVCs can be aggregated on a single physical External

Net wor k-t o- Network Interface (ENNl). An ES that consists of a set of
EVCs instead of physical links is referred to as a virtual ES (VES).
Fi gure bel ow depicts two PE devices (PEL and PE2) each with an ENNI
where a nunber of VES' s are aggregated on - each of which through its
associ at ed EVC.

Saj assi et al. Expi res August 26, 2018 [ Page 4]



I NTERNET DRAFT PBB- EVPN February 26, 2018
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Figure 1: DHD/ DHN (both SA/ AA) and SH on sane ENNI

E-NNI's are commonly used to reach off-network / out-of-franchise
custoner sites via independent Ethernet access networks or third-
party Ethernet Access Providers (EAP) (see above figure). E-NNIs can
aggregate traffic fromhundreds to thousands of VES s; where, each
VES is represented by its associated EVC on that ENNI. As a result,
ENNl s and their associated EVCs are a key el enment of SP off-networks
that are carefully designed and cl osely nonitored.

In order to neet custoner’s Service Level Agreenents (SLA), SPs build
redundancy via nultiple E-PEs / ENNls (as shown in figure above)
where a given VES can be multi-homed to two or nore PE devices (on
two or nore ENNIs) via their associated EVCs. Just |ike physical ES s
in [EVPN] and [ PBB-EVPN] sol utions, these VES' s can be singl e- honed
or multi-honmed ES' s and when multi-honmed, then can operate in either
Singl e-Active or All-Active redundancy nodes. In a typical SP off-
network scenario, an ENNI can be associated with several thousands of
singl e-honed vES s, several hundreds of Single-Active VES' s and it
may al so be associated with tens or hundreds of All-Active VES s.

1.2 Virtual Ethernet Segnents in Access MPLS Networks
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O her Service Providers (SPs) want to extend the concept of the
physical links in an ES to individual Pseudowires (PW or to MPLS
Label Switched Paths (LSPs) per [EVPN-VPWS] in Access MPLS networks.
Figure 2 illustrates this concept.

MPLS Aggregati on

Net wor k
+o---- + R + <----EVPN Network----- >
| CE11|EVCL | |
+----- + \ +AGL--+ PW +o---- +
Cust A -0---- | :::::::::::l |
- o - - + | - - +:::::::::::| | Fom e - - + - - -+
| CE12|EVC2-0/ | PW /\ | PEL +---+ I
RN + o - -+ == | 7| | | +- - - +PE3+-
| /1= =] | JIPIVPLS] | |\ 4eees
| [1° \] ++----+ | Network| +---+ \-+ |
#-----+EVC3 | PWB// LSPL | | | | CE4]
| CE13|  +AG--+===/ PW | | T
+----- + 0 === [\ ++----+ I I I I /-+ I
0  |==PWb===||=| | Feo - APEA+-] -t
H--mnn + [ ++-- - +==PW6===| | =| PE2 +---+ | | |
| CEl4 EVCA | R R . b et
B + | LSP2+- - - -- +
Cust. C R L +
/\
| |
EVCs
<--802.1Q--><------ MPLS------- > <-802.1Q >

Figure 2: DHN and SH on Access MPLS net works

In sone cases, Service Providers use Access MPLS Networks that bel ong
to separate adnmnistrative entities or third parties as a way to get
access to the their own | P/ MPLS network infrastructure. This is the
case illustrated in Figure 2.

An ES is defined as a set of individual PW if they cannot be
aggregated into a common LSP. If the aggregation of PW is possible,
the ES can be associated to an LSP in a given PE. In the exanple of
Figure 2, EVC3 is connected to a VPWS instance in AR that is
connected to PEl1 and PE2 via PWB and PWs respectively. EVCA is
connected to a separate VPW5 instance on AR that gets connected to
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an EVI on PEl and PE2 via PW and PWs, respectively. Since the PW
for the two VPWS instances can be aggregated into the same LSPs goi ng
to the EVPN network, a common virtual ES can be defined for LSP1 and
LSP2. This ES will be shared by two separate EVIs in the EVPN

net wor k.

In sone cases, this aggregation of PW into comon LSPs rmay not be
possi ble. For instance, if PWB were ternmnated into a third PE, e.g.
PE3, instead of PEl, the ES would need to be defined on a per

i ndi vidual PWon each PE, i.e. PW and PW, woul d belong to ES-1,
wher eas PW and PW woul d be associated to ES-2.

An ES that consists of a set of LSPs or individual PW is also
referred as virtual ES (VES) in this docunent."”

This draft describes requirenents and the extensions needed to
support VES in [EVPN] and [PBB-EVPN]. Section 3 lists the set of
requirenents for Virtual ES's. Section 4 describes the solution for
[PBB-EVPN] to neet these requirenments. Section 5 describes the
failure handling and recovery for Virtual ES s in [PBB-EVPN]. Section
6 covers scalability and fast convergence required for Virtual ES s
in [ PBB- EVPN] .

2. Term nol ogy

AC. Attachnment Gircuit

BEB: Backbone Edge Bri dge

B- MAC. Backbone MAC Address

CE: Custoner Edge

CFM Connectivity Fault Managenent
C-MAC. Custoner/dient MAC Address

DHD: Dual - homed Devi ce

DHN: Dual - honed Net wor k

ENNI: External Network-Network Interface
ES: Ethernet Segnent

ESI: Ethernet-Segnment |dentifier

EVC. Ethernet Virtual Crcuit

EVPN. Et her net VPN

LACP: Link Aggregation Control Protocol
PE: Provider Edge

SH. Si ngl e- Honmed

Si ngl e- Acti ve Redundancy Mode (SA): Wien only a single PE, anong a
group of PEs attached to an Ethernet-Segnent, is allowed to forward
traffic to/fromthat Ethernet Segnent, then the Ethernet segnent is
defined to be operating in Single-Active redundancy node.
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Al'l - Active Redundancy Mode (AA): Wien all PEs attached to an Ethernet
segnment are allowed to forward traffic to/fromthat Ethernet-Segnent,
then the Ethernet segnent is defined to be operating in Al-Active

r edundancy node.

3. Requirenents

This section describes the requirenents specific to virtual Ethernet
Segnent (VES) for (PBB-)EVPN solutions. These requirenents are in
addition to the ones described in [EVPN-REQ, [EVPN, and [ PBB-EVPN .

3.1. Single-Honed & Multi-Homed Virtual Ethernet Segnents
A PE needs to support the follow ng types of VES s:

(Rla) A PE MJUST handl e single-honmed VES' s on a single physical port
(e.g., single ENNI)

(R1b) A PE MUST handle a m x of Single-Honed vES s and Singl e- Active
mul ti-homed VES s sinultaneously on a single physical port (e.g.
single ENNI). Single-Active nmulti-homed VES's will be sinply referred
to as Single-Active VES's through the rest of this docunent.

(Rlc) A PE MAY handle All-Active nulti-homed VES s on a single
physi cal port. All-Active multi-homed vES's will be sinply referred
to as All-Active VES' s through the rest of this docunent.

(R1d) A PE MAY handle a mixed of All-Active VES s along with other
types of VES' s on a single physical port

(Rle) A Multi-Homed VES (Single-Active or All-Active) can be spread
across any two or nore PEsS (on two or nore ENNIS)

3.2. Scalability
A single physical port (e.g., ENNI) can be associated with many
VES' s. The followi ng requirenents give a quantitative nmeasure for

each VES type

(R2a) A PE MJST handl e t housands or tens of thousands of Single-honed
VES s on a single physical port (e.g., single ENN)

(R2b) A PE MJST handl e hundreds of Single-Active VES's on a single
physical port (e.g., single ENNI)

(R2c) A PE MAY handle tens or hundreds of All-Active Milti-Honed

Saj assi et al. Expi res August 26, 2018 [ Page 8]



I NTERNET DRAFT PBB- EVPN February 26, 2018

VES s on a single physical port (e.g., single ENN)

(R2d) A PE MJIST handl e the above scale for a m x of Single-honed
VES' s and Single-Active VES s sinultaneously on a single physica
port (e.g., single ENN)

(R4e) A PE MAY handl e the above sale for a mixed of All-Active Milti-
Honmed VES' s along with other types of VES s on a single physical port

3.3. Local Switching

Many VES' s of different types can be aggregated on a single physica
port on a PE device and sone of these VES can belong to the sane
service instance (or custoner). This translates into the need for
supporting local swtching among the VES s of the sanme service

i nstance on the sane physical port (e.g., ENNI) of the PE.

(R3a) A PE MJST support |local switching anong different VES s
bel onging to the sanme service instance (or customer) on a single
physi cal port. For exanple, in the above figure (1), PE1L MJST
support |ocal sw tching between CE11 and CE12 (both belonging to
custoner A) that are mapped to two Single-honed VES' s on ENNI 1.

In case of Single-Active VES's, the local switching is perforned
anong active EVCs belonging to the same service instance on the sane
ENNI .

3.4. EVC Service Types

A physical port (e.g., ENNI) of a PE can aggregate many EVCs each of
which is associated with a vVES. Furthernore, an EVC may carry one or
more VLANs. Typically, an EVC carries a single VLAN and thus it is
associated with a single broadcast domain. However, there is no
restriction on an EVC to carry nore than one VLANs.

(R4a) An EVC can be associated with a single broadcast donmain - e.g.
VLAN- based service or VLAN bundl e service

(R4b) An EVC MAY be associated with several broadcast domains - e.g.
VLAN- awar e bundl e service

In the sanme way, a PE can aggregated many LSPs and PW. |In the case
of individual PW per VES, typically a PWis associated with a single
broadcast domain, but there is no restriction on the PWto carry nore
than one VLAN if the PWis defined as vc-type VLAN

(R4c) A PWcan be associated with a single broadcast donmain - e.g.
VLAN- based service or VLAN bundl e service
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(R4b) An PW MAY be associated with several broadcast domains - e.g.
VLAN- awar e bundl e service."

3.5. Designated Forwarder (DF) Election

Section 8.5 of [EVPN] describes the default procedure for DF el ection
in EVPN which is also used in [PBB-EVPN]. This default DF el ection
procedure is perforned at the granularity of <ESI, EVI>. In case of a
VES, the sane EVPN default procedure for DF election also applies;
however, at the granularity of <vESI, EVI>, where VESI is the virtua
Et hernet Segment ldentifier. As in [EVPN], this default procedure for
DF el ection at the granularity of <vESI, EVI> is also referred to as
"service carving"; where, EVI is represented by an |1-SID in PBB-EVPN
and by a EVI service-id/vpn-id in EVPN. Wth service carving, it is
possible to evenly distribute the DFs for different VES s anong
different PEs, thus distributing the traffic anong different PEs. The
following list the requirenents apply to DF election of VES' s for
EVPN.

(R5a) A VES with mEVCs can be distributed anong n ENNI s bel onging to
p PEs in any arbitrary oder; where n >= P >= m For exanple, if there
is an VES with 2 EVCs and there are 5 ENNIs on 5 PEs (PE1l through
PE5), then VES can be dual -honed to PE2 and PE4 and the DF el ection
must be perfornmed between PE2 and PE4.

(R5b) Each vES MUST be identified by its own virtual ESI (VESI)

3.6. OAM
In order to detect the failure of individual EVC and perform DF
election for its associated VES as the result of this failure, each
EVC shoul d be nonitored i ndependently.
(R6a) Each EVC SHOULD be nonitored for its health i ndependently

(R6b) A single EVC failure (anobng many aggregated on a single
physi cal port/ENNI) MJST trigger DF election for its associated VES

3.7. Failure & Recovery
(R7a) Failure and failure recovery of an EVC for a Single-homed VES
SHALL NOT inpact any other EVCs for its own service instance or any
other service instances. In other words, for PBB-EVPN, it SHALL NOT
trigger any MAC flushing both withinits own I-SID as well as other
| - Sl Ds.

(R7b) In case of All-Active Miulti-Homed VvES, failure and failure
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recovery of an EVC for that vES SHALL NOT inpact any other EVCs for
its own service instance or any other service instances. In other
words, for PBB-EVPN, it SHALL NOT trigger any MAC flushing both
withinits own |-SID as well as other |-SIDs.

(R7c) Failure & failure recovery of an EVC for a Single-Active VES
SHALL only inpact its own service instance. In other words, for PBB-
EVPN, MAC flushing SHALL be limted to the associated I-SID only and
SHALL NOT i npact any ot her |-SIDs.

(R7d) Failure & failure recovery of an EVC for a Single-Active VES
MAY only inpact C MACs associated with MHD/ MHNs for that service
instance. In other words, MAC flushing SHOULD be limted to single
service instance (1-SIDin the case of PBB-EVPN) and only CMACs for
Si ngl e- Acti ve MHD/ MHNSs.

3.8. Fast Convergence

Since |l arge nunmber of EVCs (and their associated VES s) are
aggregated via a single physical port (e.g., ENNI), then the failure
of that physical port inpacts |arge nunber of VES s and triggers

| arge nunber of ES route withdrawals. Fornul ating, sending,

recei ving, and processing such | arge nunber of BGP nessages can

i ntroduce delay in DF el ection and convergence time. As such, it is
highly desirable to have a nass-w t hdraw nmechanismsinlar to the one
in the [EVPN] for withdrawi ng | arge nunber of Ethernet A-D routes.

(R8a) There SHOULD be a nechani sm equi val ent to EVPN nass-w t hdraw
such that upon an ENNI failure, only a single BGP nessage i s needed
to indicate to the renote PEs to trigger DF election for all inpacted
VES associated with that ENNI .

4. Sol ution Overview

The solutions described in [EVPN] and [PBB-EVPN] are | everaged as is
with one sinple nodification and that is the ESI assignment is
performed for a group of EVCs instead of a group of links. In other
words, the ESI is associated with a virtual ES (vVES) and that’s why
it will be referred to as vESI.

For EVPN sol ution, everything basically remins the same except for
the handling of physical port failure where many vVES' s can be

i npacted. Section 5.1 and 5.3 bel ow descri be the handling of physical
port/link failure for EVPN. In a typical nulti-honed operation, MAC
addresses are | earned behind a VES are advertised with the ESI
corresponding to the vES (i.e., VvESI). EVPN aliasing and nass-

wi t hdraw operations are perfornmed with respect to vVES. In other
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words, the Ethernet A-D routes for these operations are advertised
with vESI instead of ESI.

For PBB- EVPN sol ution, the nmain change is with respect to the BVAC
address assignnent which is perfornmed simlar to what is described in
section 7.2.1.1 of [PBB-EVPN] with the follow ng refinements:

- One shared BMAC address is used per PE for the single-honed VES s.
In other words, a single BMAC is shared for all single-honed VES s on
t hat PE.

- One shared BMAC address should be used per PE per physical port
(e.g., ENNI) for the Single-Active VES s. In other words, a single
BMAC i s shared for all Single-Active VES s that shared the same ENNI.

- One shared BMAC address can be used for all Single-Active VES s on
t hat PE.

- One BMAC address is used per EVC per physical port per PE for each
All-Active nulti-honmed VvVES. In other words, a single BMAC address is
used per VES for All-Active nulti-hom ng scenari os.

- A single BVMAC address may al so be used per VvES per PE for Single-
Active multi-hom ng scenari os.

BEB R + BEB
[ | [ |
\/ \/
+----+ EVC1 +----+ +----+ +----+
| CEL|------ I | |---1 cE2
+- - - - 4\ | PE1]| | P/ MPLS | PE3| +--- -+
+o- -+

\
EVC2\  +----+
\ I
\'| PE2|
+----+
/\ R +
| |
BEB
<--802.1Q--> <---PBB over MPLS---> <--802.1Q >

I
I
I
I
|
\ -t Net wor k
I
I
I
I
|

Fi gure 2: PBB- EVPN Net wor k

4.1. EVPN DF El ection for VvES
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The procedure for service carving for virtual Ethernet Segnents is
the sane as the one outlined in section 8.5 of [EVPN] except for the
fact that ES is replaced with vES. For the sake of clarity and

conpl eteness, this procedure is repeated bel ow

1. When a PE discovers the ESI or is configured with the ES
associated with its attached vES, it advertises an Ethernet Segnent
route with the associated ES-1nport extended conmmunity attribute.

2. The PE then starts a tinmer (default value = 3 seconds) to all ow
the reception of Ethernet Segnent routes from other PE nodes
connected to the sane VvES. This tinmer value MJST be same across al
PEs connected to the sane VES.

3. When the tiner expires, each PE builds an ordered list of the IP
addresses of all the PE nodes connected to the VvES (including
itself), in increasing nuneric value. Each IP address in this list is
extracted fromthe "Originator Router’s | P address" field of the
advertised Ethernet Segnment route. Every PE is then given an ordina
indicating its position in the ordered list, starting with 0 as the
ordinal for the PEwith the nunerically | owest |IP address. The
ordinals are used to determ ne which PE node will be the DF for a

gi ven EVPN i nstance on the VES using the following rule: Assuming a
redundancy group of N PE nodes, the PE with ordinal i is the DF for
an EVPN i nstance with an associated EVI ID value of V when (V nod N)

It should be noted that using "Originator Router’s |IP address"” field
in the Ethernet Segnent route to get the PE I P address needed for the
ordered list, allows for a CE to be multi-honmed across different ASes
i f such need ever arises.

4. The PE that is elected as a DF for a given EVPN i nstance wil|

unbl ock traffic for that EVPN i nstance. Note that the DF PE unbl ocks
all traffic in both ingress and egress directions for Single-Active
VES and unbl ocks nulti-destination in egress direction for Al-Active
Mul ti-honed VvES. All non-DF PEs block all traffic in both ingress and
egress directions for Single-Active VES and bl ock nulti-destination
traffic in the egress direction for Al-Active multi-honmed VES

In the case of an EVC failure, the affected PE withdraws its Ethernet
Segnment route. This will re-trigger the service carving procedures on
all the PEs in the RG For PE node failure, or upon PE conmi ssioning
or deconmmi ssioning, the PEs re-trigger the service carving across al
affected VES's. In case of a Single-Active nulti-hom ng, when a
service noves fromone PE in the RGto another PE as a result of re-
carving, the PE, which ends up being the elected DF for the service,
SHOULD trigger a MAC address flush notification towards the
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associ ated vES. This can be done, for e.g. using | EEE 802. 1lak MVRP
"new declaration

For LSP and PW based VES, the non-DF PE SHOULD signal PWstatus
"standby’ signaling to the AG PE, and the new DF MAY send an LDP MAC
wi t hdraw nmessage as a MAC address flush notification.

5. Failure Handling & Recovery
There are a nunber of failure scenarios to consider such as:

A: CE Uplink Port Failure

B: Ethernet Access Network Failure

C. PE Access-facing Port or link Failure
D. PE Node Failure

E: PE isolation fromI| P/ MPLS networ k

[EVPN] and [ PBB- EVPN] sol utions provide protection agai nst such
failures as described in the corresponding references. In the
presence of virtual Ethernet Segnments (VES s) in these sol utions,

besi des the above failure scenarios, there is one nore scenario to
consider and that is EVC failure. This inplies that individual EVCs
need to be nonitored and upon their failure detection, appropriate DF
el ection procedures and failure recovery mechani smneed to be

execut ed.

[ETHHOAM is used for nmonitoring EVCs and upon failure detection of a
given EVC, DF el ection procedure per section [4.1] is executed. For
PBB- EVPN, sone addition extensions are needed to failure handling and
recovery procedures of [PBB-EVPN] in order to neet the above

requi renents. These extensions are describe in the next section

[ MPLS-CAM and [PWQAM are used for nonitoring the status of LSPs
and/ or PW associated to VES
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B D
N N
\/ \/
+----- +
+o---- + | | +---+
| CE1 | EVC2--0=====0--ENNI 1] | F------- +
+----- + [ =0--ENNI 1| PE1]| - - - | F---4 oo+
Cust. A | /| | | | I P/ MPLS| - - | PE3| - - | CE4|
+----- + | 7 +---+ | Net wor k| | | +---+
| | EVC2- - 0== | [ | +---+
| CE2 | I I -+ I
| | EVC3- - 0=====0- - ENNI 2| PE2| - - - | [
+----- + | | | | Fo------ +
+o-- - + +---+
I\ I\ I\
| |l |l
C

Figure 3: Failure Scenarios A B,C, D and E
5.1. Failure Handling for Single-Active VES in EVPN

When a PE connected to a Single-Active multi-homed Ethernet Segnent
| oses connectivity to the segnment, due to link or port failure, it
signals the renote PE to flush all CMAC addresses associated with
that Ethernet Segment. This is done by advertising a nass-w thdraw
message using Ethernet A-D per-ES route. To be precise, there is no
MAC flush per-se if there is only one backup PE for a given ES -
i.e., only an update of the forwardi ng entries per backup-path
procedure in [RFC 7432].

In case of an EVC failure that inpacts a single vES, the exact sane
EVPN procedure is used. In this case, the nessage using Ethernet A-D
per ES route carries the VESI representing the vES which is in turn
associated with the failed EVC. The renote PEs upon receiving this
message performthe same procedures outlined in section 8.2 of

[ EVPN .

5.2. EVC Failure Handling for Single-Active VES in PBB-EVPN
When a PE connected to a Single-Active multi-honmed Ethernet Segnent
| oses connectivity to the segnment, due to link or port failure, it
signals the renote PE to flush all CMAC addresses associated with
that Ethernet Segment. This is done by advertising a BMAC route al ong
with MAC Mobility Extended comrunity.

In case of an EVC failure that inpacts a single VvES, if the above
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PBB- EVPN procedure is used, it results in excessive CMAC fl ushing
because a single physical port can support |arge nunber of EVCs (and
their associated VvES s) and thus advertising a BMAC corresponding to
the physical port with MAC nobility Extended community will result in
flushing CMAC addresses not just for the inpacted EVC but for all

ot her EVCs on that port.

In order to reduce the scope of CMAC flushing to only the inpacted
service instances (the service instance(s) inpacted by the EVC
failure), the BGP flush nessage is sent along with a |ist of inpacted
| -SID(s) represented by the new EVPN | -SI D Ext ended Comunity as
defined in section 6. Since typically an EVC nmaps to a single
broadcast domain and thus a single service instance, the list only
contains a single I-SID. However, if the failed EVC carries multiple
VLANs each with its own broadcast domain, then the |ist contains
several |-SIDs - one for each broadcast domain. This new BGP fl ush
message basically instructs the renote PE to performflushing for
CMACs corresponding to the advertised BMAC only across the advertised
list of 1-1SIDs (which is typically one).

The above BMAC route that is advertised with the MAC Mobility

Ext ended Community, can either represent the MAC address of the
physical port that the failed EVC is associated with, or it can
represent the MAC address of the PE. In the latter case, this is the
dedi cated MAC address used for all Single-Active VES s on that PE
The former one perforns better than the latter one in ternms of
reduci ng the scope of flushing as described below and thus it is the
recomended appr oach.

Advertising the BMAC route that represent the physical port (e.g.,
ENNI) on which the failed EVC reside along with MAC Mobility and |-
SI D extended communities provide the nost opti mum mechani smfor CMAC
flushing upon EVC failure in PBB-EVPN for Single-Active VES because:

1) Only CMAC addresses for the inpacted service instances are
fl ushed.

2) Only a subset of CVAC addresses for the inpacted service
instances are flushed - only the ones that are | earned over the BMAC
associated with the failed EVC. In other words, only a snall fraction
of the CMACs for the inpacted service instance(s) are flushed.

5.3. Port Failure Handling for Single-Active VES s in EVPN
When a | arge nunber of EVCs are aggregated via a single physical port

on a PE, where each EVC corresponds to a VES, then the port failure
i npacts all the associated EVCs and their corresponding VES' s. If the
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number of EVCs corresponding to the Single-Active VES s for that
physical port is in thousands, then thousands of service instances
are inpacted. Therefore, the BGP flush nmessage need to be inclusive
of all these inpacted service instances. In order to achieve this,
the follow ng extensions are added to the baseline EVPN nmechani sm

1) A PE when advertises an Ether-AD per ES route for a given VES, it
colors it with the MAC address of the physical port which is
associated with that vES. The receiving PEs take note of this color
and create a list of VES s for this color.

2) Upon a port failure (e.g., ENNIl failure), the PE advertise a
speci al mass-w t hdraw nessage with the MAC address of the failed port
(i.e., the color of the port) encoded in the ESI field. For this
encoding, type 3 ESI is used with the MAC field set to the MAC
address of the port and the 3-octet local discrimnator field set to
OXFFFFFF. This mass-withdraw route is advertised with a list of Route
Targets corresponding to the inpacted service instances. |If the
nunber of Route Targets is nore than they can fit into a single
attribute, then a set of Ethernet A-D per ES routes are advertised.
The renote PEs upon receiving this nessage, realize that this is a
speci al mass-w t hdraw nessage and they access the list of the VvVES s
for the specified color. Next, they initiate nass-w thdraw procedure
for each of the VES' s in the list.

5.4. Port Failure Handling for Single-Active vVES s in PBB-EVPN

When a | arge nunber of EVCs are aggregated via a single physical port
on a PE, where each EVC corresponds to a VES, then the port failure

i mpacts all the associated EVCs and their corresponding VES' s. If the
nunber of EVCs corresponding to the Single-Active VES s for that
physical port is in thousands, then thousands of service instances
(I-SIDs) are inpacted. Therefore, the BGP flush nessage need to be
sent with a list of thousands of |-SIDs. The new | -SI D Extended
Comunity provides a way to encode upto 24 |-SIDs in each Extended
Community if the inpacted |-SIDs are sequential (the base |-SID val ue
plus the next 23 I-SID values). So, the packing efficiency can range
from1l to 24 and there can be up to 400 such Extended Community sent
along with a BGP flush nessage for a total of 400 to 9600 I-SIDs. If
the nunber of 1-SIDs is |arge enough to not fit in a single
Attribute, then either a nunber of BGP flush nessages (wth different
RDs) can be transmitted or a single BGP flush nmessage without the |-
SIDIlist can be transmitted. If the BGP flush nmessage is transmitted
without the 1-SIDlist, then it instructs the receiving PEs to flush
CVACs associated with that BMAC across all [-SIDs. For sinplicity, we
opt for the latter option in this docunent. In other words, if the
nunber of inpacted |-SIDs exceed that of a single BGP flush nessage,
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then the flush nmessage is sent without the I-SID list.

As al so described in [PBB-EVPN], there are two ways to signal flush
message upon a physical port failure:

1) If the MAC address of the physical port is used for PBB
encapsul ati on as BMAC SA, then upon the port failure, the PE MJUST use
the EVPN MAC route withdrawal message to signal the flush

2) If the PE shared MAC address is used for PBB encapsul ati on as BMAC
SA, then upon the port failure, the PE MJST re-advertise this MAC
route with the MAC Mobility Extended Community to signal the flush

The first method i s reconmended because it reduces the scope of
flushing the nost.

5.5. Fast Convergence in PBB-EVPN

As descri bed above, when a | arge nunber of EVCs are aggregated via a
physi cal port on a PE, where each EVC corresponds to a VES, then the
port failure inpacts all the associated EVCs and their corresponding
VES's. Two actions nust be taken as the result of such port failure:

- Flushing of all CMACs associated with the BMAC of the failed port
for the inpacted |-SlDs

- DF election for all inpacted VES s associated with the failed port

Section 5.4 describes howto flush CMAC address in the nost optinum
way - e.g., to flush | east nunber of CMAC addresses for the inpacted
| -SIDs. This section describes howto performDF election in the nost
optinumway - e.g., to trigger DF election for all inpacted VES s
(whi ch can be in thousands) anong the participating PEs via a single
BGP nessage as opposed to sending thousands of BGP nessages - one per
VES.

In order to devise such fast convergence nmechani smthat can be
triggered via a single BGP nessage, all VES s associated with a given
physical port (e.g., ENNI) are colored with the sane col or
representing that physical port. The MAC address of the physical port
is used for this coloring purposes and when the PE advertises an ES
route for a VES associated with that physical port, it advertises it
with an EVPN MAC Ext ended Community indicating the color of that

port.

The receiving PEs take note of this color and for each such col or
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they create a list of VES' s associated with this color (with this MAC
address). Now, when a port failure occurs, the inpacted PE needs to
notify the other PEs of this color so that these PEs can identify al
the inpacted VES' s associated with that color (fromthe above list)
and re-execute DF el ection procedures for all the inpacted VES' s.

In PBB-EVPN, there are two ways to convey this color to other PEs
upon a port failure - one corresponding to each method for signaling
flush nessage as described in section 5.4. If for PBB encapsul ation
the MAC address of the physical port is used as BMAC SA, then upon
the port failure, the PE sends MAC wit hdrawal nessage with the MAC
address of the failed port as the color. However, if for PBB
encapsul ation, the shared MAC address of the PE (dedicated for al
Single-Active VES' s) is used as BMAC SA, then upon the port failure,
the PE re-advertises the MAC route (that carries the shared BMAC)
along with this new EVPN MAC Ext ended Comunity to indicate the col or
along with MAC Mobility Extended Commrunity.

+----- +
+----+ [ [ +---+
| CE1| ACL--0=====0-- ENNI 1| | +------- +
| lac--0 | | PEL] - - | |
+----+ [\ ==0--ENN 2] | |
YA oot |
AN | I P/ MPLS
+----+ [/ V] +---+ | Network| -+ H---+
| CE2| AC4--0 =0- - ENNI 3| | |---| PE4|--| CE4
[ | AC4- - 0=====0- - ENNI 3| PE2| - - | [ L
+----+ | ====0--ENNI 3| [ [
1 oot |
0 | | |
+----+ /] [ +--+ [
| CE3| AGS- | I | PE3| - -| I
[ | ACB- - 0=====0- - ENNI 4| | +------- +
+----+ | | +---+
+----- +

Fi gure 4: Fast Convergence Upon ENNI Failure

The foll owi ng describes the procedure for coloring vES s and f ast
convergence using this color in nore details:

1- When a VES is configured, the PE colors the VES with the MAC

address of the correspondi ng physical port and advertises the
Et hernet Segnent route for this VES with this col or
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2- Al other PEs (in the redundancy group) take note of this col or
and add the vES to the list for this color.

3- Upon the occurrence of a port failure (e.g., an ENNI failure), the
PE sends the flush nmessage in one of the two ways described above
i ndicating this col or.

4- On reception of the flush nessage, other PEs use this info to
flush their inpacted CMACs and to initiate DF el ection procedures
across all their affected VES s.

5- The PE with the physical port failure (ENNI failure), also send ES
route withdrawal for every inpacted VES s. The other PEs upon

recei ving these messages, clear up their BGP tables. It should be
noted the ES route w thdrawal nessages are not used for executing DF
el ection procedures by the receiving PEs.

6. BGP Encodi ng
Thi s docunment defines one new BGP Extended Conmunity for EVPN
6.1. 1-SID Extended Comunity

A new EVPN BGP Extended Conmunity called I-SIDis introduced. This
new extended conmunity is a transitive extended community with the
Type field of 0x06 (EVPN) and the Sub-Type of 0x04.

The |-SI D Extended Community is encoded as an 8-octet val ue as
fol | ows:

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type=0x06 | Sub-Type=0x03 | Base |-SID |
B E e r e s i s i o T T s S S S S 2
| Cont . | Bit Map (24 bits) [
B i s T T S T et S S T S I T s sl s ol ST S S S

This extended community is used to indicate the Iist of |-SIDs
associated with a given Ethernet Segnent.

24-bit map represents the next 24 |-SID after the base |-SID. For
exanpl e based I-SID of 10025 with 24-bit map of zero neans, only a
single 1-SID of 10025. 1-SID of 10025 with bit map of 0x000001 neans
there are two |-SIDs, 10025 and 10026.
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