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Abstract

Thi s docunment describes how Network Virtualization Overlay networks
(NVO can be connected to a Wde Area Network (WAN) in order to
extend the layer-2 connectivity required for sonme tenants. The

sol ution analyzes the interaction between NVO networks runni ng EVPN
and ot her L2VPN technol ogi es used in the WAN, such as VPLS/ PBB-VPLS
or EVPN PBB- EVPN, and proposes a solution for the interworking

bet ween bot h.
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1. Introduction

[ EVPN- Overl ays] discusses the use of EVPN as the control plane for
Network Virtualization Overlay (NVO networks, where VXLAN, NVGRE or
MPLS over GRE can be used as possible data plane encapsul ation
options.

Whil e this nodel provides a scalable and efficient nulti-tenant
solution within the Data Center, it mght not be easily extended to
the WAN i n sone cases due to the requirenents and existing depl oyed
technol ogi es. For instance, a Service Provider m ght have an al ready
depl oyed (PBB-)VPLS or (PBB-)EVPN network that nust be used to

i nterconnect Data Centers and WAN VPN users. A Gateway (GW function
is required in these cases.

Thi s docunent describes a Interconnect solution for EVPN overl ay

net wor ks, assumi ng that the NVO Gateway (GW and the WAN Edge
functions can be decoupled in two separate systens or integrated into
the sane system The forner option will be referred as "Decoupl ed

I nterconnect sol ution" throughout the docunent whereas the |latter one
will be referred as "Integrated Interconnect solution".

2. Decoupl ed Interconnect solution for EVPN overlay networks
This section describes the interconnect sol ution when the GV and WAN

Edge functions are inplenmented in different systens. Figure 1 depicts
the reference nodel described in this section
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Fi gure 1 Decoupl ed | nterconnect nodel

The followi ng section describes the interconnect requirenents for
thi s nodel

2.1. Interconnect requirenents

This proposed Interconnect architecture will be normally deployed in
net wor ks where the EVPN-Overlay and WAN providers are different
entities and a clear demarcation is needed. The sol ution nust observe
the follow ng requirenents:

0 A sinple connectivity hand-of f nust be provided between the EVPN
Overlay network provider and the WAN provider so that QoS and
security enforcement are easily acconplished

0 The solution must be independent of the L2VPN technol ogy depl oyed
in the WAN.

o Multi-hom ng between GWand WAN Edge routers is required. Per-
service | oad bal anci ng MJST be supported. Per-flow | oad bal anci ng
MAY be supported but it is not a strong requirenent since a
determnistic path per service is usually required for an easy QS
and security enforcenent.

o Ethernet OAM and Connectivity Fault Managenent (CFM functions nust
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2.

2.

be supported between the EVPN Overlay network and the WAN networKk.

o The follow ng optimnzati ons MAY be supported at the GW
+ Fl oodi ng reduction of unknown unicast traffic sourced fromthe DC
Network Virtualizati on Edge devi ces (NVES).
+ Control of the WAN MAC addresses advertised to the DC
+ ARP fl ooding control for the requests com ng fromthe WAN

VLAN- based hand- of f

In this option, the hand-off between the GA and the WAN Edge routers
is based on 802.1Q VLANs. This is illustrated in Figure 1 (between
the G in NVO- 1 and the WAN Edge routers). Each MAC-VRF in the GWNis
connected to a different VSI/MAC VRF instance in the WAN Edge router
by using a different CTAG VLAN ID or a different conbination of

S/ C-TAG VLAN | Ds that matches at both sides.

Thi s option provides the best possible denarcation between the DC and
WAN providers and it does not require control plane interaction

bet ween bot h providers. The di sadvantage of this nodel is the

provi sioni ng overhead since the service nmust be mapped to a S/ C TAG
VLAN | D conbi nation at both, GWNand WAN Edge routers.

In this nodel, the GWacts as a regular Network Virtualization Edge
(NVE) towards the DC. Its control plane, data plane procedures and
interactions are described in [ EVPN- Overl ays].

The WAN Edge router acts as a (PBB-)VPLS or (PBB-)EVPN PE with
attachnent circuits (ACs) to the GM. Its functions are described in
[ RFC4761] [ RFCA762] [ RFC6074] or [ RFC7432][ PBB- EVPN] .

2.3. PWhbased (Pseudow re-based) hand- of f

If MPLS can be enabl ed between the GWand the WAN Edge router, a PW
based I nterconnect solution can be deployed. In this option the
hand- of f between both routers is based on FEC128-based PW or FEC129-
based PW (for a greater |level of network automation). Note that this
nmodel still provides a clear demarcati on boundary between DC and WAN,
and security/ QS policies may be applied on a per PWhbasis. This
nodel provides better scalability than a C TAG based hand-of f and

| ess provisioning overhead than a conbined C S-TAG hand-of f. The

PW based hand-of f interconnect is illustrated in Figure 1 (between
the NVO-2 GM and the WAN Edge routers).

In this nodel, besides the usual MPLS procedures between GWand WAN
Edge router, the GWNVW MJST support an interworking function in each
MAC- VRF t hat requires extension to the WAN
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o If a FEC128-based PWis used between the MACGVRF (GN and the VSI
(WAN Edge), the provisioning of the VCID for such PW MJST be
supported on the MAC VRF and nust match the VCI D used in the peer
VSl at the WAN Edge router.

o If BGP Auto-discovery [ RFC6074] and FEC129-based PW are used
bet ween the GW MAC- VRF and the WAN Edge VSI, the provisioning of
the VPLS-1D MJUST be supported on the MAC VRF and nust match the
VPLS-1 D used in the WAN Edge VSI.

2.4. Multi-hom ng solution on the G

As al ready di scussed, single-active nulti-honming, i.e. per-service
| oad- bal ancing nulti-honi ng MUST be supported in this type of
interconnect. All-active nulti-hom ng may be considered in future
revi sions of this docunent.

The GM will be provisioned with a unique ESI per WAN i nterconnect
and the hand-of f attachment circuits or PW between the GWNand the
WAN Edge router will be assigned to such ESI. The ESI wll be

adm nistratively configured on the GA according to the procedures in
[ RFC7432]. This Interconnect ESI will be referred as "I-ESI"
hereafter.

The solution (on the GA8) MJST follow the single-active multi-homn ng
procedures as described in [ EVPN-Overlays] for the provisioned |-ESI,
i.e. Ethernet A-D routes per ESI and per EVI will be advertised to
the DC NVEs. The MAC addresses learnt (in the data plane) on the
hand-of f links will be advertised with the |-ESI encoded in the ESI
field.

2.5. Gateway Optim zations

The follow ng features MAY be supported on the GWNin order to
optinize the control plane and data plane in the DC.

2.5.1 Use of the Unknown MAC route to reduce unknown fl oodi ng

The use of EVPN in the NVO networks brings a significant number of
benefits as described in [ EVPN-Overl ays]. There are however sone
potential issues that SHOULD be addressed when the DC EVIs are
connected to the WAN VPN i nst ances.

The first issue is the additional unknown unicast flooding created in
the DC due to the unknown MACs existing beyond the GW In virtualized
DCs where all the MAC addresses are learnt in the control/nmnagenent

pl ane, unknown unicast flooding is significantly reduced. This is no

longer true if the GWis connected to a layer-2 domain with data
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pl ane | ear ni ng.

The solution suggested in this docunent is based on the use of an
"Unknown MAC route" that is advertised by the Designated Forwarder
GWN The Unknown MAC route is a regular EVPN MAC/ | P Adverti senent
route where the MAC Address Length is set to 48 and the MAC address
to 00:00:00:00:00:00 (IP length is set to 0).

If this procedure is used, when an EVI is created in the G and the
Desi gnated Forwarder (DF) is elected, the DF will send the Unknown
MAC route. The NVEs supporting this concept will prune their unknown
uni cast flooding list and will only send the unknown uni cast packets
to the owner of the Unknown MAC route. Note that the I-ESI will be
encoded in the ESI field of the NLRI so that regular nulti-hom ng
procedures can be applied to this unknown MAC too (e.g. backup-path).

2.5.2. MAC address adverti senent contr ol

Anot her issue derived fromthe EVI interconnect to the WAN | ayer-2
domain is the potential massive MAC advertisenent into the DC. All
the MAC addresses learnt fromthe WAN on the hand-of f attachnent
circuits or PW nust be advertised by BGP EVPN. Even if optim zed BGP
techni ques |i ke RT-constraint are used, the anount of MAC addresses
to advertise or withdraw (in case of failure) fromthe GM can be
difficult to control and overwhelming for the DC network, especially
when the NVEs reside in the hypervisors.

Thi s docunent proposes the addition of administrative options so that
the user can enabl e/ di sabl e the advertisenent of MAC addresses | earnt
fromthe WAN as well as the advertisenent of the Unknown MAC route
fromthe DF GN In cases where all the DC MAC addresses are learnt in
the control /managenment plane, the GNnay di sable the advertisenment of
WAN MAC addresses. Any franme wi th unknown destination MAC will be
excl usively sent to the Unknown MAC route owner(s).

2.5.3. ARP fl ooding control

Anot her optim zati on nechanism naturally provided by EVPN in the
GN, is the Proxy ARP/ND function. The GA SHOULD build a Proxy

ARP/ ND cache tabl e as per [RFC7432]. Wen the active GWNreceives an
ARP/ ND request/solicitation conming fromthe WAN, the GV does a Proxy
ARP/ ND tabl e | ookup and replies as long as the information is
available in its table.

This mechanismis especially recormmended on the GA since it protects
the DC network from external ARP/ND-fl ooding storns.

2.5.4. Handling failures between GWNand WAN Edge routers
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Li nk/ PE failures MJUST be handled on the GM as specified in
[ RFC7432]. The GWdetecting the failure will w thdraw the EVPN routes
as per [RFC7432].

I ndi vi dual AC/ PWfailures should be detected by OAM nechani sns. For
i nstance:

olf the Interconnect solution is based on a VLAN hand-of f,
802. 1lag/ Y. 1731 Et hernet- CFM MAY be used to detect individual AC
failures on both, the GWand WAN Edge router. An individual AC
failure will trigger the withdrawal of the corresponding A-D per
EVI route as well as the MACs | earnt on that AC

olf the Interconnect solution is based on a PWhand-off, the LDP PW
Status bits TLV MAY be used to detect individual PWfailures on
both, the GWand WAN Edge router

3. Integrated Interconnect solution for EVPN overlay networks
When the DC and the WAN are operated by the same adnministrative

entity, the Service Provider can decide to integrate the GV and WAN
Edge PE functions in the sanme router for obvious CAPEX and OPEX

saving reasons. This is illustrated in Figure 2. Note that this nodel
does not provide an explicit demarcation |ink between DC and WAN
anynor e.
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Figure 2 Integrated Interconnect nodel

3.1. Interconnect requirenents

The sol ution nust observe the follow ng requiremnments:

o The GW function nmust provide control plane and data pl ane
i nt erwor ki ng between the EVPN-overlay network and the L2VPN
technol ogy supported in the WAN, i.e. (PBB-)VPLS or (PBB-)EVPN, as
depicted in Figure 2.

o Multi-hom ng MIUST be supported. Single-active nulti-homng with
per-service | oad bal ancing MUST be inplenmented. Al -active nmulti-
hom ng, i.e. per-flow | oad-bal anci ng, MJST be inpl emented as | ong
as the technol ogy deployed in the WAN supports it.

olf EVPN is deployed in the WAN, the MAC Mdbility, Static MAC
protection and other procedures (e.dg. proxy-arp) described in
[ RFC7432] nust be supported end-to-end.

0 Any type of inclusive nmulticast tree MJST be i ndependently
supported in the WAN as per [RFC7432], and in the DC as per [EVPN
Overl ays].
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3.2. VPLS Interconnect for EVPN Overlay networks
3.2.1. Control/Data Plane setup procedures on the G\

Regul ar MPLS tunnel s and TLDP/ BGP sessions will be setup to the WAN
PEs and RRs as per [RFCA761] [ RFC4762] [ RFC6074] and overlay tunnels
and EVPN wi Il be setup as per [EVPN-Overlays]. Note that different
route-targets for the DC and for the WAN are normally required. A
single type-1 RD per service can be used.

In order to support multi-homing, the G will be provisioned with an
| -ESI (see section 2.4), that will be unique per interconnection. All
the [ RFC7432] procedures are still followed for the I-ESI, e.g. any
MAC address learnt fromthe WAN will be advertised to the DC with the
I-ESI in the ESI field.

A MAC-VRF per EVI will be created in each GW The MAC-VRF wi |l have
two different types of tunnel bindings instantiated in two different
split-horizon-groups:

o VPLS PW will be instantiated in the "WAN split-horizon-group".

0 Overlay tunnel bindings (e.g. VXLAN, NVGRE) will be instantiated
in the "DC split-horizon-group".

Attachnment circuits are al so supported on the sane MAC-VRF, but they
will not be part of any of the above split-horizon-groups.

Traffic received in a given split-horizon-group will never be
forwarded to a nmenber of the same split-horizon-group.

As far as BUM flooding is concerned, a flooding list will be created
with the sub-list created by the inclusive nulticast routes and the
sub-list created for VPLS in the WAN. BUM franes received froma

| ocal attachment circuit will be flooded to both sub-lists. BUM
frames received fromthe DC or the WAN will be forwarded to the
flooding list observing the split-horizon-group rule described above.

Note that the GM are not allowed to have an EVPN binding and a PWto
the sane far-end within the same MAC-VRF in order to avoid | oops and
packet duplication. This is described in [ EVPN-VPLS- | NTEGRATI QV .

The optim zations procedures described in section 2.5 can also be
applied to this nodel.

3.2.2. Multi-hom ng procedures on the G\
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Si ngl e-active multi-hom ng MIST be supported on the GM. All-active
mul ti-hom ng is not supported by VPLS.

Al'l the single-active nulti-hom ng procedures as described by [ EVPN
Overlays] will be followed for the I-ESI

The non-DF GWfor the I-ESI will block the transm ssion and reception
of all the bindings in the "WAN split-horizon-group"” for BUM and
uni cast traffic.

3.3. PBB-VPLS Interconnect for EVPN-Overl ay networks
3.3.1. Control/Data Plane setup procedures on the G\

In this case, there is no inmpact on the procedures described in

[ RFC7041] for the B-conponent. However the |-conponent instances
becone EVI instances with EVPN Overlay bindings and potentially |oca
attachnent circuits. M MAC VRF instances can be nmultiplexed into the
sane B-conponent instance. This option provides significant savings
interms of P to be maintained in the WAN

The |1 -ESI concept described in section 3.2.1 will also be used for
t he PBB-VPLS-based | nterconnect.

B- conponent PWs and | -conponent EVPN-overlay bindi ngs established to
the sane far-end will be conpared. The following rules will be
observed:

0 Attenpts to setup a PWbetween the two GM within the B-
component context will never be bl ocked.

o If a PWexists between two GM for the B-conponent and an
attenpt is made to setup an EVPN binding on an |-conponent |inked
to that B-conponent, the EVPN binding will be kept operationally

down. Note that the BGP EVPN routes will still be valid but not
used.
0 The EVPN binding will only be up and used as long as there is no

PWto the sane far-end in the correspondi ng B-component. The EVPN
bindings in the |I-conponents will be brought down before the PWin
t he B-conponent is brought up

The optim zations procedures described in section 2.5 can also be
applied to this Interconnect option.

3.3.2. Multi-hom ng procedures on the G\

Si ngl e-active multi-hom ng MIUST be supported on the GM.
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Al'l the single-active nulti-hom ng procedures as described by [ EVPN
Overlays] will be followed for the I-ESI for each EVI instance
connected to B-conponent.

3.4. EVPN-MPLS Interconnect for EVPN Overlay networks

If EVPN for MPLS tunnels, EVPN-MPLS hereafter, is supported in the
WAN, an end-to-end EVPN sol ution can be depl oyed. The foll ow ng
sections describe the proposed solution as well as the inpact
required on the [RFC7432] procedures.

3.4.1. Control Plane setup procedures on the G\

The GM MUST establish separate BGP sessions for sending/receiving
EVPN routes to/fromthe DC and to/fromthe WAN. Normally each GNwi | |
setup one (two) BGP EVPN session(s) to the DC RR(s) and one(two)
session(s) to the WAN RR(s). The sane route-distingui sher (RD) per
MAC- VRF can be used for the EVPN service routes sent to both, WAN and
DC RRs. On the contrary, although reusing the same value is possible,
different route-targets are expected to be handl ed for the sane EVI
in the WAN and the DC. Note that the EVPN service routes sent to the
DC RRs will normally include a [ RFC5512] BGP encapsul ati on ext ended
community with a different tunnel type than the one sent to the WAN
RRs.

As in the other discussed options, an I-ESI will be configured on the
GM for multi-homing. This I-ESI represents the WAN to the DC but
also the DC to the WAN.

Recei ved EVPN routes will never be reflected on the GA but consuned
and re-advertised (if needed):

o Ethernet A-D routes, ES routes and Inclusive Milticast routes
are consuned by the GA and processed locally for the
correspondi ng [ RFC7432] procedures.

o MAC/I P advertisenent routes will be received, inported and if
they beconme active in the MAGC-VRF MAC FIB, the information wll
be re-advertised as new routes with the follow ng fields:

+ The RDwill be the GWs RD for the MAC VRF.
+ The ESI will be set to the I-ESI.
+ The Ethernet-tag value will be kept fromthe received NLRI.

+ The MAC | ength, MAC address, |IP Length and | P address val ues
will be kept fromthe received NLRI.
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+ The MPLS label will be a local 20-bit value (when sent to the
WAN) or a DC-gl obal 24-bit value (when sent to the DC).

+ The appropriate Route-Targets (RTs) and [ RFC5512] BGP
Encapsul ati on extended comunity will be used according to
[ EVPN- Overl ays] .

The GM will also generate the followi ng |local EVPN routes that wll
be sent to the DC and WAN, with their corresponding RTs and [ RFC5512]
BGP Encapsul ati on extended conmmunity val ues:

o ES route for the |-ESI.

o Ethernet A-D routes per ESI and EVI for the |I-ESI. The A-D per-
EVI routes sent to the WAN and the DC will have a consi stent
Et her net - Tag val ues.

0 Inclusive Miulticast routes with i ndependent tunnel type val ue
for the WAN and DC. E.g. a P2MP LSP may be used in the WAN
whereas ingress replication may be used in the DC. The routes
sent to the WAN and the DC wi ||l have a consistent Ethernet-Tag.

o MAC/I P advertisenent routes for MAC addresses |learned in | ocal
attachnent circuits. Note that these routes will not include the
I-ESI, but ESI=0 or different fromO for |ocal Ethernet Segnments
(ES). The routes sent to the WAN and the DC will have a
consi stent Et hernet - Tag.

Assumi ng GML and G2 are peer GN of the same DC, each GWwi ||
generate two sets of local service routes: Set-DC will be sent to the

DC RRs and will include A-D per EVI, Inclusive Milticast and MAC/ I P
routes for the DC encapsul ation and RT. Set-WAN will be sent to the
WAN RRs and will include the sanme routes but using the WAN RT and

encapsul ation. GM and GX will receive each other’s set-DC and set -
WAN. This is the expected behavior on GM and G for locally
generated routes:

0 Inclusive nulticast routes: when setting up the flooding lists

for a given MAC-VRF, each GNwill include its DC peer GNonly in
the EVPN-overlay flooding list (by default) and not the EVPN
MPLS flooding list. That is, G2 will inport two I|Inclusive

Mul ticast routes fromGM (from set-DC and set-WAN) but will
only consider one of the two, having the set-DC route higher
priority.

o MAC/I P advertisenent routes for |ocal attachnment circuits: as

above, the GWwill select only one, having the route fromthe
set-DC a higher priority.
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3.4.2. Data Plane setup procedures on the G

The procedure explained at the end of the previous section will make
sure there are no | oops or packet duplication between the GA of the
same DC (for frames generated fromlocal ACs) since only one EVPN

bi nding per EVI will be setup in the data plane between the two
nodes. That binding will by default be added to the EVPN overl ay
flooding Iist.

As for the rest of the EVPN tunnel bindings, they will be added to
one of the two flooding lists that each GWsets up for the sane MAGC
VRF:

o EVPN-overlay flooding list (conposed of bindings to the renote
NVEs or nulticast tunnel to the NVEs).

0 EVPN- MPLS flooding list (conposed of MP2P or LSMtunnel to the
renot e PES)

Each flooding list will be part of a separate split-horizon-group:
the WAN split-horizon-group or the DC split-horizon-group. Traffic
generated froma local AC can be flooded to both
split-horizon-groups. Traffic froma binding of a split-horizon-group
can be flooded to the other split-horizon-group and | ocal ACs, but
never to a nmenber of its own split-horizon-group.

When either GM or GA2 receive a BUM frame on an overlay tunnel, they
will performa tunnel IP SA |lookup to determne if the packet’s
originis the peer DC GN i.e. G or GM respectively. If the packet
is coming fromthe peer DC GW it MJST only be flooded to | ocal
attachnent circuits and not to the WAN split-horizon-group (the
assunption is that the peer GNWwould have sent the BUM packet to the
WAN directly).

3.4.3. Multi-hom ng procedures on the G\
Single-active as well as all-active multi-hom ng MJST be supported.
Al'l the multi-hom ng procedures as described by [ RFC7432] will be
followed for the DF election for |I-ESI, as well as the backup-path
(single-active) and aliasing (all-active) procedures on the renote
PEs/ NVEs. The followi ng changes are required at the GNwi th respect
to the I-ESI:

0 Single-active multi-hom ng; assumng a WAN split-horizon-group,
a DC split-horizon-group and local ACs on the GM\:
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+ Forwar di ng behavi or on the non-DF: the non-DF MJUST NOT forward
BUM or unicast traffic received froma given split-horizon-
group to a nenber of its own split-horizon-group or to the
other split-horizon-group. Only forwarding to local ACs is
all owed (as long as they are not part of an ES for which the
node is non-DF).

+ Forwar di ng behavior on the DF: the DF MJUST NOT forward BUM or
uni cast traffic received froma given split-horizon-group to a
menber of his own split-horizon group or to the non-DF
Forwarding to the other split-horizon-group (except the non-
DF) and local ACs is allowed (as long as the ACs are not part
of an ES for which the node is non-DF).

o All-active multi-hom ng; assum ng a WAN split-horizon-group, a
DC split-horizon-group and | ocal ACs on the GA:

+ Forwar di ng behavi or on the non-DF: the non-DF follows the sane
behavi or as the non-DF in the single-active case but only for
BUMtraffic. Unicast traffic received froma split-horizon-
group MUST NOT be forwarded to a nmenber of its own split-
hori zon-group but can be forwarded normally to the other
split-horizon-group and local ACs. If a known unicast packet
is identified as a "fl ooded" packet, the procedures for BUM
traffic MJUST be foll owed.

+ Forwar di ng behavior on the DF: the DF follows the same
behavior as the DF in the single-active case but only for BUM
traffic. Unicast traffic received froma split-horizon-group
MUST NOT be forwarded to a menber of its own split-horizon-
group but can be forwarded normally to the other split-
hori zon-group and local ACs. If a known uni cast packet is
identified as a "fl ooded" packet, the procedures for BUM
traffic MJUST be fol | owed.

o0 No ESI label is required to be signaled for I-ESI for its use by
the non-DF in the data path. This is possible because the non-DF
and the DF will never forward BUMtraffic (comng froma split-
hori zon-group) to each ot her

3.4.4. Inpact on MAC Mobility procedures

Since the MAC/ I P Advertisenent routes are not reflected in the GA$
but rather consumed and re-advertised if active, the MAC Mdbility
procedures can be constrained to each domain (DC or WAN) and resol ved
within each domain. In other words, if a MAC noves within the DC, the
GW MUST NOT re-advertise the route to the WAN with a change in the
sequence nunber. Only when the MAC noves fromthe WAN donain to the
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DC donmain (or fromone DC to another) the GNw Il re-advertise the
MAC with a higher sequence nunber in the MAC Mobility extended
community. In respect to the MAC Mobility procedures described in

[ RFC7432] the MAC addresses learned fromthe NVEs in the | ocal DC or
on the local ACs will be considered as |ocal.

The sequence nunmbers MUST NOT be propagated between domai ns. The
sticky bit indication in the MAC Mobility extended comunity MJIST be
propagat ed between domai ns.

3.4.5. Gateway optim zations

Al the Gateway optim zations described in section 2.5 MAY be applied
to the GM when the Interconnect is based on EVPN MPLS.

In particular, the use of the Unknown MAC route, as described in
section 2.5.1, reduces the unknown fl ooding in the DC but also solves
some transi ent packet duplication issues in cases of all-active

mul ti-honing. This is explained in the follow ng paragraph.

Consi der the diagramin Figure 2 for EVPN-MPLS Interconnect and all -
active nmulti-hom ng, and the follow ng sequence:

a) MAC Address ML is advertised fromNVE3 in EVI-1.

b) G and GM learn ML for EVI-1 and re-advertise ML to the WAN
with I-ESI-2 in the ESI field.

c) GM and G2 learn ML and install GMA/ GM as next-hops follow ng
the EVPN aliasing procedures.

d) Before NVEl | earns ML, a packet arrives to NVEL with
destination ML. The packet is subsequently fl ooded.

e) Since both GM and GAR2 know ML, they both forward the packet to
the WAN (hence creating packet duplication), unless there is an
indication in the data plane that the packet from NVE1 has been
flooded. If the GA¢ signal the same VNI/VSID for MAC/ I P
advertisenent and inclusive nmulticast routes for EVI-1, such
data plane indication does not exist.

This undesired situation can be avoi ded by the use of the Unknown-
MAC-route. If this route is used, the NVEs will prune their unknown
uni cast flooding list, and the non-DF GANw || not received unknown
packets, only the DF will. This solves the MAC duplication issue
descri bed above.

3.4.6. Benefits of the EVPN-MPLS | nterconnect sol ution
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Besi des retaining the EVPN attributes between Data Centers and

t hroughout the WAN, the EVPN-MPLS I nterconnect solution on the GA$
has sonme benefits conpared to pure BGP EVPN RR or Inter-AS nodel B
solutions wthout a gateway:

0 The solution supports the connectivity of |ocal attachnent
circuits on the GM.

o Different data plane encapsul ati ons can be supported in the DC
and the WAN.

0 Optimzed nulticast solution, with independent inclusive
nmul ticast trees in DC and WAN.

o MPLS Label aggregation: for the case where MPLS | abels are
signaled fromthe NVEs for MAC/I P Adverti senent routes, this
solution provides |abel aggregation. A renpote PE MAY receive a
single | abel per GW MAC-VRF as opposed to a | abel per NVE/ MACG
VRF connected to the GN MAC-VRF. For instance, in Figure 2, PE
woul d receive only one label for all the routes advertised for a
given MAC-VRF from GM, as opposed to a | abel per NVE/ MAC- VRF.

0 The GWwi Il not propagate MAC nmobility for the MACs noving
within a DC. Mbility intra-DC is solved by all the NVEs in the
DC. The MAC Mbility procedures on the GM are only required in
case of nobility across DCs.

0 Proxy-ARP/ND function on the DGA can be | everaged to reduce
ARP/ ND flooding in the DC or/and in the WAN.

3.5. PBB-EVPN Interconnect for EVPN-Overl ay networks

[PBB-EVPN] is yet another Interconnect option. It requires the use of
GNs where |-conponents and associ ated B-conponents are EVI
i nst ances.

3.5.1. Control/Data Plane setup procedures on the G\

EVPN wi I I run independently in both conponents, the I-conponent MAC
VRF and B-conponent MAC-VRF. Conpared to [PBB-EVPN], the DC C MACs
are no longer learnt in the data plane on the GWNbut in the control
pl ane through EVPN running on the |-conponent. Renote C MACs coning
fromrenote PEs are still learnt in the data plane. B-MACs in the B-
component will be assigned and advertised follow ng the procedures
descri bed in [ PBB- EVPN].

An | -ESI will be configured on the GA for multi-honming, but it wll
only be used in the EVPN control plane for the |-conponent EVI. No
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non-reserved ESIs will be used in the control plane of the B-
component EVI as per [PBB-EVPN].

The rest of the control plane procedures will follow [ RFC7432] for
the | -conponent EVI and [ PBB-EVPN] for the B-conponent EVI.

From the data pl ane perspective, the |-conponent and B-conponent EVPN
bi ndi ngs established to the sane far-end will be conpared and the |-
component EVPN-overlay binding will be kept down follow ng the rules
described in section 3.3.1

3.5.2. Multi-hom ng procedures on the G\
Single-active as well as all-active multi-hom ng MJST be supported.

The forwardi ng behavior of the DF and non-DF will be changed based on
the description outlined in section 3.4.3, only replacing the "WAN
split-horizon-group" for the B-conponent.

3.5.3. Inpact on MAC Mobility procedures

C-MACs | earnt fromthe B-conponent will be advertised in EVPN within
the |-conponent EVI scope. If the CGMAC was previously known in the

| - conponent dat abase, EVPN woul d advertise the CGMAC with a higher
sequence nunber, as per [RFC7432]. Froma Mbility perspective and
the rel ated procedures described in [RFC7432], the CMACs | earnt from
t he B-conponent are considered | ocal

3.5.4. Gateway optim zations

Al'l the considerations explained in section 3.4.5 are applicable to
t he PBB- EVPN | nterconnect option.

3.6. EVPN-VXLAN | nterconnect for EVPN Overlay networks

If EVPN for Overlay tunnels is supported in the WAN and a GW function
is required, an end-to-end EVPN sol ution can be deployed. This
section focuses on the specific case of EVPN for VXLAN ( EVPN- VXLAN
hereafter) and the inpact on the [ RFC7432] procedures.

Thi s use-case assunes that NVEs need to use the VNIs or VSIDs as a
globally unique identifiers within a data center, and a Gateway needs
to be enployed at the edge of the data center network to translate
the VNI or VSID when crossing the network boundaries. This GW
function provides VNI and tunnel |P address translation. The use-case
in which | ocal downstream assigned VNIs or VSIDs can be used (like
MPLS | abel s) is described by [ EVPN-Overl ays].
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Wiile VNI's are globally significant within each DC, there are two
possibilities in the Interconnect network:

a) dobally unique VNIs in the Interconnect network:
In this case, the GA and PEs in the Interconnect network wll
agree on a common VNI for a given EVI. The RT to be used in the
I nterconnect network can be auto-derived fromthe agreed
I nterconnect VNI. The VNI used inside each DC MAY be the sane
as the Interconnect VN.

b) Downstream assigned VNIs in the |Interconnect network.
In this case, the GA and PEs MJST use the proper RTs to
i mport/export the EVPN routes. Note that even if the VNI is
downstream assigned in the Interconnect network, and unlike
option B, it only identifies the <Ethernet Tag, GA pair and
not the <Ethernet Tag, egress PE> pair. The VN used inside
each DC MAY be the sanme as the Interconnect VNI. GA SHOULD
support multiple VNI spaces per EVI (one per |nterconnect
network they are connected to).

In both options, NVEs inside a DC only have to be aware of a single
VNI space, and only GM will handle the conplexity of managi ng
multiple VNI spaces. In addition to VNI translation above, the G
will provide translation of the tunnel source IP for the packets
generated fromthe NVEs, using their own |P address. GM will use
that | P address as the BGP next-hop in all the EVPN updates to the
| nt erconnect network.

The follow ng sections provide nore details about these two options.
3.6.1. @obally unique VNIs in the Interconnect network

Considering Figure 2, if a host HL in NVO-1 needs to comrunicate with
a host H2 in NVO 2, and assumng that different VNIs are used in each
DC for the sane EVI, e.g. VNI-10 in NWVO- 1 and VNI-20 in NVO 2, then
the VNI's nust be translated to a common I nterconnect VNI (e.g. VN -
100) on the GM. Each GWis provisioned with a VNI translation
mappi ng so that it can translate the VNI in the control plane when
sendi ng BGP EVPN route updates to the Interconnect network. In other
words, GM and GA2 nust be configured to map VNI-10 to VNI-100 in the
BGP updat e nmessages for Hl's MAC route. This mapping is also used to
translate the VNI in the data plane in both directions, that is, VN -
10 to VNI -100 when the packet is received fromNVO 1 and the reverse
mappi ng from VNI -100 to VNI -10 when the packet is received fromthe
renote NVO- 2 network and needs to be forwarded to NVO 1.

The procedures described in section 3.4 will be followed, considering
that the VNIs advertised/received by the G will be translated
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accordingly.

3.6.2. Downstream assigned VNI's in the Interconnect network
In this case, if a host HL in NVO-1 needs to comunicate with a host
H2 in NVO- 2, and assunming that different VNIs are used in each DC for
the sane EVI, e.g. VNI-10 in NWVO-1 and VNI-20 in NVO 2, then the VN's
must be translated as in section 3.6.1. However, in this case, there
is no need to translate to a common I nterconnect VNI on the GA. Each
GWNcan translate the VNI received in an EVPN update to a locally
assigned VNI advertised to the Interconnect network. Each GWcan use
a different Interconnect VNI, hence this VNI does not need to be
agreed on all the GM and PEs of the Interconnect network.

The procedures described in section 3.4 will be foll owed, taking the
consi derations above for the VNI translation.

5. Conventions and Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].
AC. Attachment Circuit

BUM it refers to the Broadcast, Unknown uni cast and Ml ti cast
traffic

DF: Desi gnat ed Forwarder

GN Gateway or Data Center Gateway
DCl: Data Center |nterconnect

ES: Ethernet Segnent

ESI: Ethernet Segment l|dentifier

I-ESI: Interconnect ESI defined on the GAM for nulti-honming to/from
t he WAN

EVI: EVPN I nstance
MAC-VRF: it refers to an EVI instance in a particul ar node
NVE: Network Virtualization Edge

PW Pseudowi re
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RD: Rout e- Di sti ngui sher

RT: Rout e- Tar get

TOR. Top-O-Rack switch

VNI /VSID: refers to VXLAN NVGRE virtual identifiers

VSI: Virtual Switch Instance or VPLS instance in a particular PE

6. Security Considerations
This section will be conpleted in future versions.
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