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Abst ract

Thi s docunment describes how service function chains (SFC) can be
applied to traffic flows using routing in a virtual (overlay) network
to steer traffic between service nodes. Chains can include services
running in routers, on physical appliances or in virtual machines.
Service chains have applicability at the subscriber edge, business
edge and in nulti-tenant datacenters. The routing function into SFCs
and between service functions within an SFC can be perforned by

physi cal devices (routers), be virtualized inside hypervisors, or run
as part of a host CS.

A BGP control plane for route distribution is used to create virtua
net wor ks i npl enmented using | P MPLS, VXLAN or other suitable
encapsul ati on, where the routes within the virtual networks cause
traffic to fl ow through a sequence of service nodes that apply packet
processing functions to the flows. Two techni ques are described: in
one the service chain is inplenented as a sequence of distinct VPNs
bet ween sets of service nodes that apply each service function; in
the other, the routes within a VPN are nodi fied through the use of
special route targets and nodified next-hop resolution to achieve the
desired result.

In both techni ques, service chains can be created by manual
configuration of routes and route targets in routing systens, or
through the use of a controller which contains a topol ogi cal nodel of
the desired service chains.

Thi s docunment al so contains discussion of |oad bal anci ng between
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network functions, symretric forward and reverse paths when stateful
services are involved, and use of classifiers to direct traffic into
a service chain.

Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm
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nt roducti on

The purpose of networks is to allow computing systens to communi cate
with each other. Requests are usually nmade fromthe client or
custoner side of a network, and responses are generated by
applications residing in a datacenter. Over tinme, the network between
the client and the application has becone nore conplex, and traffic
between the client and the application is acted on by internediate
systens that apply network services. Some of these activities, like
firewall filtering, subscriber attachnent and network address
translation are generally carried out in network devices along the
traffic path, while others are carried out by dedi cated appliances,
such as nedi a proxy and deep packet inspection (DPl). Deploynment of
these in-network services is conplex, tinme-consuning and costly,
since they require configuration of devices with vendor-specific
operating systens, sonetines with co-processing cards, or depl oynent
of physical devices in the network, which requires cabling and
configuration of the devices that they connect to. Additionally,
other devices in the network need to be configured to ensure that
traffic is correctly steered through the systens that services are
runni ng on. The current node of operations does not easily all ow
common operational processes to be applied to the lifecycle of
services in the network, or for steering of traffic through them The
recent enmergence of Network Functions Virtualization (NFV) [ NFVE2E]
to provide a standard depl oynent nodel for network services as

sof tware appliances, comnbined with Software Defined Networking (SDN)
for more dynamic traffic steering can provide foundational elenents
that will allow network services to be depl oyed and managed far nore
efficiently and with nore agility than is possible today. This
docunment describes how t he conbi nati on of several existing
technol ogi es can be used to create chains of functions, while
preserving the requirenments of scale, performance and reliability for
service provider networks. The technol ogi es enpl oyed are:

0 Traffic fl ow between service functions described by routing and
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network policies rather than by static physical or |ogica
connectivity

0 Packet header encapsulation in order to create virtual private
net wor ks usi ng network overl ays

0 VRFs on bot h physi cal devices and in hypervisors to inplenent
forwarding policies that are specific to each virtual network

0 Optional use of a controller to calculate routes to be installed in
routing systens to forma service chain. The controller uses a
topol ogi cal nodel that stores service function instance connectivity

to network devices and intended connectivity between service

functions.

0 MPLS or other labeling to facilitate identification of the next
interface to send packets to in a service function chain

0 BGP or BGP-style signaling to distribute routes in order to create
service function chains

0 Di stributed | oad bal anci ng between service functions perforned in
the VRFs that service function instance connect to.

Virtualized environnents can be supported wi thout necessarily running
BGP or MPLS natively. Messaging protocols such as NC/ YANG XMPP or
OpenFl ow may be used to signal forwarding information. Encapsul ation
mechani sns such as VXLAN or GRE may be used for overlay transport.
The term "BGP-styl e", above, refers to this type of signaling.

Traffic can be directed into service function chains using |P routing
at each end of the service function chain, or be directed into the
chain by a classifier function that can determ ne which service chain
a traffic flow should pass through based on deep packet inspection
(DPI') and/or subscriber identity.

The techni ques can support an evolution fromservices inplenmented in
physi cal devices attached to physical forwarding systens (routers) to
fully virtualized inplenentations as well as internediate hybrid

i mpl enent ati ons.
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1.1 Term nol ogy

Thi s docunment uses the follow ng acronyns and terns.

Terns Meani ng

AS Aut ononous System

ASBR Aut ononpbus Syst em Border Router
CE Cust oner Edge

FW Fi rewal |

| 2RS Interface to the Routing System
L3VPN Layer 3 VPN

LB Load Bal ancer

NLRI Net wor k Layer Reachability Information [ RFC4271]
P Provi der backbone router

pr oxy-arp pr oxy- Address Resol uti on Protoco
RR Rout e Refl ector

RT Rout e Tar get

SDN Sof t war e Defined Network

vCE virtual Custoner Edge router
vFW virtual Firewal

vLB virtual Load Bal ancer

VM Virtual Machine

vPC virtual Private d oud

vPE virtual Provider Edge router

VPN Virtual Private Network

VRF VPN Routing and Forwardi ng table [ RFC4364]
VRR virtual Route Reflector

This docunment foll ows sone of the term nology used in [draft-ietf-
sfc-architecture] and adds some new term nol ogy:

Net wor k Ser vi ce:
An externally visible service offered by a network operator; a
service may consist of a single service function or a conposite
built fromseveral service functions executed in one or nore pre-
det erm ned sequences and delivered by software executing in
physi cal or virtual devices

Classification
Cust onmer/ net wor k/ service policy used to identify and sel ect
traffic flow(s) requiring certain outbound forwarding actions, in
particular, to direct specific traffic flows into the ingress of a
particul ar service function chain, or causing branching within a
service function chain.

Vi rtual Network
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A |l ogical overlay network built using virtual Iinks or packet
encapsul ati on, over an existing network (the underl ay).

Servi ce Function Chain (SFC

A service function chain defines an ordered set of service
functions that nust be applied to packets and/or franes sel ected
as a result of classification. An SFC nay be either a linear chain
or a conplex service graph with multiple branches. The term
"Service Chain" is often used in place of "Service Function

Chai n".

SFC Set :

The pair of SFCs through which the forward and reverse directions
of a given classified flow w |l pass.

Servi ce Function (SF):

A logical function that is applied to packets. A service function
can act at the network layer or other OSI |ayers. A service
function can be enbedded in one or nore physical network el ements,
or can be inplemented in one or nore software instances running on
physical or virtual hosts. One or nultiple service functions can
be enbedded in the same network el enent or run on the same host.
Mul tiple instances of a service function can be enabled in the
sane adninistrative domain. W will also refer to "Service
Function" as, sinply, "Service" for sinplicity.

A non-exhaustive list of services includes: firewalls, DDOS
protection, anti-nmalware/ant-virus systens, WAN and application
accel eration, Deep Packet |nspection (DPl), server |oad bal ancers,
net wor k address translation, HTITP Header Enrichment functions,

vi deo optim zation, TCP optim zation, etc.

SF I nstance:
An instance of software that inplenents the packet processing of a
service function
SF I nstance Set:
A group of SF instances that, in parallel, inplenent a service
function in an SFC. Routing System A hardware or software system
that perforns layer 3 routing and/or forwarding functions. The
termincludes physical routers as well as hypervisor or Host OS
i mpl ement ati ons of the forwardi ng plane of a conventional router
VRF:

A subsystemwi thin a routing systemas defined in [ RFC4364] that
contains private routing and forwardi ng tabl es and has physi cal
and/or logical interfaces associated with it. In the case of
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hypervi sor/Host OS inpl ementations, the termrefers only to the
forwarding function of a VRF, and this will be referred to as a
"VPN f orwarder."

I ngress VRF:
A VRF containing an ingress interface of a SF instance

Egress VRF:
A VRF containing an egress interface of a SF instance

2 Service Function Chain Architecture Using Virtual Networking

The techni ques described in this docunent use virtual networks to

i mpl ement service function chains. Service function chains can be

i npl ement ed on devi ces that support existing MPLS VPN and BGP
standards [ RFC4364, RFC4271, RFCA760], but other encapsul ations, such
as VXLAN [ RFC7348], can be used. Simlarly, equivalent control plane
protocol s such as BGP- EVPN can al so be used where supported.

The follow ng sections detail the building blocks of the SFC
architecture, and outline the processes of route installation and
subsequent route exchange to create an SFC

2.1 High Level Architecture

Service function chains can be deployed with or without a classifier.
Use cases where SFCs may be depl oyed wi thout a classifier include
multi-tenant data centers, private and public cloud and virtual CPE
for business services. Cassifiers will primarily be used in nobile
and wireline subscriber edge use cases. Use of a classifier is

di scussed in Section 4.

A high-level architecture diagramof an SFC wi thout a classifier
where traffic is routed into and out of the SFC, is shown in Figure
1, below. An optional controller is shown that contains a topol ogica
nmodel of the SFC and which configures the network resources to

i mpl enrent the SFC
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| --- Data plane connecti on]|
| === Encapsul ation tunnel |

| O VRF [
. +
Contr ol R e e +
Pl ane | Controller |
,,,,,,, R e S R SRR
_ | | | | |
Servi ce | +---+ | -+ | Ao+ | |
Pl ane | | SF1] | | SF2] | | SF3| | |
| +---+ | +---+ | +---+ | |
....... / | | / | | / | | / /
+--m - - + +--|-]--+ +--|-|--+ +--]-|--+ +--m - - +
I I I I I e I
Net - A-->---0O= (oNe- O O O O O--->Net-B
I I I
Dat a | RA | | R1 | | R2 | | R3 | | RB |
Pl ane +----- + e oo - - + oo --- + oo --- + +----- +
AN NN AN
I || I
| I ngress Egress |
| VRF VRF |
SFC Entry SFC Exit
VRF VRF
Figure 1 - High level SFC Architecture

Traffic from Network-A destined for Network-B will pass through the
SFC conposed of SF instances, SF1, SF2 and SF3. Routing system R-A
contains a VRF (shown as "O' synbol) that is the SFC entry point.
This VRF will advertise a route to reach Network-B into Network-A
causing any traffic froma source in Network-A with a destination in
Network-B to arrive in this VRF. The forwarding table in the VRF in
RAwWII direct traffic destined for Network-B into an encapsul ati on
tunnel with destination R-1 and a | abel that identifies the ingress
(left) interface of SF1 that R-1 should send the packets out on. The
packets are processed by service instance SF-1 and arrive in the
egress (right) VRF in R 1. The forwarding entries in the egress VRF
direct traffic to the next ingress VRF using encapsul ati on tunneling.
The process is repeated for each service instance in the SFC until
packets arrive at the SFC exit VRF (in RB). This VRF is peered with
Net wor k- B and routes packets towards their destinations in the user
data pl ane.

In the exanple, each pair of ingress and egress VRFs are configured
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in separate routing systens, but such pairs could be collocated in
the sane routing system and it is possible for the ingress and
egress VRFs for a given SF instance to be in different routing
systens. The SFC entry and exit VRFs can be collocated in the sane
routing system and the service instances can be local or renpte from
either or both of the routing systenms containing the entry and exit
VRFs, and from each other.

The controller is responsible for configuring the VRFs in each
routing system installing the routes in each of the VRFs to

i mpl ement the SFC, and, in the case of virtualized services, may
instantiate the service instances.

2.2 Service Function Chain Logical Mde

A service function chain is a set of logically connected service
functions through which traffic can flow. Each egress interface of
one service function is logically connected to an ingress interface
of the next service function

Homm - - + Homm - - + Homm - - +
Network-A-->| SF-1 |-->] SF-2 |-->] SF-3 |-->Network-B
Homm e + Homm e + Homm e +
Fi gure 2 - A Chain of Service Functions

In Figure 2, above, a service function chain has been created that
connects Network-A to Network-B, such that traffic froma host in
Net work-A to a host in Network-B will traverse the service function
chain.

As defined in [draft-ietf-sfc-architecture], a service function chain
can be uni-directional or bi-directional. In this docunent, in order
to allow for the possibility that the forward and reverse paths may
not be symetrical, SFCs are defined as uni-directional, and the term
"SFC set" is used to refer to a pair of forward and reverse direction
SFCs for sonme set of routed or classified traffic.

2.3 Service Function Inplenmented in a Set of SF I|nstances

A service function instance is a software systemthat acts on packets
that arrive on an ingress interface of that software system Service
function instances nmay run on a physical appliance or in a virtua
machi ne. A service function instance may be transparent at |ayer 2
and/ or 3, and may support branching across nultiple egress interfaces
and nay support aggregation across ingress interfaces. For

simplicity, the exanples in this docunent have a single ingress and a
single egress interface.
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Each service function in a chain can be inplenmented by a single
service function instance, or by a set of instances in order to
provi de scale and resilience.

Logi cal Service Functions Connected in a Chain

I I
| |
| Net-A---> SF-1 |--------=-- > SF-2 |--->Net-B |
I I
I I

Service Function Instances Connected by Virtual Networks

I I
| |
[ : e + : : [
| i-->| SFI -11] - - >: S |
[ : Fommm - + : : Fommm - + : : |
[ i-->| SFI -21] - ->: [
| : : R + : : R + : : |
| A-> UN1 :-->SFl-12|--> VN2 : © VN3 :-->B |
[ : : +o----- + : +o----- + : [
| i-->| SFI - 22| - - >: |
[ : Fommm - + : : Fommm - + : : [
[ i-->| SFI-13] -->: : e [
| : R + : : |
| |
o s m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mem oo oo +
Figure 3 - Service Functions Are Conposed of SF Instances

Connected Via Virtual Networks

In Figure 3, service function SF-1 is inplenented in three service
function instances, SFl-11, SFI-12, and SFI-13. Service function SF-2
is inplemented in two SF instances. The service function instances
are connected to the next service function in the chain using a
virtual network, VN-2. Additionally, a virtual network (VN-1) is used
to enter the SFC and another (VN-3) is used at the exit.

The | ogi cal connection between two service functions is inplenented
using a virtual network that contains egress interfaces for instances
of one service function, and ingress interfaces of instances of the
next service function. Traffic is directed across the virtual network
between the two sets of service function instances using |ayer 3
forwarding (e.g. an MPLS VPN) or layer 2 forwarding (e.g. a VXLAN)

The virtual networks could be described as "directed hal f-nmesh", in
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that the egress interface of each SF instance of one service function
can reach any ingress interface of the SF instances of the connected
service function.

Details on how routing across virtual networks is achieved, and
requi renents on | oad bal ancing across ingress interfaces are
di scussed in |later sections of this docunent.

2.4 SF Instance Connections to VRFs
SF i nstances can be depl oyed as software runni ng on physica
appl i ances, or in virtual nachines running on a hypervisor. These two
options are described in nore detail in the followi ng sections.

2.4.1 SF Instance in Physical Appliance

The case of a SF instance running on a physical appliance is shown in
Fi gure 4, bel ow.

| Host |
Fo-m e - - [------------- [--------- +
I I
+------ [------m-e--- [------- +
I I I I
| R V----+
--------- + Ingress | | Egress  +4---------
--------- > VRF | VRF R R
_________ + I I e e e e e - -
[ Fomm e - + - m- - +
| Routing System |
L R +
Figure 4 - Ingress and Egress VRFs for a Physical Routing System

and Physical SF Instance

The routing systemis a physical device and the service function
instance is inplenented as software running in a physical appliance
(host) connected to it. Transport between VRFs on different routing
systens that are connected to other SF instances in an SFCis via
encapsul ati on tunnel s, such as MPLS over GRE, or VXLAN

2.4.2 SF Instance in a Virtualized Environnment
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In virtualized environments, a routing systemwith VRFs that act as
VPN forwarders is resident in the hypervisor/Host CS, and is co-
resident in the host with one or nore SF instances that run in
virtual machi nes. The egress VPN forwarder perfornms tunne
encapsul ati on to send packets to other physical or virtual routing
systens with attached SF instances to forman SFC. The tunnel ed
packets are sent through the physical interfaces of the host to the

ot her hosts or physical routers. This is illustrated in Figure 5,
bel ow.
S . +
| I L + |
[ | Service Function Instance [ [
| Fomm e A |------- + |
| | | |
| +-------- e |--------- + |
| | +------- R |------- + ]|
||| I I |||
I e R e Pl AEEEE N I
------------ + Ingress | | Egress +-----------
———————————— > VRF | | VRF R T
------------ + [ [ [ S
|1 e b 1
| | | Routing System | | |
| ] e ]
| | Hypervi sor or Host OS | |
I L + |
[ Host [
. +
Figure 5 - Ingress and Egress VRFs for a Virtual Routing

System and Virtualized SF | nstance

When nore than one instance of an SF is running on a hypervisor, they
can be connected to the sane VRF for scale out of an SF within an
SFC.

The routing mechanisnms in the VRFs into and between service function
i nstances, and the encapsul ati on tunneling between routing systens
are identical in the physical and virtual inplenentation of SFCs
described in this docunent. Physical and virtual service functions
can be nixed as needed with different conbinations of physical and
virtual routing systens.

2.5 Encapsul ation Tunneling for Transport

Encapsul ation tunneling is used to transport packets between SF
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instances in the chain and, when a classifier is not used, fromthe
originating network into the SFC and fromthe SFC into the
desti nati on network.

The tunnels can be MPLS over GRE [ RFC4023], MPLS over UDP [draft-
ietf-npls-in-udp], MPLS over MPLS [ RFC3031], VXLAN [ RFC7348], or
anot her suitabl e encapsul ati on net hod.

Tunneling may be enabled in each routing systemas part of a base
configuration or nay be configured by the controller. Tunne
encapsul ati ons may be configured by the controller or signaled using
BGP.

2.6 SFC Creation Procedure

This section describes how service chains are created using two
nmet hods:

0 Sequential VPNs - where a conventional VPN is created between each
set of SF instances to create the links in the SFC

0 Rout e Modification - where each routing system nodifies adverti sed
routes that it receives, to realize the links in an SFC on the basis

of a special service topology RT and a route-policy that describes

the service chain |ogical topology

In both cases the controller, when present, is responsible for
creating ingress and egress VRFs, configuring the interfaces
connected to SF instances in each VRF and configuring RTs for each
VRF. Additionally, in the second nethod, the controller also sends
the route-policy containing the service chain |ogical topology to
each routing system |If a controller is not used, these procedures
will require to be performed manually or through scripting, for

i nst ance.

The foll owi ng sub-sections describe how RT configuration, |ocal route
installation and route distribution occurs in each of the nethods.

2.6.1 SFC Provisioning Using Sequential VPNs

The task of the controller in this method of SFC provisioning is to
create a set of VPNs that carry traffic to the destination network

t hrough i nstances of each service function in turn. This is achieved
by configuring RTs such that the egress VRFs of one set of SF
instances inport an RT that is an export RT for the ingress VRFs of
the next, logically connected, set of SF instances.

The process of SFC creation is as foll ows
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1. Controller creates a VRF in each routing systemthat is
connected to a service instance that will be used in the SFC
2. Controller configures each VRF to contain the |ogical interface

that connects to a SF instance.

3. Controller inplements route target inport and export policies

in the VRFs using the sanme route targets for the egress VRFs of a
service function and the ingress VRFs of the next logically
connected service function in the SFC

4, Controller installs a static route in each ingress VRF whose

next hop is the interface that a SF instance is connected to. The
prefix for the route is the destination network to be reached by
passi ng through the SFC.

5. Routing systens advertise the static routes via BGP as VPN
routes with next hop being the I P address of the router, with an
encapsul ation specified and a | abel that identifies the service

i nstance interface.

6. Routing systens containing VRFs with matching route targets
recei ve the updates.

7. Routes are installed in egress VRFs with mat ching inport
targets. The egress VRFs of each SF instance will now contain VPN
routes to one or nore routers containing ingress VRFs for SF

i nstances of the next service function in the SFC

In the case of physical routers, the creation and configuration of
VRFs, interfaces and |local static routes can be perforned
programmatical ly using Netconf; and BGP route distribution can use a
route reflector (which may be part of the controller). In the
virtualized case, where a VPN forwarder is present, creation and
configuration of VRFs, interfaces and installation of routes can be
performed using a single protocol |ike XMPP, NC/ YANG or an equi val ent
programmatic interface.

Also in the virtualized case, routes in the ingress and egress VRFs

can be calculated by the controller based on its internal know edge

of the required SFC topol ogy and the connectivity of SF instances to
routing systems. In this case the routes are directly installed and

no route advertisenent is necessary.

As discussed further in Section 3, egress VRFs can | oad bal ance

across the nultiple next hops advertised fromthe next set of ingress
VRFs.
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Routes to the destination network via the first set of SF instances
are advertised to the gateway router for the source network, and the
egress VRFs of the |last SF instance set have routes via the
destination network gateway router

2.6.2 Mdified-Route SFC Creation

In this nmethod of SFC configuration, all the VRFs connected to SF

i nstances are configured with sanme inport and export RT, so they form
a VPN connected nesh between the SF instance interfaces. This is
terned the "Service VPN'. Aroute is configured or learnt in each VRF
with destination being the I P address of the connected SF instance
via an interface configured in the VRF. The interface may be a
physical or logical interface. The routing systemthat hosts such a
VRF advertises a VPN route for each locally connected SF instance,
with a forwarding | abel that enables it to forward incomng traffic
fromother routing systens to the connected SF instance. The VPN
routes nmay be advertised via an RR or the controller, which then
sends these updates to all the other routing systens that have VRFs
with the service VPN RT. At this point all the VRFs have a route to
reach every SF instance. The same | P address is used for each SF
instance in a set, enabling | oad-bal ancing anong nultiple SF

i nstances in the set.

The controller sends a route-policy to each routing systemin the
VPN, that describes the |ogical topology of each service chain that
it belongs to. The route-policy contains entries in the formof a
tuple for each service chain:

{Service-topol ogy-nanme, Service-topol ogy-RT, Service-node-
sequence} where Service-node-sequence is sinply an ordered |ist of
the service function instance | P addresses that are in the chain.

Every service function chain has a single unique service-topol ogy- RT
that is provisioned on all participating routing systens in the
rel evant VRFs.

The VRF in the routing systemthat connects to the destination
network is configured to attach the Service-topol ogy-RT to exported
routes, and the VRF in the gateway router of the source network will
i mport routes using Service-topology-RT. A controller may al so be
used to originate the Service-topol ogy-RT attached routes.

Rout e-policies my be described in a variety of formats in addition
to that described above. For instance, it would be possible to use
YANG as a nodel i ng | anguage.

Using Figure 1 for reference, when the gateway R-B advertises a VPN
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route to Network-B, it attaches the Service-topol ogy-RT. BGP route
updates are sent to all the routing systens in the service VPN The
routing systens performa nodified set of actions for next-hop
resolution and route installation in the ingress VRFs conpared to
normal BGP VPN behavior in routing systems, but no changes are
required in the operation of the BGP protocol itself. The
nmodi fi cation of behavior in the routing systens allows the automatic
and constrained flow of traffic through the service chain.

Each routing systemin the service VPN will process the VPN route to
Network-B via R-B as foll ows:

1. I'f the routing systemcontains VRFs that inport the Service-
t opol ogy- RT, continue, otherw se ignore the route.

2. The routing systemidentifies the position and role
(ingress/egress) of each of its VRFs in the SFC by conparing the
I P address of the route in the VRF to the connected SF instance
with those in the Service-node-sequence in the route-policy.
Alternatively, the controller may provision the specific service
node IP to be used as the next-hop in each VRF, in the route-

policy.

3. The routing system nodifies the next-hop of the inported route
with the Service-topol ogy-RT, to select the appropriate next-hop

as per the route-policy. It ignores the next-hop and | abel in the
received route. It resolves the selected next-hop in the VRF

routing table.

a. The inported route to Network-B in the ingress VRF is
nodi fied to have a next-hop of the IP address of the logically
connected SF instance.

b. The inported route to Network-B in the egress VRF is
nodi fied to have a next hop of the |IP address of the next SF
instance in the SFC

4. The egress VRFs for the last service function install the VPN
route via the gateway R-B unnodifi ed.
Note that the nodified routes are not re-advertised into the VPN by
the various routing systenms in the SFC
Simlar to the sequential VPN nethod, VRF configuration and creation

and routing-policy installation can be perfornmed nmanually or via
scripting, or a controller could be used to automate the process.
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2.7 Controller Function

The purpose of the controller is to manage instantiation of SFCs in
net wor ks and datacenters. Wien an SFCis to be instantiated, a nodel
of the desired topol ogy (service functions, nunber of instances,
connectivity) is built in the controller either via an APl or GU

The controller then selects resources in the infrastructure that will
support the SFC and configures them This can involve instantiation
of SF instances to inplenent each service function, the instantiation
of VRFs that will formvirtual networks between SF instances, and
installation of routes to cause traffic to flowinto and between SF

i nstances.

For simplicity, in this docunment, the controller is assunmed to
contain all the required features for managenent of SFCs. In actua
i npl ement ations, these features nmay be distributed anong nultiple
i nter-connected systens. E.g. An overarching orchestrator night
manage the overall SFC nodel, sending instructions to a separate
virtual machi ne manager to instantiate service function instances,
and to a virtual network nanager to set up the service chain
connecti ons between t hem

The controller can al so perform necessary BGP signaling and route
distribution actions as described throughout this docunent.

2.8 Variations on Setting Prefixes in an SFC
2.8.1 Variation 1
In the configuration nmethods described above, the network prefixes

for each network (Network-A and Network-B in the exanpl e above)
connected to the SFC are used in the routes that direct traffic

through the SFC. This creates an operational |inkage between the

i mpl ementation of the SFC and the insertion of the SFCinto a

net wor k.

For instance, subscriber network prefixes will normally be segnmented

across subscriber attachnent points such as broadband or nobile
gateways. This nmeans that each SFC would have to be configured with
the subscriber network prefixes whose traffic it is handling.

In a variation of the SFC configuration nmethod described above, the
prefixes used in each direction can be such that they include al
possi bl e addresses at each side of the SFC. For exanple, in Figure 1,
the prefix for Network-A could include all subscriber |IP addresses
and the prefix for Network-B could be the default route, 0/0.
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Using this technique, the same routes can be installed in all
i nstances of an SFC that serve different groups of subscribers in
di fferent geographic |ocations.

The routes forwarding traffic into a SF instance and to the next SF
instance are installed when an SFCis initially built, and each tine
a SF instance is connected into the SFC, but there is no requirenent
for VRFs to be reconfigured when traffic fromdifferent networks pass
t hrough the service chain, so long as their prefix is included in the
prefixes in the VRFs al ong the SFC

In this variation, it is assuned that no subscriber-originated
traffic will enter the SFC destined for an | P address also in the
subscri ber network address range. This will not be a restriction in
many cases.

2.8.2 Variation 2

As anot her slight variation of the above, a network prefix may be

di saggregated and spread out anobng various gateway routers, for
instance, in the case of virtual nachines in a data-center. |In order
to reduce the scaling requirenents on the routing systens al ong the
SFC, the aggregate network prefix may be advertised with the Service-
topol ogy-RT and used in the traffic forwarding al ong the SFC

Where there is a gateway router for the destination network that can
aggregate the prefixes, none of the routing systens al ong the SFC
need to receive the nore-specific routes. If there is not, the
service chain can be divided into two parts such that only the egress
VRFs of the last SF instance inport the nore specific routes; and the
rest of the VRFs only inport the aggregate prefix. For instance, this
may be done by using two different Service-topol ogy-RTs for nore-
speci fic and aggregate routes.

In the sinplest case, a default route is used to direct forwarding
along the SFC upto the last SF instance, while the source network’s
gateway routers and the egress VRF of the last SF instance use the
destination network’s prefixes.

2.9 Header Transforming Service Functions

If a service function perforns an action that changes the source
address in the packet header (e.g., NAT), the routes that were
installed as described above may not support reverse flow traffic.
The solution to this is for the controller nodify the routes in the
reverse direction to direct traffic into instances of the
transform ng service function. The original routes with a source
prefix (Network-A in Figure 2) are replaced with a route that has a
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prefix that includes all the possible addresses that the source
address could be nmapped to. In the case of network address
translation, this would correspond to the NAT pool

3 Load Bal ancing Along a Service Function Chain

One of the key concepts driving NFV [ NFVE2E]is the idea that each
service function along an SFC can be separately scal ed by changi ng
the nunber of service function instances that inplement it. This
requires that | oad bal ancing be perforned before entry into each
service function. In this architecture, |oad balancing is perforned
in either or both of egress and ingress VRFs dependi ng on the type of
| oad bal ancing being perforned, and if nore than one service instance
is connected to the sanme ingress VRF.

3.1 SF Instances Connected to Separate VRFs

If SF instances inplenenting a service in an SFC are each connected
to separate VRFs(e.g. instances are connected to different routers or
are running on different hosts), load balancing is performed in the
egress VRFs of the previous service, or in the VRF that is the entry
to the SFC. The controller distributes BGP nmulti-path routes to the
egress VRFs. The destination prefix of each route is the ultimate
destination network, or its representative aggregate or default. The
next-hops in the ECMP set are BGP next-hops of the service instances
attached to ingress VRFs of the next service in the SFC. The | oad

bal anci ng corresponds to BGP Miltipath, which requires that the route
di stinguishers for each route are distinct in order to recognize that
di stinct paths should be used. Hence, each VRF in a distributed, SFC
envi ronnment shoul d have a uni que route distinguisher

Homm - - - + o m e e e e e oo oo +
O---|SFI-11]---0 | --- Data plane connection
11 R + O\ | === Encapsul ation tunnel |
11 \\ | O VRF |
/1 \\ | * Load bal ancer |
I \\ R R T R +
11 e + \\
Net - A- - >0F====0---| SFI - 12| - - - O====0-->Net - B
\\ +om-- - + 11
\\ 11
\\ 11
\\ I
\\ +o----- + I/
O---|SFI-13|---0
Fom e e +
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Fi gure 6 - Load Bal anci ng across SF | nstances Connect ed
to Different VRFs

In the diagram above, a service function is inplenented in three
service instances each connected to separate VRFs. Traffic from
Networ k- A arrives at VRF at the start of the SFC, and is |oad

bal anced across the service instances using a set of ECMP routes with
next hops being the addresses of the routing systens containing the
ingress VRFs and with labels that identify the ingress interfaces of
t he service instances.

3.2 SF Instances Connected to the Sane VRF

When SF instances inplenenting a service in an SFC are connected to
the sanme ingress VRF, |oad balancing is performed in the ingress VRF
across the service instances connected to it. The controller wll
install routes in the ingress VRF to the destination network with the
interfaces connected to each service instance as next hops. The
ingress VRF will then use ECVP to | oad bal ance across the service

i nst ances.
Homm e + oo e e e e eie oo s +
| SFI - 11| | --- Data plane connection
N + | === Encapsul ation tunnel |
/ \ | O VRF |
/ \ | * Load bal ancer |
/ \ I T +
/ e + 0\
Net - A- - >0O====0F-- - - | SFI - 12| - - - - O====0-- >Net - B
\ Fo--- - +
\ /
\ /
\ /
Homm e +
| SFI - 13|
[ S, +
Figure 7 - Load Bal anci ng across SF Instances Connected to

t he Same VRF
In the diagram above, a service is inplenmented by three service
i nstances that are connected to the sane ingress and egress VRFs. The
i ngress VRF | oad bal ances across the ingress interfaces using ECW
and the egress traffic is aggregated in the egress VRF.

3.3 Conbination of Egress and Ingress VRF Load Bal anci ng
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In Figure 8, below, an exanple SFC is shown where | oad balancing is
performed in both ingress and egress VRFs.

oo e e e e eie oo s +
| --- Data plane connecti on]|
N + | === Encapsul ati on tunnel
| SFI - 11] | O VRF |
R + | * Load bal ancer |
/ \ I T +
/ \
[ - + \ Fomm e +
O---|SFI-12]| ---0O'====0---| SFI - 21| --- O
11 Fommm - + \\ /] Fommm - + \\
I \\/ \\
11 \\ \\
11 AN \\
11 +om-- - + I\ +om-- - + \\
Net - A- - >0t ====0----| SFI - 13| - - - O*====0- - | SFI - 22| - - - O====0-->Net - B
Fomm - - - + Fomm - - - +
AN AN AN AN AN AN
I I I I I I
| I ngress Egress | | |
| I ngress Egress |
SFC Entry SFC Exit
Figure 8 - Load Bal anci ng across SF Instances

In Figure 8, above, an SFC is conposed of two services inplenented by
three service instances and two service instances, respectively. The
service instances SFI-11 and SFI-12 are connected to the sane ingress
and egress VRFs, and all the other service instances are connected to
separ ate VRFs.

Traffic entering the SFC from Network-A is | oad bal anced across the
ingress VRFs of the first service function by the chain entry VRF,
and then | oad bal anced again across the ingress interfaces of SFI-11
and SFI-12 by the shared ingress VRF. Note that use of standard ECWP
will lead to an uneven distribution of traffic between the three
service instances (25%to SFl-11, 25%to SFI-12, and 50%to SFI-13).
This issue can be nitigated through the use of BGP |ink bandwi dth
extended comunity [draft-ietf-idr-Iink-bandw dth].

After traffic passes through the first set of service instances, it

is |load balanced in each of the egress VRFs of the first set of
service instances across the ingress VRFs of the next set of service
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i nst ances.
3.4 Forward and Reverse Fl ow Load Bal anci ng

This section discusses requirenments in |oad balancing for forward and
reverse paths when stateful service functions are depl oyed.

3.4.1 Issues with Equal Cost Milti-Path Routing

As discussed in the previous sections, |load balancing in the forward
SFC in the above exanple can automatically occur with standard BGP

if nultiple equal cost routes to Network-B are installed into all the
i ngress VRFs, and each route directs traffic through a different
service function instance in the next set. The multiple BGP routes in
the routing table will translate to Equal Cost Multi-Path in the
forwardi ng table. The hash used in the | oad bal ancing al gorithm (per
packet, per flow or per prefix) is inplenmentation specific.

If a service function is stateful, it is required that forward fl ows
and reverse flows al ways pass through the same service function

i nstance. ECMP does not provide this capability, since the hash
calculation will see different input data for the sane flowin the
forward and reverse directions (since the source and destination
fields are reversed).

Additionally, if the nunmber of SF instances changes, either

i ncreasing to expand capacity, or decreases (planned, or due to a SF
instance failure), the hash table in ECW is recal cul ated, and nost
flows will be directed to a different SF instance and user sessions
wi Il be disrupted.

There are a nunber of ways to satisfy the requirements of symmretric
forward/reverse paths for flows and mnimal disruption when SF

i nstances are added to or renpved froma set. Two techni ques that can
be enpl oyed are described in the followi ng sections.

3.4.2 Modified ECVW with Consistent Hash

Synmetric forwarding into each side of an SF instance set can be
achieved with a snall nodification to ECMP if the packet headers are
preserved after passing through a SF instance set. In this case, each
packet’s 5-tuple data can be used in a hashing function, provided the
source and destination |IP address and port information are swapped in
the reverse calculation and that the same or no hash salt is used for
both directions. This nmethod only requires that the Iist of available
service function instances is consistently naintained in all the |oad
bal ancers, rather than naintaining a distributed flow table.
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In the SFC architecture described in this docunent, when SF instances
are added or rempved, the controller is required to configure (or
renove) static routes to the SF instances. The controller could
configure the |oad bal ancing function in VRFs that connect to each
added (or renoved) SF instance as part of the sane network
transaction as route updates to ensure that the | oad bal ancer
configuration is synchronized with the set of SF instances.

The effect of rehashing when SF instances are added or renoved can be
m nim zed, or even elimnated using variations of the technique of
consi stent hashing [consistent-hash]. Details are outside the scope
of this docunent.

3.4.3 ECMP with Fl ow Tabl e

A second refinenent that can ensure forward/reverse flow consi stency,
and al so provides stability when the nunber of SF instances changes
("flowstickiness"), is the use of dynamically configured IP flow
tables in the VRFs. In this technique, flow tables are used to ensure
that existing flows are unaffected if the number of ECMP routes
changes, and that forward and reverse traffic passes through the same
SF instance in each set of SF instances inplenenting a service

functi on.

The flow tables are set up as foll ows:
1. User traffic with a new 5-tuple enters an egress VRF froma
connected SF instance.

2. The VRF cal cul ates the ECMP hash across available routes (i.e
ECMP group) to the ingress interfaces of the SF instances in the
next SF instance set.

3. The VRF creates a new flow entry for the 5-tuple traffic with
t he next-hop being the chosen downstream ECMP group nenber

(determined in the step 2. above) . Al subsequent packets for the

same flow will be forwarded using flow | ookup and, hence, will use

t he same next - hop.

4. The encapsul at ed packet arrives in the routing systemthat
hosts the ingress VRF for the selected SF instance.

5. The ingress VRF of the next service instance determnes if the
packet came froma routing systemthat is in an ECMP group in the
reverse direction(i.e., fromthis ingress VRF back to the previous

set of SF instances).

6. If an ECVP group is found, the ingress VRF creates a reverse
flow entry for the 5-tuple with next-hop of the tunnel on which

Fer nando- Mackie et al. Expires January 6, 2016 [ Page 24]



| NTERNET DRAFT Servi ce Chai ni ng July 5, 2015

traffic arrived.

7. The packet is sent into the SF instance connected to the
i ngress VRF.

The above nethod ensures that forward and reverse flows pass through
the sane SF instances, and that if the nunber of ECMP routes changes
when SF instances are added or renoved, all existing flows wll
continue to flow through the same SF instances, but new flows wll
use the new ECVP hash. The only flows affected will be those that
wer e passing through an SF instance that was renoved, and those will
be spread anong the remai ning SF i nstances using the updated ECWP
hash.

4 Steering into SFCs Using a Cassifier

In many applications of SFCs, a classifier will be used to direct
traffic into SFCs. The classifier inspects the first or first few
packets in a flow to deternine which SFC the fl ow should be sent
into. The decision criteria can include the IP 5-tuple of the header,
and/ or analysis of the payl oad of packets using deep packet

i nspection. Integration with a subscriber nmanagenment system such as
PCRF or AAA will usually be required in order to identify which SFC
to send traffic to based on subscriber policy.

An exanpl e |l ogical architecture is shown in Figure 9, bel ow where a
classifier is external to a physical router
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+emm - R
Subscri ber +----- P +
Traffic----- > dassifier |
S +
|
[ SR [---]------------"---------- +
[ [ [ Rout er [
I | I
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R

|
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| +--+ U +---+ V ++ |
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Figure 9 - Subscriber/Application-Aware Steering with a dassifier

In the diagram the classifier receives subscriber traffic and sends
the traffic out of one of two |ogical interfaces, depending on
classification criteria. The logical interfaces of the classifier are
connected to VRFs in a router that are entries to two SFCs (shown as
O in the diagran).

In this scenario, the exit VRF for each SFC does not peer with a
gateway or proxy node in the destination network and packets are
forwarded using IP lookup in the main routing table or in a VRF that
the exit traffic fromthe SFCs is directed into (shown as X in the
di agran).

An alternative would be where the classifier is itself a distributed,
virtualized service function, but with nultiple egress interfaces. In
that case, each virtual classifier instance could be attached to a
set of VRFs that connect to different SFCs. Each chain entry VRF
woul d | oad bal ance across the first SF instance set inits SFC. The
reverse flow table nmechani sm described in Section 3.4.3 could be

enpl oyed to ensure that flows return to the originating classifier

i nstance which nay nmintain subscriber context and perform charging
and accounti ng.

5 External Domai n Co-ordination

It is likely that SFCs will be nmanaged as a separate adnministrative
domain fromthe networks that they receive traffic from and send
traffic to. If the connected networks use BGP for route distribution
the controller in the SFC dormain can join the network domains by
creating BGP peering sessions with routing systens or route
reflectors in those network domains.

In order to steer traffic fromthe network domains into an SFC, the
controller will advertise a destination network’s prefixes into the
peering network domain with a BGP next-hop and | abel associated with
the SFC entry point, that may be on a routing system attached to the
first SF instance. This advertisement may be over regul ar MP-BGP/ VPN
peering which assunmes existing standard VPN routing/forwarding
behavi or on the network domain’s routers (PEs/ASBRs).
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An operational benefit of this approach is also that the SFC topol ogy
within a domain need not be exposed to ot her domains.

6 Fine-grained steering using BGP Fl ow Spec

When steering traffic froma network domain’s existing routing
systens into an SFC is desired based on attributes of the packet
flow, [FLOAMSPEC] is a signaling option that can be used. In this
case, the controller advertises a flowspec route to the network
domain’s routing systens or route reflectors with the appropriate
next - hop or Service-topol ogy-RT for the SFC entry point.

7 BGP-EVPN signaling

In a DC environnent, routing systens are likely to use VXLAN based
overlays and a BGP EVPN control plane (DC OVERLAY). For the solution
desi gns described earlier in the docunent, the BGP VPN routes for
both the SF instances and the destination networks are advertised via
BGP- EVPN, using type-2 and type-5 route types.

8 Controller Federation

When SFCs are distributed geographically, or in very large-scale
environnments, there may be nultiple SFC controllers present. If there
is arequirenent for SFCs to span controller domains there may be a
requi renent to exchange informati on between controllers. Again, a BGP
session between controllers can be used to exchange route information
as described in the previous sections and all ow such domai n spanni ng
SFCs to be created.

9 Summary and Concl usi on

The architecture for service function chains described in this
docunent uses virtual networks inplenmented as overlays in order to
create service function chains. The virtual networks use standards-
based encapsul ati on tunneling, such as MPLS over GRE/UDP or VXLAN, to
transport packets into an SFC and between service function instances
wi thout routing in the user address space. Two methods of installing
routes to form service chains are descri bed.

In environnents with physical routers, a controller nay operate in
tandem wi th existing BGP route reflectors, and would contain the SFC
topol ogy nodel, and the ability to install the local static interface
routes to SF instances. In a virtualized environnent, the controller
can emul ate route refection internally and sinply install required
routes directly w thout advertisenents occurring.

10 Security Considerations
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The security considerations for SFCs are broadly sinilar to those
concerning the data, control and managenent pl anes of any device
placed in a network. Details are out of scope for this docunent.

11 | ANA Consi derations

There are no | ANA consi derati ons.
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