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1.

I nt roducti on

[I-D.finn-detnet-problemstatenent] defines the characteristics of a
deterministic flow as a data conmmuni cation flow with a bounded

| atency, extraordinarily low franme |loss, and a very narrow jitter
This docunent intends to define the utility requirenments for
determni stic networKking.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Overvi ew
Uility Tel ecom Networ ks

The busi ness and technol ogy trends that are sweeping the utility
industry will drastically transformthe utility business fromthe way
it has been for many decades. At the core of nmany of these changes
is a drive to nodernize the electrical grid with an integrated

tel econmuni cations infrastructure. However, interoperability,
concerns, |egacy networks, disparate tools, and stringent security
requirenents all add conplexity to the grid transformation. G ven
the range and diversity of the requirenments that shoul d be addressed
by the next generation tel ecomunications infrastructure, utilities
need to adopt a holistic architectural approach to integrate the
electrical grid with digital tel ecommunications across the entire
power delivery chain.

Many utilities still rely on conplex environnents formed of nultiple
application-specific, proprietary networks. Information is siloed
bet ween operational areas. This prevents utility operations from
realizing the operational efficiency benefits, visibility, and
functional integration of operational information across grid
applications and data networks. The key to nodernizing grid

tel econmuni cations is to provide a conmon, adaptable, multi-service
network infrastructure for the entire utility organization. Such a
network serves as the platformfor current capabilities while
enabl i ng future expansion of the network to accommodate new
applications and services.

To neet this diverse set of requirenents, both today and in the
future, the next generation utility tel econmmunnications network wl|l
be based on open-standards-based | P architecture. An end-to-end IP
architecture takes advantage of nearly three decades of |P technol ogy
devel opnment, facilitating interoperability across disparate networks
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and devices, as it has been already denonstrated in many mi ssion-
critical and highly secure networks.

| EC (International Electrotechnical Conm ssion) and different

Nati onal Committees have mandated a specific adhoc group (AHGB) to
define the mgration strategy to IPv6 for all the | EC TC57 power
automation standards. |Pv6 is seen as the obvious future

tel econmuni cati ons technol ogy for the Smart Gid. The Adhoc G oup
has disclosed, to the I EC coordination group, their conclusions at
the end of 2014.

It is inperative that utilities participate in standards devel opnent
bodies to influence the devel opnent of future solutions and to
benefit from shared experiences of other utilities and vendors.

4. Tel ecomuni cati ons Trends and Ceneral tel ecommunications
Requi renent s

These general tel ecomunications requirements are over and above the
specific requirements of the use cases that have been addressed so
far. These include both current and future tel econmunications
rel ated requirenents that should be factored into the network
architecture and design.

4.1. General Tel ecommunications Requirenents
o0 |P Connectivity everywhere
0 DMbonitoring services everywhere and fromdifferent renote centers
0 Myve services to a virtual data center

o Unify access to applications / information fromthe corporate
net wor k

o Unify services
o Unified Communicati ons Sol utions

o0 Mx of fiber and m crowave technol ogi es - obsol escence of SONET/
SDH or TDM

0 Standardize grid tel ecormunications protocol to opened standard to
ensure interoperability

o0 Reliable Tel ecomunications for Transm ssion and Di stribution
Subst ati ons
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o | EEE 1588 tinme synchronization Cient / Server Capabilities

0 Integration of Milticast Design

0 QoS Requirenents Mapping

0 Enabl e Future Network Expansion

0 Substation Network Resilience

o Fast Convergence Design

o Scal abl e Headend Desi gn

o Define Service Level Agreenents (SLA) and Enable SLA Mnitoring

0 Integration of 3G 4G Technol ogi es and future technol ogi es

0 Ethernet Connectivity for Station Bus Architecture

o FEthernet Connectivity for Process Bus Architecture

o Protection, teleprotection and PMJ (Phaser Measurenent Unit) on IP
4.1.1. Mgration to Packet-Swi tched Network

Throughout the world, utilities are increasingly planning for a

future based on smart grid applications requiring advanced

tel econmuni cati ons systens. Many of these applications utilize

packet connectivity for communicating information and control signals

across the utility's Wde Area Network (WAN), nade possible by

technol ogi es such as nultiprotocol |abel switching (MPLS). The data

that traverses the utility WAN i ncl udes

0 Gid nonitoring, control, and protection data

0 Non-control grid data (e.g. asset data for condition-based
nmoni t ori ng)

o Physical safety and security data (e.g. voice and video)

0 Renote worker access to corporate applications (voice, maps,
schematics, etc.)

o0 Field area network backhaul for smart metering, and distribution
gri d nmanagenent
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0 Enterprise traffic (email, collaboration tools, business
appl i cations)

WANs support this wide variety of traffic to and from substati ons,
the transm ssion and distribution grid, generation sites, between
control centers, and between work |ocations and data centers. To
mai ntain this rapidly expandi ng set of applications, many utilities
are taking steps to evolve present tine-division multiplexing (TDVM
based and frame relay infrastructures to packet systens. Packet-
based networks are designed to provide greater functionalities and
hi gher | evels of service for applications, while continuing to
deliver reliability and determnistic (real-tine) traffic support.

4.2. Applications, Use cases and traffic patterns

Anong t he nunerous applications and use cases that a utility depl oys
today, many rely on high availability and determ nistic behavi our of
t he tel econmuni cati ons networks. Protection use cases and generation
control are the nost demanding and can’'t rely on a best effort

appr oach.

4,.2.1. Transm ssion use cases

Protection nmeans not only the protection of the human operator but

al so the protection of the electric equipnments and the preservation
of the stability and frequency of the grid. |If a default occurs on
the transm ssion or the distribution of the electricity, inportant
damages coul d occured to the hunman operator but also to very costly
el ectrical equipnments and perturb the grid leading to blackouts. The
time and reliability requirements are very strong to avoid dramatic
impacts to the electrical infrastructure

4.2.1.1. Tele Protection

The key criteria for neasuring Tel eprotection perfornmance are conmand
transm ssion tinme, dependability and security. These criteria are
defined by the I EC standard 60834 as foll ows:

0 Transmission tinme (Speed): The time between the nonent where state
changes at the transmtter input and the nonent of the
correspondi ng change at the receiver output, including propagation
delay. Overall operating time for a Tel eprotection system
includes the tine for initiating the conmand at the transnitting
end, the propagation delay over the network (including equipments)
and the selection and decision time at the receiving end,

i ncluding any additional delay due to a noisy environnent.
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0 Dependability: The ability to issue and receive valid comrmands in
the presence of interference and/or noise, by mnimzing the
probability of m ssing command (PMC). Dependability targets are
typically set for a specific bit error rate (BER) | evel

0 Security: The ability to prevent false tripping due to a noisy
envi ronnment, by mininzing the probability of unwanted comands
(PUC). Security targets are also set for a specific bit error
rate (BER) |evel.

Addi tional key elenents that nmay inpact Tel eprotection perfornmance
i nclude bandwi dth rate of the Tel eprotection systemand its
resiliency or failure recovery capacity. Transm ssion tine,

bandwi dth utilization and resiliency are directly linked to the

t el econmuni cati ons equi pnents and the connections that are used to
transfer the commands between rel ays.

4.2.1.1.1. Latency Budget Consideration

Del ay requirenents for utility networks may vary dependi ng upon a
nunber of paranmeters, such as the specific protection equipnents
used. Mbst power |ine equipnent can tolerate short circuits or
faults for up to approximately five power cycles before sustaining
irreversi bl e danage or affecting other segments in the network. This
translates to total fault clearance time of 100ns. As a safety
precaution, however, actual operation time of protection systens is
limted to 70- 80 percent of this period, including fault recognition
time, command transnission tine and |line breaker switching tine.

Sone system conponents, such as |arge el ectronmechani cal switches
require particularly long tine to operate and take up the mgjority of
the total clearance time, |eaving only a 10ms wi ndow for the

tel econmuni cati ons part of the protection scheme, independent of the
di stance to travel. Gven the sensitivity of the issue, new networks
i mpose requirenents that are even nore stringent: |EC standard 61850
limts the transfer tine for protection nessages to 1/4 - 1/2 cycle
or 4 - 8nms (for 60Hz lines) for the nost critical nessages.

4.2.1.1.2. Asynetric del ay

In addition to minimal transm ssion delay, a differential protection
t el econmuni cati ons channel nust be synchronous, i.e., experiencing
symretrical channel delay in transnmit and receive paths. This
requires special attention in jitter-prone packet networks. Wile
optimally Tel eprotection systens should support zero asynmetric

del ay, typical |egacy relays can tolerate discrepancies of up to
750us.
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The main tools available for [owering delay variation below this
threshol d are:

o Ajitter buffer at the nmultiplexers on each end of the |line can be
used to of fset delay variation by queuing sent and received
packets. The length of the queues nust bal ance the need to
regulate the rate of transnmission with the need to linit overal
del ay, as larger buffers result in increased latency. This is the
old TDMtraditional way to fulfill this requirenent.

o Traffic managenent tools ensure that the Tel eprotection signals
recei ve the highest transmission priority and mninize the nunber
of jitter addition during the path. This is one way to nmeet the
requirenent in |IP networks

0 Standard Packet-Based synchroni zation technol ogi es, such as
1588- 2008 Precision Tinme Protocol (PTP) and Synchronous Ethernet
(Sync-E), can help maintain stable networks by keeping a highly
accurate clock source on the different network devices invol ved.

4.2.1.1.2.1. Oher traffic characteristics

0 Redundancy: The existence in a systemof nore than one neans of
acconpl i shing a given function

0 Recovery tine : The duration of time wi thin which a business
process must be restored after any type of disruption in order to
avoi d unaccept abl e consequences associated with a break in
busi ness continuity.

o performance managenment : | n networking, a nmanagement function
defined for controlling and analyzing different paranmeters/netrics
such as the throughput, error rate.

o0 packet loss : One or nore packets of data travelling across
network fail to reach their destination

4.2.1.1.2.2. Teleprotection network requirenments

The following table captures the nmain network requirenents (this is
based on | EC 61850 standard)
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e e e o m e e e e +
| Teleprotection Requirenment | Attribute |
o m e e e e e e e e e e o m e e e e e e e e e e e e e e eem o +
One way maxi num del ay 4-10 ns
Asynetric delay required Yes

Maxi mum jitter | ess than 250 us (750 us for |egacy

| ED)
Topol ogy Point to point,_point to Multi -
poi nt
Avail ability 99. 9999
precise tining required Yes

Recovery tine on node | ess than 50nms - hitless

failure

performance managenent Yes, Mandatory

Redundancy Yes

Packet | oss 0.1%to 1%

Tabl e 1: Tel eprotection network requirenents
4.2.1.2. Inter-Trip Protection schene

Inter-tripping is the controlled tripping of a circuit breaker to
complete the isolation of a circuit or piece of apparatus in concert
with the tripping of other circuit breakers. The main use of such
schenes is to ensure that protection at both ends of a faulted
circuit will operate to isolate the equi pment concerned. Inter-

tri pping schenes use signaling to convey a trip command to renote
circuit breakers to isolate circuits.
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e e e e o m e e e +
| Inter-Trip protection | Attribute |
| Requi r enent | |
o e e m e e e e e e e e e e — e oo o mm e e e e e e e e e e e e oo oo +
One way maxi num del ay 5 ns
Asynetric delay required No

Maxi mum jitter Not critica

Topol ogy Point to point, point to Miulti-
poi nt
Bandwi dt h 64 Kbps
precise timng required Yes

Recovery time on node failure | ess than 50ns - hitless

per f or mance managenent Yes, Mandatory

Redundancy Yes

Packet | oss

I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
| Availability | 99. 9999 |
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I
I I I

Table 2: Inter-Trip protection network requirenments
4.2.1.3. Current Differential Protection Scheme

Current differential protection is commonly used for line protection
and is typical for protecting parallel circuits. A nmain advantage
for differential protection is that, conpared to overcurrent
protection, it allows only the faulted circuit to be de-energized in
case of a fault. At both end of the lines, the current is measured
by the differential relays, and based on Kirchhoff’'s law, both rel ays
will trip the circuit breaker if the current going into the |line does
not equal the current going out of the Iine. This type of protection
schene assunes sone form of communi cations bei ng present between the
relays at both end of the Iine, to allow both relays to conpare
measured current values. A fault inline 1 will cause overcurrent to
be flowing in both lines, but because the current inline 2 is a
through followi ng current, this current is nmeasured equal at both
ends of the line, therefore the differential relays on line 2 wll

not tripline 2. Line 1 will be tripped, as the relays will not
nmeasure the same currents at both ends of the line. Line
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differential protection schemes assune a very |ow tel econmuni cations

del ay between both relays, often as |ow as 5nms. Moreover

, as those

systens are often not tinme-synchronized, they al so assume symetric
tel econmuni cati ons paths with constant delay, which allow conparing

current neasurenent val ues taken at the exact sane tine.

oo e e e e e e e e e e oo e e e e e e e e e e e e e e oo oo - +
| Current Differential protection | Attribute |
| Requi r enent | |
o mm e e e e e e e e e e e e oo oo o e e m e e e e e e e e e e — e oo +
| One way maxi num del ay | 5 ns |
I I I
| Asynetric delay Required | Yes |
I I I
| Maxi mum jitter | less than 250 us (750us for |
[ [ | egacy | ED) [
I I I
| Topol ogy | Point to point, point to |
[ [ Mul ti - poi nt [
I I I
| Bandw dt h | 64 Kbps |
I I I
| Avail ability | 99. 9999 |
I I I
[ precise timng required [ Yes [
I I I
| Recovery time on node failure | | ess than 50ns - hitless |
I I I
| perf or mance nmanagenent | Yes, Mandatory |
I I I
[ Redundancy [ Yes [
I I I
| Packet | oss | 0.1% |
o mm e e e e e e e e e e e e oo oo o e e m e e e e e e e e e e — e oo +

Table 3: Current Differential Protection requirenments

4.2.1. 4. D stance Protection Schene

Di stance (I npedance Relay) protection schene is based on voltage and
current nmeasurenments. A fault on a circuit will generally create a

sag i

n the voltage level. |If the ratio of voltage to current

measured at the protection relay ternminals, which equates to an
i npedance element, falls within a set threshold the circuit breaker

wi | |

operate. The operating characteristics of this protection are

based on the line characteristics. This nmeans that when a fault
appears on the line, the inpedance setting in the relay is conpared
to the apparent inpedance of the line fromthe relay terninals to the
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fault. If the relay setting is determ ned to be bel ow t he apparent

i npedance it is determned that the fault is within the zone of
protection. Wen the transmission line length is under a m ninum

| ength, distance protection becones nore difficult to coordinate. In
these instances the best choice of protection is current differentia
protection.

S o m e m e e e e e e e e e e e e e e e e +
| Di st ance protection | Attribute |
[ Requi r enent [ [
e e +
One way maxi num del ay 5 ns
Asynetric delay Required No

Maxi mum jitter Not critical

Topol ogy Point to point,_point to Multi -
poi nt
Bandw dt h 64 Kbps
Avail ability 99. 9999
precise timng required Yes

Recovery time on node failure | ess than 50ns - hitless

perf or mance nmanagenent Yes, Mandatory
Redundancy Yes

Packet | oss

Tabl e 4: Distance Protection requirenents
4.2.1.5. Inter-Substation Protection Signaling

This use case describes the exchange of Sanpl ed Val ue and/ or GOCSE
(CGeneric Obhject Oiented Substation Events) nmessage between
Intelligent Electronic Devices (IED) in two substations for
protection and tripping coordination. The two |EDs are in a naster-
sl ave node

The Current Transforner or Voltage Transformer (CT/VT) in one

subst ati on sends the sanpl ed anal og voltage or current value to the
Merging Unit (MJ) over hard wire. The merging unit sends the tine-
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synchroni zed 61850-9-2 sanpl ed values to the slave IED. The sl ave

| ED forwards the information to the Master 1ED in the other
substation. The master |ED makes the determ nation (for exanple
based on sanpl ed value differentials) to send a trip conmmand to the
originating IED. Once the slave |IED/Relay receives the GOOSE trip
for breaker tripping, it opens the breaker. 1t then sends a
confirmati on message back to the master. Al data exchanges between
| EDs are either through Sanpl ed Val ue and/ or GOCSE nessages.

o mm e e e e e e e e e e e e oo oo o e e m e e e e e e e e e e — e oo +
| I nter-Substation protection | Attribute |
| Requi r ement | I
oo e e e e e e e e e e oo e e e e e e e e e e e e e e oo oo - +
One way maxi num del ay 5 s
Asynetric del ay Required No
Maxi mumijitter Not critical

Topol ogy Point to point, point to
Mul ti - poi nt
Bandwi dt h 64 Kbps
precise timng required Yes

Recovery time on node failure | ess than 50ns - hitless

per f or mance managenent Yes, Mandatory

Redundancy Yes

I I I
| | |
I I I
I I I
I I I
I I I
I I I
| | |
I I I
I I I
I I I
[ Avail ability [ 99. 9999 [
I I I
| | |
I I I
I I I
I I I
I I I
I I I
| | |
I I I
I I I

Packet | oss

Table 5: Inter-Substation Protection requirenments
4.2.1.6. Intra-Substation Process Bus Communi cati ons

Thi s use case describes the data flow fromthe CT/VT to the IEDs in
the substation via the nmerging unit (MJ). The CI/VT in the

substati on send the sanpl ed val ue (anal og voltage or current) to the
Merging Unit (MJ) over hard wire. The nerging unit sends the time-
synchroni zed 61850-9-2 sanpled values to the IEDs in the substation
in GOOSE nessage format. The GPS Master O ock can send 1PPS or
IRRG B format to MJ through serial port, or |EEE 1588 protocol via
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connectivity within the substation and renoves the requirenment for

mul tiple serial connections and renmpoves the slow seria
architectures that are typically used

This al so ensures increased

flexibility and increased speed with the use of nulticast nessaging
bet ween nul ti pl e devi ces.

Wetterwal d & Raynond

The application of synchrophasor neasurenent data from Phasor

Measurenment Units (PMJ) to Wde Area Monitoring and Control
promni ses to provide inportant new capabilities for inproving system

stability. Access to PMJ data enables nore tinely situationa
awar eness over |larger portions of the grid than what has been

possi ble historically with nornal

SCADA ( Supervisory Contro

Acqui sition) data. Handling the volune and real-tinme nature of
synchr ophasor data presents unique chall enges for existing

application architectures.

Expi res January 1, 2016

W de Area managenent System (WAMS) nakes

Syst ens

s Fom e m e e e e e e e e e e e e am o +
| I ntra-Substation protection | Attribute |
[ Requi r ement [ [
oo e e e e e e e e e ee i o m e e e e e e e e eeeeo s +
| One way maxi num del ay | 5 ns |
I I I
| Asynetric delay Required | No |
| | |
[ Maxi mum jitter [ Not critical [
I I I
| Topol ogy | Point to point, point to |
[ [ Mul ti - poi nt [
I I I
| Bandw dt h | 64 Kbps |
I I I
| Avail ability | 99. 9999 |
I I I
[ precise timng required [ Yes [
I I I
| Recovery time on Node failure | | ess than 50ns - hitless |
I I I
| perf or mance nmanagenent | Yes, Mandatory |
I I I
[ Redundancy [ Yes - No [
I I I
| Packet | oss | 0.1% |
o mm e e e e e e e e e e e e oo oo o e e m e e e e e e e e e e — e oo +

Tabl e 6: Intra-Substation Protection requirenents
4.2.1.7. Wde Area Mnitoring and Control Systens

and Dat a
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it possible for the condition of the bulk power systemto be observed
and understood in real-tinme so that protective, preventative, or
corrective action can be taken. Because of the very high sanpling
rate of nmeasurenents and the strict requirenent for tine
synchroni zati on of the sanples, WAMS has stringent teleconmunications
requirenents in an I P network that are captured in the follow ng

tabl e:
e e e e e e e e o mm e e e e e e e e e e e e e e e e e e e e e e +
[ WAMS Requi r enent [ Attribute [
oo e e e e e e oo oo e e e e e e e e e e e e e e e ee e eeao o +
One way maxi num 50 ns
del ay
Asynetric del ay No
Requi r ed
Maxi numijitter Not critical

Topol ogy Point to point, point to Milti-point,
Mul ti-point to Miulti-point
Bandwi dt h 100 Kbps
precise timnng Yes

required

| ess than 50nms - hitless

I

I

I

|

I

I

I

I

I

|

I

I

I

| Avail ability
I

|

I

I

| Recovery tinme on
I
I
|
I
I
I
I
I

I
I
I
|
I
I
I
I
I
|
I
|
99. 9999 [
I
|
I
I
I
I
I
|
I
I
I
I
I

Node failure
perf or mance Yes, Mandatory
managenent
Redundancy Yes
Packet | oss 1%
o e e e e e e e oo oo e +

Tabl e 7: WAMS Speci al Conmuni cati on Requirenents

4.2.1.8. | EC 61850 WAN engi neering gui delines requirenent
classification

The 1 EC (International Electrotechnical Conmm ssion) has recently

publ i shed a Technical Report which offers guidelines on howto define
and depl oy Wde Area Networks for the interconnections of electric
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subst ati ons, generation plants and SCADA operation centers. The |EC
61850-90-12 is providing a classification of WAN communi cati on
requirenents into 4 classes. You will find herafter the table
sunmari zi ng these requirenents:

oo oo oo oo oo +
| WAN | Cass WA | Class WB | Cass W | Cass W |
| Requirenent | | | | |
S Fom e e o Fom e e o Fom e e o Fom e e e e - - +
| Application | EHV (Extra | HV (Hgh | W (Medium| General |
| field | Hi gh | Voltage) | Voltage) | purpose |
| e
| Lat ency | 5 ns | 10 s | 100 ns | > 100 ns

I I I I I I
[ Jitter [ 10 us [ 100 us [ 1 ns [ 10 s [
I I I I I I
| Lat ency | 100 us | 1 ns | 10 ns | 100 s |
e
| Time Accuracy | 1 us | 10 us | 100 us | 10 to 100

I I I I I s I
| I I I I I
| Bit Error rate | 10-7 to | 10-5to | 10-3 [ [
[ [ 10-6 [ 10-4 [ [ [
I o I I I I
| Unavailability | 10-7 to | 10-5to | 10-3 | |
[ [ 10-6 [ 10-4 [ [ [
I I I I I I
| Recovery del ay | Zero | 50 ns | 5s | 50 s [
I I I I I I
| Cyber security | extremely | Hi gh | Medi um | Medi um |
I I hi gh I I I I
e e e e Fom e e o Fom e e o Fom e e o [ S +

Tabl e 8: 61850-90-12 Communi cati on Requirenents; Courtesy of |EC
4.2.2. Distribution use case
4.2.2.1. Fault Location Isolation and Service Restoration (FLISR)

As the nane inplies, Fault Location, Isolation, and Service
Restoration (FLISR) refers to the ability to automatically |ocate the
fault, isolate the fault, and restore service in the distribution
network. It is a self-healing feature whose purpose is to mnimze
the inpact of faults by serving portions of the | oads on the affected
circuit by switching to other circuits. It reduces the nunber of
customers that experience a sustained power outage by reconfiguring
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distribution circuits. This will likely be the first w de spread
application of distributed intelligence in the grid. Secondary
substati ons can be connected to nultiple primary substations.

Normal |y, static power switch statuses (open/closed) in the network
dictate the power flow to secondary substations. Reconfiguring the
network in the event of a fault is typically done nmanually on site to
operate switchgear to energi ze/ de-energi ze alternate paths.

Aut omat i ng the operation of substation switchgear allows the utility
to have a nore dynanic network where the flow of power can be altered
under fault conditions but also during tines of peak load. It allows
the utility to shift peak |oads around the network. O, to be nore
precise, alters the configuration of the network to nmove | oads
between different primary substations. The FLISR capability can be
enabled in two nodes:

o Managed centrally from DMs (Distribution Managenent System), or

0 Executed locally through distributed control via intelligent
swi tches and fault sensors.

There are 3 distinct sub-functions that are perforned:
1. Fault Location ldentification

This sub-function is initiated by SCADA inputs, such as |ockouts,
fault indications/location, and, also, by input fromthe Qutage
Management System (OVB), and in the future by inputs fromfault-
predicting devices. It determnes the specific protective device,
whi ch has cleared the sustained fault, identifies the de-energized
sections, and estinmates the probable location of the actual or the
expected fault. It distinguishes faults cleared by controllable
protective devices fromthose cleared by fuses, and identifies
monent ary outages and inrush/cold | oad pick-up currents. This step
is also referred to as Fault Detection dassification and Location
(FDCL). This step helps to expedite the restoration of faulted
sections through fast fault |ocation identification and inproved
di agnostic information avail able for crew dispatch. Al so provides
visualization of fault information to design and inplenment a
switching plan to isolate the fault.

2. Fault Type Determ nation

I. Indicates faults cleared by controll able protective devices by
di stingui shi ng bet ween:

a. Faults cleared by fuses

b. Mnentary outages
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c. Inrush/cold | oad current

Il. Determnes the faulted sections based on SCADA fault indications
and protection | ockout signals

Il'l. Increases the accuracy of the fault |ocation estination based
on SCADA fault current measurenents and real-tinme fault analysis

3. Fault Isolation and Service Restoration

Once the location and type of the fault has been pinpointed, the
systens will attenpt to isolate the fault and restore the non-faulted
section of the network. This can have three nodes of operation

I. Cosed-loop node : This is initiated by the Fault |ocation sub-
function. It generates a switching order (i.e., sequence of
switching) for the renotely controlled switching devices to isolate
the faulted section, and restore service to the non-faulted sections.
The switching order is automatically executed via SCADA.

Il. Advisory node : This is initiated by the Fault |ocation sub-
function. It generates a switching order for renotely and manual |y
controlled switching devices to isolate the faulted section, and
restore service to the non-faulted sections. The switching order is
presented to operator for approval and execution

I1l. Study node : the operator initiates this function. 1t analyzes
a saved case nodified by the operator, and generates a swi tching
order under the operating conditions specified by the operator

Wth the increasing volunme of data that are collected through fault
sensors, utilities will use Big Data query and analysis tools to
study outage information to anticipate and prevent outages by
detecting failure patterns and their correlation with asset age,
type, load profiles, tine of day, weather conditions, and other
conditions to discover conditions that lead to faults and take the
necessary preventive and corrective measures.
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e e o m e e e +
| FLI SR Requi renent | Attribute |
e e e e e e e e o mm e e e e e e e e e e e e e e e e e e e e e e +
One way maxi num 80 ns
del ay
Asynetric del ay No
Requi r ed
Maxi mum jitter 40 ns

Topol ogy Point to point, point to Milti-point,
Mul ti-point to Milti-point
Bandw dt h 64 Kbps
precise timng Yes

required

Recovery tinme on
Node failure

Depends on custoner inpact

per f or mance

I
I
I
I
I
I
I
I
I
I
I
I
I
| Avail ability
I
I
I
I
I
I
| Yes, Mandatory
I

I

I

I

I

I
I
I
I
I
|
I
I
I
I
I
|
99. 9999 |
I
I
I
|
I
I
I
I
I
|
I
I
I

nmanagenent
Redundancy Yes
Packet | oss 0.1%
oo e e e a oo oo o +

Tabl e 9: FLI SR Communi cati on Requirenents
4.2.3. Ceneration use case
4.2.3.1. Frequency Control / Automatic Ceneration Control (AGC

The system frequency shoul d be nmaintained within a very narrow band.
Devi ati ons fromthe acceptable frequency range are detected and
forwarded to the Load Frequency Control (LFC) system so that required
up or down generation increase / decrease pul ses can be sent to the
power plants for frequency regulation. The trend in system frequency
is a nmeasure of mismatch between demand and generation, and is a
necessary paraneter for |load control in interconnected systens.

Automatic generation control (AGC) is a systemfor adjusting the
power output of generators at different power plants, in response to
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changes in the load. Since a power grid requires that generation and
| oad cl osely bal ance nmonent by nonent, frequent adjustnents to the
out put of generators are necessary. The bal ance can be judged by
measuring the systemfrequency; if it is increasing, nore power is
bei ng generated than used, and all machines in the systemare
accelerating. |If the systemfrequency is decreasing, nore denmand is
on the systemthan the instantaneous generation can provide, and al
generators are slow ng down.

Where the grid has tie lines to adjacent control areas, automatic
generation control helps nmaintain the power interchanges over the tie
lines at the scheduled levels. The AGC takes into account various
paraneters including the nost economical units to adjust, the

coordi nation of thermal, hydroelectric, and other generation types,
and even constraints related to the stability of the system and
capacity of interconnections to other power grids.

For the purpose of AGC we use static frequency measurenments and
averagi ng nmet hods are used to get a nore preci se neasure of system
frequency in steady-state conditions.

During disturbances, nore real-tinme dynanm c neasurenents of system
frequency are taken using PMJs, especially when different areas of
the systemexhibit different frequencies. But that is outside the
scope of this use case.
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T e I +
| FCAG (Frequency Control Automatic Generation) | Attribute |
Requi r enent | |
o s m m e e e e e e e e e e e e e e e e e e e e e e e e e oo Fom e e e oo +
One way maxi num del ay 500 ns
Asynetric delay Required No

Maxi mum jitter Not critica

I I I
I I I
I I I
I I I
I I I
| | _ |
| Topol ogy | Point to |
| | poi nt |
I I I
| Bandwi dt h | 20 Kbps |
I I I
[ Avail ability [ 99. 999 [
I I I
| precise tining required | Yes |
I I I
| Recovery time on Node failure | N A |
I I I
[ per f or mance managenent [ Yes, [
| | Mandat ory |
I I I
| Redundancy | Yes |
I I I
| Packet | oss | 1% |
o s m m e e e e e e e e e e e e e e e e e e e e e e e e e oo Fom e e e oo +

Tabl e 10: FCAG Conmuni cati on Requirenents
4.3. Specific Network topologies of Smart Gid Applications

Uilities often have very large private tel ecommunications networKks.
It covers an entire territory / country. The nain purpose of the
network, until now, has been to support transm ssion network
nmonitoring, control, and automation, renote control of generation
sites, and providing FCAPS (Fault. Configuration. Accounting.
Performance. Security) services fromcentralized network operation
centers.

Goi ng forward, one network will support operation and nai ntenance of
el ectrical networks (generation, transmission, and distribution),
voi ce and data services for ten of thousands of enployees and for
exchange wi th nei ghboring interconnections, and adm nistrative
services. To neet those requirenents, utility nmay depl oy severa
physi cal networks | everaging different technol ogi es across the
country: an optical network and a nicrowave network for instance.
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Each protection and automati sm system between two points has two
tel econmuni cations circuits, one on each network. Path diversity
between two substations is key. Regardless of the event type
(hurricane, ice storm etc.), one path shall stay available so the
SPS can still operate.

In the optical network, signals are transmitted over nore than tens
of thousands of circuits using fiber optic |inks, mcrowave and

tel ephone cables. This network is the nervous system of the
utility' s power transm ssion operations. The optical network
represents ten of thousands of km of cable deployed al ong the power
I'i nes.

Due to vast distances between transni ssion substations (for exanple
as far as 280km apart), the fiber signal can be amplified to reach a
di stance of 280 km wi t hout attenuation

4.4, Precision Tinme Protoco

Some utilities do not use GPS clocks in generation substations. One
of the main reasons is that sone of the generation plants are 30 to
50 neters deep under ground and the GPS signal can be weak and
unreliable. Instead, atom c clocks are used. Cocks are
synchroni zed anongst each other. Rubidi um clocks provide clock and
1ms timestanps for IRRG B. Sonme conpanies plan to transition to the
Precision Time Protocol (IEEE 1588), distributing the synchronization
signal over the | P/ MPLS network

The Precision Tine Protocol (PTP) is defined in | EEE standard 1588.
PTP is applicable to distributed systenms consisting of one or nore
nodes, conmuni cating over a network. Nodes are nodel ed as contai ni ng
a real-tine clock that may be used by applications within the node
for various purposes such as generating tine-stanps for data or
ordering events managed by the node. The protocol provides a
mechani sm for synchroni zing the clocks of participating nodes to a
hi gh degree of accuracy and precision

PTP operates based on the followi ng assunptions

It is assuned that the network elininates cyclic forwardi ng of PTP
messages Wi thin each conmunication path (e.g., by using a spanning
tree protocol). PTP elimnates cyclic forwardi ng of PTP nessages
bet ween comuni cati on pat hs

PTP is tolerant of an occasional m ssed nmessage, duplicated

message, or nessage that arrived out of order. However, PTP
assunes that such inpairnents are relatively rare
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PTP was desi gned assunming a multicast communicati on nodel. PTP
al so supports a uni cast comunication nodel as long as the
behavi or of the protocol is preserved.

Li ke all nessage-based tinme transfer protocols, PTP tine accuracy
i s degraded by asymmetry in the paths taken by event nessages.
Asymretry is not detectable by PTP, however, if known, PTP
corrects for asymmetry.

A time-stanp event is generated at the tine of transm ssion and
reception of any event nessage. The tine-stanp event occurs when the
message’ s tinestanp point crosses the boundary between the node and

t he networ k.

| EC 61850 will recomrend the use of the I EEE PTP 1588 Uility Profile
(as defined in | EC 62439-3 Annex B) which offers the support of
redundant attachnment of clocks to Paral ell Redundancy Protcol (PRP)
and Hi gh-availability Seanl ess Redundancy (HSR) networks.

5. | ANA Consi der ati ons
This meno includes no request to | ANA
6. Security Considerations
6.1. Current Practices and Their Limtations

Gid nonitoring and control devices are already targets for cyber
attacks and | egacy tel econmuni cati ons protocols have many intrinsic
network related vulnerabilities. DNP3, Mdbus, PROFI BUS/ PROFI NET,
and ot her protocols are designed around a common paradi gm of request
and respond. Each protocol is designed for a master device such as
an HM (Human Machine Interface) systemto send comuands to

subordi nate sl ave devices to retrieve data (reading inputs) or
control (witing to outputs). Because nmany of these protocols |ack
aut henti cation, encryption, or other basic security measures, they
are prone to network-based attacks, allow ng a malicious actor or
attacker to utilize the request-and-respond system as a nechani sm for
command- and-control |ike functionality. Specific security concerns
common to nost industrial control, including utility

t el econmuni cati on protocols include the foll ow ng:

0 Network or transport errors (e.g. malforned packets or excessive
| at ency) can cause protocol failure.

o Protocol commands nay be avail able that are capable of forcing
sl ave devices into inoperable states, including powering-off
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devices, forcing theminto a listen-only state, disabling
al ar m ng.

0 Protocol commands may be avail able that are capable of restarting
communi cati ons and ot herwi se interrupting processes.

o Protocol conmmands may be avail abl e that are capable of clearing,
erasing, or resetting diagnostic information such as counters and
di agnostic registers.

o Protocol commands rmay be avail able that are capable of requesting
sensitive informati on about the controllers, their configurations,
or ot her need-to-know infornation.

0 Mbdst protocols are application |ayer protocols transported over
TCP; therefore it is easy to transport conmmands over non-standard
ports or inject commands into authorized traffic flows.

0 Protocol conmands may be avail abl e that are capabl e of
broadcasti ng nmessages to many devices at once (i.e. a potenti al
DoS)

0 Protocol commands nmay be available to query the device network to
obtain defined points and their values (i.e. a configuration
scan).

o Protocol conmmands nmay be available that will list all available
function codes (i.e. a function scan).

0 Bunmp in the wire (BITW solutions : A hardware device is added to
provi de | PSec services between two routers that are not capabl e of

| PSec functions. This special |Psec device will intercept then
i ntercept outgoing datagrans, add |PSec protection to them and
strip it off inconming datagranms. BITWcan all |PSec to | egacy

hosts and can retrofit non-1PSec routers to provide security
benefits. The di sadvantages are conplexity and cost.

These inherent vulnerabilities, along with increasing connectivity
between I T an OT networks, make network-based attacks very feasible.
Sinple injection of malicious protocol conmands provides control over
the target process. Altering legitimate protocol traffic can al so
alter informati on about a process and disrupt the legitinate controls
that are in place over that process. A man- in-the-middle attack
coul d provide both control over a process and nisrepresentation of
data back to operator consoles.
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6.2. Security Trends in Uility Networks

Al t hough advanced tel econmuni cati ons networks can assist in
transform ng the energy industry, playing a critical role in

mai ntai ning high levels of reliability, perfornmance, and

manageabi lity, they also introduce the need for an integrated
security infrastructure. Many of the technol ogi es bei ng depl oyed to
support smart grid projects such as smart nmeters and sensors can
increase the vulnerability of the grid to attack. Top security
concerns for utilities mgrating to an intelligent smart grid

tel econmuni cations platformcenter on the follow ng trends:

0 Integration of distributed energy resources

o Proliferation of digital devices to enable managenent, automation
protection, and control

0 Regulatory nmandates to conply with standards for critica
i nfrastructure protection

0o Magration to new systens for outage nmanagenent, distribution
aut omati on, condition-based mai ntenance, | oad forecasting, and
smart netering

o Demand for new | evel s of customer service and energy managenent

Thi s devel opment of a diverse set of networks to support the
integration of mcrogrids, open-access energy conpetition, and the
use of network-controlled devices is driving the need for a converged
security infrastructure for all participants in the smart grid,
including utilities, energy service providers, |arge conmercial and
industrial, as well as residential customers. Securing the assets of
el ectric power delivery systems, fromthe control center to the
substation, to the feeders and down to custoner neters, requires an
end-to-end security infrastructure that protects the nyriad of

t el econmuni cati ons assets used to operate, nonitor, and control power
fl ow and neasurenent. Cyber security refers to all the security

i ssues in automation and tel econmuni cations that affect any functions
related to the operation of the electric power systens.

Specifically, it involves the concepts of:

o Integrity : data cannot be altered undetectably

0 Authenticity : the tel ecomrunications parties involved nust be
val i dat ed as genui ne

0 Authorization : only requests and commands fromthe authorized
users can be accepted by the system
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o0 Confidentiality : data nust not be accessible to any
unaut henti cated users

When desi gni ng and depl oyi ng new smart grid devices and

tel econmuni cati ons systens, it's inperative to understand the various
i npacts of these new conponents under a variety of attack situations
on the power grid. Consequences of a cyber attack on the grid

t el econmuni cati ons network can be catastrophic. This is why security
for smart grid is not just an ad hoc feature or product, it's a
conplete framework integrating both physical and Cyber security
requirenents and covering the entire smart grid networks from
generation to distribution. Security has therefore beconme one of the
mai n foundations of the utility tel ecomnetwork architecture and nust
be considered at every layer with a defense-in-depth approach

M grating to | P based protocols is key to address these chall enges
for two reasons:

1. |P enables a rich set of features and capabilities to enhance the
security posture

2. |IP is based on open standards, which allows interoperability
bet ween di fferent vendors and products, driving down the costs
associated with inplenenting security solutions in OI networks.

Securing OT (Operation technol ogy) tel econmruni cati ons over packet -
switched I P networks follow the same principles that are foundationa
for securing the IT infrastructure, i.e., consideration nmust be given
to enforcing electronic access control for both person-to-nachi ne and
machi ne-t o- machi ne conmmuni cati ons, and providing the appropriate
| evel s of data privacy, device and platformintegrity, and threat
detection and mitigation.

7. Acknow edgenent s

Faramar z Maghsoodl ou, Ph. D. 10T Connected Industries and Energy
Practice G sco

Pascal Thubert, CTAO Ci sco
8. References
8.1. Normative References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

Wetterwal d & Raynond Expi res January 1, 2016 [ Page 25]



Internet-DraDeternministic Networking Uitilities requirenents June 2015

8.2. Informative References

[1-D.finn-detnet-probl emstatenent]
Finn, N. and P. Thubert, "Determ nistic Networking Problem
Statenment", draft-finn-detnet-probl emstatenent-03 (work
in progress), June 2015.

[ 1 EC61850-90- 12]
TC57 WGL0, | EC., "IEC 61850-90-12 TR Conmuni cati on
networ ks and systens for power utility automation - Part
90-12: Wde area network engi neering guidelines", 2015.

[ 1 EC62439-3: 2012]
TC65, I1EC., "IEC 62439-3: Industrial conmmrunication
networks - High availability automation networks - Part 3:
Paral | el Redundancy Protocol (PRP) and Hi gh-availability
Seanl ess Redundancy (HSR)", 2012.

Aut hors’ Addr esses

Patrick Wetterwal d
Cisco Systens

45 Al |l ees des O nes
Mougi ns 06250

FRANCE

Phone: +33 4 97 23 26 36
Emai | : pwetterw@i sco.com
Jean Raynond

Hydr o- Quebec

1500 University
Montreal H3A3S7
Canada

Phone: +1 514 840 3000
Emai | : raynond. j ean@ydro. qc. ca

Wetterwal d & Raynond Expi res January 1, 2016 [ Page 26]



