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Abstract

Determ nistic Networking (DetNet) provides a capability to carry
specified unicast or nulticast data streans for real-tine
applications with extrenely | ow data | oss rates and maxi num | at ency.
Techni ques used include: 1) reserving data plane resources for

i ndi vidual (or aggregated) DetNet streams in some or all of the relay
systens (bridges or routers) along the path of the stream 2)
providing fixed paths for DetNet streans that do not rapidly change
with the network topology; and 3) sequentializing, replicating, and
elimnating duplicate packets at various points to ensure the
availability of at |east one path. The capabilities can be managed
by configuration, or by manual or automatic network managenent.
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1. Introduction

Oper ational Technol ogy (OT) refers to industrial networks that are
typically used for nonitoring systens and supporting control | oops,
as well as novenent detection systens for use in process contro
(i.e., process nanufacturing) and factory autonmation (i.e., discrete
manufacturing). Due to its different goals, OI has evolved in
parallel but in a manner that is radically different fromIT/ICT
focusing on highly secure, reliable and determ nistic networks, wth
limted scalability over a bounded area.

The convergence of IT and OT technol ogi es, also called the Industrial
Internet, represents a major evolution for both sides. The work has
al ready started; in particular, the industrial automation space has
been devel opi ng a nunber of Ethernet-based replacenents for existing
digital control systens, often not packet-based (fiel dbus

t echnol ogi es).

These repl acenents are nmeant to provide simlar behavior as the

i ncunbent protocols, and their common focus is to transport a fully
characterized flow over a well-controlled environment (i.e., a
factory floor), with a bounded | atency, extraordinarily | ow frane

|l oss, and a very narrow jitter. Exanples of such protocols include
PROFI NET, ODVA Et hernet/1P, and Ether CAT.

In parallel, the need for determ nismin professional and hone audi o/
vi deo markets drove the formation of the Audi o/Video Bridging (AVB)
standards effort of IEEE 802.1. Wth the explosion of denmand for
connectivity and nultinedia in transportation in general, the

Et hernet AVB technol ogy has becone one of the hottest topics, in
particular in the autonotive connectivity. 1t is finding application
in all elenents of the vehicle fromhead units, to rear seat

entertai nnent nodules, to anplifiers and canera nodul es. \While ained
at less critical applications than sone industrial networks, AVB
networ ks share the requirenment for extrenely | ow packet |oss rates
and ensured finite latency and jitter.

O her instances of in-vehicle determ nistic networks have arisen as
well for control networks in cars, trains and buses, as well as
avionics, with, for instance, the mssion-critical "Avionics Full-
Dupl ex Switched Ethernet" (AFDX) that was designed as part of the
ARI NC 664 standards. Existing autonotive control networks such as
the LIN, CAN and Fl exRay standards were not designed to cover these
i ncreasing demands in terns of bandwi dth and scalability that we see
wi th various kinds of Driver Assistance Systens (DAS) and new

mul ti pl exi ng technol ogi es based on Ethernet are now getting traction
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The generalization of the needs for nore deterninistic networks have
led to the | EEE 802.1 AVB Task G oup becom ng the Tine-Sensitive
Net wor ki ng (TSN) Task Group (TG, with a nmuch-expanded constituency
fromthe industrial and vehicular markets. Along with this
expansi on, the networks in consideration are becom ng | arger and
structured, requiring determninistic forwardi ng beyond the LAN
boundaries. For instance, Industrial Automation segregates the
networ k al ong the broad lines of the Purdue Enterprise Reference
Architecture (PERA), using different technol ogies at each | evel, and
public infrastructures such as Electricity Automation require
determnistic properties over the Wde Area. The realization is now
com ng that the convergence of I T and OT networks requires Layer-3,
as well as Layer-2, capabilities.

The present architecture is the result of a collaboration of the | ETF
and the | EEE and i npl enents an abstract nodel that can be applicable
both at Layer-2 and Layer-3, and al ong segnents of different
technologie. Wth this new work, a path nmay span, for instance,
across a (linmted) nunmber of 802.1 bridges and then a (limnited)
nunber of IP routers. 1In that exanple, the | EEE 802.1 bridges nmay be
operating at Layer-2 over Ethernet whereas the IP routers may be

6Ti SCH nodes operating at Layer-2 and/or Layer-3 over the | EEE

802. 15. 4e MAC

Many applications of interest to Deterministic Networking require the
ability to synchronize the clocks in end systens to a sub-m crosecond
accuracy. Sone of the queue control techniques defined in

Section 4.7 also require time synchroni zati on anong relay systens.
The nmeans used to achieve tinme synchronization are not addressed in

t hi s docunent.

2. Term nol ogy

The follwing special terns are used in this docunent in order to
avoid the assunption that a given elenent in the archetecture does or
does not have Internet Protocol stack, functions as a router or a
bridge, or otherw se plays a particular role at Layer-3 or higher

bri dge
A Custoner Bridge as defined by | EEE 802. 1Q
[ EEE802. 1Q 2011] .

circuit
A trail of configuration fromtalker to Iistener(s) through
relay systens associated with a DetNet stream required to
deliver the benefits of DetNet.

end system
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Conmonly called a "host" in | ETF docunents, and an "end
station" is | EEE 802 docunents. End systens of interest to
this docunment are tal kers and |isteners.

I'i stener
An end system capabl e of sinking a DetNet stream

relay system
A router or a bridge.

stream
A DetNet streamis a sequence of packets froma single
tal ker, through some nunber of relay systens to one or nore
listeners, that is limted by the talker in its maxi mum
packet size and transm ssion rate, and can thus be ensured
the DetNet Quality of Service (QS) fromthe network

tal ker

An end system capabl e of sourcing a DetNet stream
3. Providing the DetNet Quality of Service
Det Net Quality of Service is expressed in terns of:
0 M nimum and maxi num end-to-end |latency fromtal ker to |listener

0 Probability of |loss of a packet, assum ng the normal operation of
the relay systenms and |i nks;

0 Probability of loss of a packet in the event of the failure of a
relay systemor I|ink.

It is a distinction of DetNet that it is concerned solely with worst-
case values for all of the above paraneters. Average, nean, or
typical values are of no interest, because they do not affect the
ability of a real-time systemto performits tasks.

Three techni ques are enpl oyed by DetNet to achi eve these QS
paraneters

a. Zero congestion loss (Section 3.1). Network resources such as
i nk bandwi dth, buffers, queues, shapers, and schedul ed i nput/
output slots are assigned in each relay systemto the use of a
specific DetNet streamor group of streans. Note that, given a
finite anount of buffer space), zero congestion |oss necessarily
ensures a nmaxi mum end-to-end | atency. Depending on the nethod
enpl oyed, a nmininmumlatency can al so be achi eved.
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b. Pinned-down paths (Section 3.2). Point-to-point paths or point-
to-nultipoint trees through the network froma talker to one or
nmore |listeners can be established, and Det Net streans assigned to
follow a particular path or tree

c. Packet replication and deletion (Section 3.3). End systens and/
or relay systens can sequence nunber, replicate, and elininate
replicated packets at multiple points in the network in order to
ensure that one (or nore) equipment failure events still |eave at
| east one path intact for a DetNet stream

These three techni ques can be applied independently, giving eight
possi bl e conbi nati ons, including none (no DetNet), although sone
combi nations are of wider utility than others. This separation keeps
the protocol stack coherent and maxim zes interoperability with

exi sting and devel oping standards in this (I ETF) and ot her Standards
Devel opnment Organi zations. Sone exanpl es of typical expected

conbi nati ons:

0 Pinned-down paths (a) plus packet replication (b) are exactly the
techni ques enpl oyed by [HSR-PRP]. Pinned-down paths are achieve
by limting the physical topol ogy of the network, and the
sequentialization, replication, and duplicate elimnation
facilitated by packet tags added at the front or the end of
Et hernet franes.

0 Zero congestion loss (a) alone is is offered by | EEE 802.1 Audio
Vi deo bridging [| EEE802. 1BA-2011]. As long as the network suffers
no failures, near-zero (at best, zero) congestion |oss can be
achi eved through the use of a reservation protocol (MSRP) and
shapers in every relay system (bridge).

o Using all three together gives maxi num protection

There are, of course, sinpler nmethods avail abl e (and enpl oyed, today)
to achieve levels of latency and packet loss that are satisfactory
for many applications. However, these nethods generally work best in
the absence of any significant anpbunt of non-critical traffic in the
network (if, indeed, such traffic is supported at all), or work only
if the critical traffic constitutes only a snmall portion of the
network’s theoretical capacity, or work only if all systens are
functioning properly, or in the absence of actions by end systens
that disrupt the network’s operations.

There are any nunber of nethods in use, defined, or in progress for
acconpl i shing each of the above techniques. It is expected that this
Det Net Architecture will assist various vendors, users, and/or
"vertical" Standards Devel opment Organi zations (dedicated to a single
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i ndustry) to nmake sel ections anpong the avail abl e nmeans of
i mpl ementi ng Det Net net works.

3.1. Zero Congestion Loss

The primary means by which Det Net achieves its QoS assurances is to
completely elimnate congestion at an output port as a cause of
packet loss. Gven that a DetNet stream cannot be throttled, this
can be achieved only by the provision of sufficient buffer storage at
each hop through the network to ensure that no packets are dropped
due to a | ack of buffer storage.

Ensuring adequate buffering requires, in turn, that the tal ker, and
every relay systemalong the path to the Iistener (or nearly every
relay system-- see Section 4.5.2) be careful to regulate its output
to not exceed the data rate for any stream except for brief perios
when making up for interfering traffic. Any packet sent ahead of its
time potentially adds to the nunber of buffers required by the next
hop, and may thus exceed the resources allocated for a particul ar
stream

The | ow | evel nechani sns described in Section 4.7 provide the
necessary regul ation of transm ssions by an edge systemor relay
systemto ensure zero congestion loss. O course, the reservation of
the bandwi dth and buffers for a streamrequires the provisioning
described in Section 4.12.

3.2. Pinned-down paths

In networks controll ed by typical peer-to-peer protocols such as | EEE
802.1 I SIS bridged networks or ETF OSPF routed networks, a network
topol ogy event in one part of the network can inpact, at |east
briefly, the delivery of data in parts of the network renote fromthe
failure or recovery event. Thus, even redundant paths through a
network, if controlled by the typical peer-to-peer protocols, do not
elinmnate the chances of brief |osses of contact. For this reason
many real -tinme networks rely on physical rings of two-port devices,
with a relatively sinple ring control protocol. This both nminimnmzes
recovery time and easily supports redundant paths. O course, this
comes at the cost of increased hop count, and thus |atency, for the
typi cal path.

In order to get the advantages of |ow hop count and still ensure

agai nst even brief |osses of connectivity, DetNet enploys pinned-down
pat hs, where the path taken by a given Det Net stream does not change,
at least immediately, and likely not at all, in response to network
topol ogy events. \When conbined with sean ess redundancy
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(Section 3.3), this results in a high likelihood of continuous
connectivity.

3.3. Seanl ess Redundancy

After congestion |oss has been elimninated, the nost inportant causes
of packet |oss are random nedi a and/or nenory faults and equi pnent
failures.

Seanl ess redundancy involves three capabilities:
0 Addi ng sequence nunbers to the packets of a DetNet stream

0 Replicating these packets and, typically, sending them along at
|l east two different paths to the |istener(s).

o Discarding duplicated packets.

In the sinplest case, this amunts to replicating each packet in a
tal ker that has two interfaces, and conveying themthrough the
networ k, along separate paths, to the simlarly dual-homed |isteners,
that discard the extras. This ensures that one path (with zero
congestion loss) remains, even if some relay systemfails.

Alternatively, relay systems in the network can provide replication
and elimnation facilities at various points in the network, so that
multiple failures can be accommopdat ed.

This is shown in the followi ng figure, where the two relay systens
each replicate (R) the DetNet streamon input, sending the streamto
both the other relay systemand to the end system and elin nated
duplicates (E) on the output interface to the right-hand end system
Any one links in the network can fail, and the Detnet stream can
still get through. Furthernore, two links can fail, as long as they
are in different segnments of the network.

>>>>>>>> relay >>>>> > > >
> [ - + RsystemE +------------ \ >
>/ v + A \ >
end R + v |~ + E end
system + v |~ + system
>\ v + 2 [ >
A T + Rrelay E +------------ [ >

>>>>> > > > system > >>>>> > >

Figure 1
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4. DetNet Architecture

Traffic Engineering Architecture and Signaling (TEAS) [TEAS] defines
traffic-engineering architectures for generic applicability across
packet and non-packet networks. From TEAS perspective, Traffic

Engi neering (TE) refers to techniques that enable operators to
control how specific traffic flows are treated within their networks.

Because if its very nature of establishing pinned-down optim zed
pat hs, Determ nistic Networking can be seen as a new, specialized
branch of Traffic Engineering, and inherits its architecture with a
separation into planes.

The Deterministic Networking architecture is thus conposed of three
pl anes, a (User) Application Plane, a Controller Plane, and a Network
Pl ane, which echoes that of Software-Defined Networking (SDN): Layers
and Architecture Term nol ogy [ RFC7426] which is represented bel ow
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SDN Layers and Architecture Term nol ogy per RFC 7426

(o e o]
I I
R + Fomm e + |
| | Application | | Service | |
I R + Hommmmm + |
| Application Pl ane |
O-------c-m-om-- Yomommm e ee e o]
K o o e o e e e e e e e e e e e e e e e e 2 |Y _________________________________ *
Net wor k Servi ces Abstraction Layer (NSAL)
* oo R Y-ceonoonon- *

0------ Y-mmmmm e - o] e R LR Y------ o]
| | Control Plane | | Managenent Pl ane | |
| +----Y----+ +----- + | | +--- - - + R S
| | Service | | App | | | | App | | Service | |
| +----Y----+ +--Y--+ | | +--Y--+ +----Y----+ |
I I I I I I I I
| *----Y---mmmeo - Y----* | I Y----* |
| | Control Abstraction | | | | Managenent Abstraction |
|| Layer (CAL) | | || Layer (MAL) | |
| *---------- Y-mmmmme - - * | *---------- R *
I I I I I I
O------------ [------------ o] O------------ [--------mm- - 0

I I

| CP | WP

| Sout hbound | Sout hbound

| I'nterface | I'nterface
o L o .
| Devi ce and resource Abstraction Layer (DAL) |
K o e e e e e o= - Y _________________________________ Y ________________ *
I I I I
| 0------- Y---------- 0 +----- + 0-------- Y---------- 0 |
| | Forwarding Plane | | App | | Operational Plane | |
[ O---------mmmm - 0 t+----- +  0---eeeeeeeeaao 0 [
| Net wor k Devi ce |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee o +

Fi gure 2
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4.1. The Application Plane

Per [RFC7426], the Application Plane includes both applications and
services. |In particular, the Application Plane incorporates the User
Agent, a specialized application that interacts with the end user /
operator and perforns requests for Determnistic Networking services
via an abstract Stream Managenent Entity, (SME) which rmay or may not
be collocated with (one of) the end systens.

At the Application Plane, a nanagenent interface enables the

negoti ati on of streans between end systens. An abstraction of the
streamcalled a Traffic Specification (TSpec) provides the
representation. This abstraction is used to place a reservation over
the (Northbound) Service Interface and within the Application plane.
It is associated with an abstraction of |ocation, such as IP
addresses and DNS nanes, to identify the end systens and eventually
specify internedi ate rel ay systens.

4.2. The Controller Pl ane

The Controller Plane corresponds to the aggregation of the Contro
and Managenent Pl anes in [RFC7426], though Common Control and

Measur enent Pl ane (CCAMP) [ CCAMP] nakes an additional distinction
bet ween managenment and neasurenment. Wen the |ogical separation of
the Control, Measurement and ot her Managenment entities is not

rel evant, the term Controller Plane is used for sinplicity to
represent themall, and the termcontroller refers to any device
operating in that plane, whether is it a Path Conputation entity or a
Net wor k Managenent entity (NME). The Path Conputation El enment (PCE)
[PCE] is a core elenent of a controller, in charge of conputing
Determ nistic paths to be applied in the Network Pl ane.

A (Nort hbound) Service Interface enables applications in the
Application Plane to comunicate with the entities in the Controller
Pl ane.

One or nore PCE(s) collaborate to inplement the requests fromthe SVE
as Per-Stream Per-Hop Behaviors installed in the relay systens for
each individual streans. The PCEs pl ace each stream al ong a
determnistic sequence of relay systenms so as to respect per-stream
constraints such as security and | atency, and optinm ze the overal
result for nmetrics such as an abstract aggregated cost. The
determini stic sequence can typically be nore conplex than a direct
sequence and include redundancy path, with one or nore packet
replication and elimnation points.
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4.3. The Network Pl ane

The Network Pl ane represents the network devices and protocols as a
whol e, regardl ess of the Layer at which the network devi ces operate.

The network Pl ane conprises the Network Interface Cards (NIC) in the
end systens, which are typically IP hosts, and relay systens, which
are typically IP routers and switches. Network-to-Network Interfaces
such as used for Traffic Engineering path reservation in [RFC3209],
as well as User-to-Network Interfaces (UNI) such as provided by the
Local Managenent Interface (LM) between network and end systens, are
all part of the Network Pl ane.

A Sout hbound (Network) Interface enables the entities in the
Controller Plane to communicate with devices in the Network Pl ane.
This interface | everages and extends TEAS to descri be the physical
topol ogy and resources in the Network Pl ane.

St ream Managenent Entity

End End
System System

-+-+-+-+-+-+-+ Nort hbound -+-+-+-+-+-+-+- +- +- +- +- +- +- +- +- +- +-
PCE PCE PCE PCE

- +-+-+-+-+-+-+ Sout hbound - +-+-+- +- +- +- +- +- +- +- +- +- +- +- +- +- +-

Rel ay Rel ay Rel ay Rel ay
System System System System
NI C NI C
Rel ay Rel ay Rel ay Rel ay
System System System System
Fi gure 3

The relay systens (and eventually the end systens NI C) expose their
capabilities and physical resources to the controller (the PCE), and
update the PCE with their dynam c perception of the topol ogy, across
the Sout hbound Interface. In return, the PCE(s) set the per-stream
pat hs up, providing a Stream Characterization that is nore tightly
coupled to the relay system Qperation than a TSpec.

At the Network plane, relay systenms exchange information regarding

the state of the paths, between adjacent systens and eventually with
the end systens, and forward packets within constraints associated to
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each stream or, when unable to do so, performa |last resort
operation such as drop or declassify.

This specification focuses on the Southbound interface and the
operation of the Network Pl ane.

4.4. Elenments of DetNet Architecture

The Det Net architecture has a nunber of elenents, discussed in the
foll owi ng secti ons:

a. A nodel for the definition, identification, and operation of
Det Net streanms (Section 4.5), for use by relay systens to
classify and process individual packets follow ng per-stream
rul es.

b. A nodel for the flow of data froman end systemor through a
relay systemthat can be used to predict the bounds for that
systenis inmpact on the QS of a DetNet stream wi thout
significantly constraining the method of inplenenting that
system for use by the Controllers to configure policing and
shapi ng engines in Network Systens over the Southbound interface.
The nodel i ncludes:

1. A nodel for queuing, transm ssion selection, shaping,
preenption, and timng resources that can be used by an end
systemor relay systemto control the selection of packets
output on an interface. These nodels nust have sufficiently
wel | -defined characteristics, both individually and in the
aggregate, to give predictable results for the QS for Det Net
packets (Section 4.7).

2. A nodel for identifying m sbehaving DetNet streans and
mtigating their inpact on properly functioning streans
(Section 4.9).

c. A nodel for the relay systemto informthe controller(s) of the
information it needs for adequate path conputations including:

1. Systens’ individual capabilities (e.g. can do replication
can do precise tine).

2. Link capabilities and resources (e.g. bandw dth, 0 del ays,
hardware determ ni stic support to the physical layer, ...)

3. hysical resources (total and available buffers, tiners,
queues, etc)
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4. Network Adjacencies (neighbors)

d. A nodel for the provision of a service, by end systens, or relay
systens, to forward a Det Net stream over a sinple or redundant
pat h. The nodel incl udes:

1. A nodel for an abstract relaying operation of either Routing
or forwardi ng packets of a DetNet streamto a next-hop rel ay
system across Layer boundari es.

2. A nodel of next-hop(s) information for replicating the
packets of a DetNet stream typically at or near the tal ker
mergi ng and/ or re-replicating those packets at other points
in the network, and finally elininating the duplicates,
typically at or near the listener(s), in order to provide
high availability (Section 3.3).

e. The protocol stack nodel for an end system and/or a relay system
shoul d support the above elenments in a manner that naxim zes the
applicability of existing standards and protocols to the Det Net
problem allows for the creation of new protocols where needed,

t hus maki ng Det Net an add-on feature to existing networks, rather
than a new way to do networking. |In particular this protoco
stack supports networks in which the path fromtalker to
l'istener(s) includes bridges and/or routers in any order

(Section 4.10).

f. Awvariety of nodels for the provisioning of DetNet streams can be
envi si oned, including orchestration by a central controller or by
a federation of controllers, provisioning by relay systens and
end systens sharing peer-to-peer protocols, by off-line
configuration, or by a conbination of these methods. The
provi sioning nodels are simlar to existing Layer-2 and Layer-3
nodel s, in order to mninize the anount of innovation required in
this area (Section 4.12).

4.5. DetNet streans

4.5.1. Tal ker guarantees
Det Net streanms can by synchronous or asynchronous. The transni ssion
of packets in synchronous Det Net streans uses tine synchronization
anong the end and relay systems to control the flow of packets.
Asynchronous Det Net streans are characterized by:

0 A nmaxi num packet size

0o An observation interval; and
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0 A maxi mum nunber of transmnissions during that observation
i nterval.

These paraneters, together with know edge of the protocol stack used
(and thus the size of the various headers added to a packet), limt
the nunber of bit tinmes per observation interval that the Det Net
stream can occupy the physical medi um

The tal ker promises that these limts will not be exceeded. |If the
tal ker transmits less data than this linmt allows, the unused
resources such as |ink bandwi dth can be nmade avail abl e by the system
to non-Det Net packets. However, naking those resources available to
Det Net packets in other streanms would serve no purpose. Those other
streanms have their own dedi cated resources, on the assunption that
all DetNet streanms can use all of their resources over a |long period
of tine.

Note that there is no provision in DetNet for throttling streans; the
assunption is that a DetNet stream to be useful, nust be delivered
inits entirety. That is, while any useful applicationis witten to
expect a certain nunber of |ost packets, the real-tinme applications
of interest to DetNet demand that the |oss of data due to the network
is extraordinarily infrequent.

Al't hough DetNet strives to nininize the changes required of an
application to allow it to shift froma special -purpose digita
network to an Internet Protocol network, one fundanmental shift in the
behavi or of network applications that is inpossible to avoid--the
reservati on of resources before the application starts. In the first
pl ace, a network cannot deliver finite latency and practically zero
packet loss to an arbitrarily high offered |l oad. Secondly, achieving
practically zero packet loss for unthrottled (though bandw dth
limted) streans neans that bridges and routers have to dedicate
buffer resources to specific streans or to classes of streans. The
requi renents of each reservation have to be translated into the
paranmeters that control each system s queui ng, shaping, and
schedul i ng functions and delivered to the hosts, bridges, and
routers.

4.5.2. Inconpl ete Networks

The presence in the network of relay systens that are not fully
capabl e of offering DetNet services conplicates the ability of the
relay systens and/or controller to allocate resources, as extra
buffering, and thus extra | atency, nust be allocated at each point
that is downstream fromthe non-Det Net relay systemfor sone Det Net
stream
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4.6. Data Fl ow Mbdel through Systens
4.7. Queuing, Shaping, Scheduling, and Preenption

For this reason, the | EEE 802.1 Tine-Sensitive Networking Task G oup
has defined a set of queuing, shaping, and scheduling al gorithns that
enabl e each bridge or router to conpute the exact nunber of buffers
to be allocated for each streamor class of streans.

4.8. Coexistence with normal traffic

A Det Net network supports the dedication of at |east 75% of the
network bandwi dth to DetNet streanms. But, no matter how nuch is

dedi cated for DetNet streans, It is z goal of DetNet to not interfere
excessively with existing QS schenes. It is also inmportant that
non-Det Net traffic not disrupt the DetNet stream of course (see
Section 4.9 and Section 6). For these reasons:

0 Bandwi dth (transm ssion opportunities) not utilized by a Det Net
stream are avail able to non-Det Net packets (though not to other
Det Net streans).

0 DetNet streanms can be shaped, in order to ensure that the highest-
priority non-Det Net packet also is ensured a maxi num | atency.

0 \When transmi ssion opportunities for DetNet streanms are schedul ed
in detail, then the al gorithmconstructing the schedul e should
| eave sufficient opportunities for non-DetNet packets to satisfy
the needs of the uses of the network.

Ideally, the net effect of the presence of DetNet streans in a
network on the non-Det Net packets is primarily a reductoin in the
avai | abl e bandwi dt h.

4.9. Fault Mtigation

One key to building robust real-tinme systens is to reduce the
infinite variety of possible failures to a nunber that can be

anal yzed with reasonabl e confidence. DetNet aids in the process by
providing filters and policers to detect DetNet packets received on
the wong interface, or at the wong tinme, or in too great a vol ung,
and to then take actions such as disabling the offendi ng packet,
shutting down the of fending Det Net stream or shutting down the

of fending i nterface.

It is also essential that filters and service renmarking be enpl oyed

to prevent non-DetNet packets frominpinging on the resources
al | ocated to Det Net packets.
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There exi st techni ques, at present and/or in various stages of
standardi zation, that can performthese fault mtigation tasks that
deliver a high probability that m sbehaving systend will have zero
i mpact on wel | -behaved Det Net streans, except of course, for the
receiving interface(s) i mediately downstream of the ni sbehaving
devi ce.

4. 10. Pr ot ocol Stack Mbdel

This section will be further devel oped. See [|EEE802.1CB], Annex C
for a description of the protocol stack. This is very nuch a work in
progress, not a standard. See also [|EEE802.1CQcc].

4.11. Advertising resources, capabilities and adjacencies

4.12. Provisioning nodel

4.12.1. Centralized Path Conputation and Installation
A centralized routing nodel, such as provided with a PCE (RFC 4655
[ RFC4655] ), enabl es gl obal and per-streamoptim zations. The node
is attractive but a nunber of issues are left to be solved. In

particul ar:

o whether and how the path conputation can be installed by 1) an end
device or 2) a Network Managenment entity,

o and how the path is set up, either by installing state at each hop
with a direct interaction between the forwarding device and the
PCE, or along a path by injecting a source-routed request at one
end of the path.
4.12.2. Distributed Path Setup

Whet her a distributed alternative without a PCE can be val uabl e

shoul d be studied as well. Such an alternative could for instance
inherit fromthe Resource ReSerVation Protocol [RFC5127] (RSVP)
flows.

In a Layer-2 only environnent, or as part of a |ayered approach to a
m xed environment, |EEE 802.1 also has work, either conpleted or in

progress. [I|EEE802.1Q 2011] O ause 35 describes SRP, a peer-to-peer
protocol for Layer-2 roughly anal ogous to RSVP. Alnost conplete is

[ EEEB02. 1Qca], which defines how | SIS can provide nultiple disjoint
paths or distribution trees. Also in progress is [|EEE802.1Qcc],

whi ch expands the capabilities of SRP.
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5. Related | ETF work
5. 1. Determ ni stic PHB

[1-D. svshah-tsvwg-deterninistic-forwarding] defines a Differentiated
Servi ces Per-Hop-Behavior (PHB) Goup called Deterninistic Forwarding
(DF). The docunent describes the purpose and semantics of this PHB.
It al so describes creation and forwarding treatnent of the service
class. The docunent al so describes how the code-point can be mapped
into one of the aggregated Diffserv service classes [ RFC5127].

5.2. 6Ti SCH

I ndustrial process control already |everages deterninistic wireless
Low power and Lossy Networks (LLNs) to interconnect critica

resour ce-constrai ned devices and formw rel ess nesh networks, wth
standards such as [|SA100.11a] and [ Wrel essHART].

These standards rely on variations of the [| EEE802154e] tineSlotted
Channel Hopping (TSCH) [I-D.ietf-6tisch-tsch] Medium Access Control
(MAC), and a formof centralized Path Conputation El ement (PCE), to
deliver determnistic capabilities.

The TSCH MAC benefits include high reliability against interference,
| ow power consunption on characterized streans, and Traffic

Engi neering capabilities. Typical applications are open and cl osed
control |oops, as well as supervisory control streans and managenent.

The 6Ti SCH Worki ng Group focuses only on the TSCH node of the | EEE
802. 15. 4e standard. The WG currently defines a framework for
managi ng the TSCH schedule. Future work will standardize

determ nistic operations over so-called tracks as described in
[I-D.ietf-6tisch-architecture]. Tracks are an instance of a
determnistic path, and the DetNet work is a prerequisite to specify
track operations and serve process control applications.

[RFC5673] and [I-D.ietf-roll-rpl-industrial-applicability] section
2.1.3. and next discusses application-layer paradi gns, such as
Source-sink (SS) that is a Multipeer to Miultipeer (MP2MP) nodel that
is primarily used for alarns and al erts, Publish-subscribe (PS, or
pub/sub) that is typically used for sensor data, as well as Peer-to-
peer (P2P) and Peer-to-nultipeer (P2MP) communications. Additiona
consi derations on Duocast and its N-cast generalization are al so
provided for inproved reliability.
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6

Security Considerations

Security in the context of Determnistic Networking has an added

di mension; the tine of delivery of a packet can be just as inportant
as the contents of the packet, itself. A man-in-the-mddle attack
for exanple, can inpose, and then systematically adjust, additiona
delays into a link, and thus disrupt or subvert a real-tine
application w thout having to crack any encryption nethods enpl oyed.
See [ RFC7384] for an exploration of this issue in a related context.

Furthernore, in a control systemwhere mllions of dollars of

equi prent, or even hurman lives, can be lost if the DetNet QoS is not
delivered, one must consider not only sinple equiprment failures,
where the box or wire instantly beconmes perfectly silent, but bizarre
errors such as can be coused by software failures. Because there is
essentiall no linmt to the kinds of failures that can occur
protecting against realistic equipnment failures is indistinguishable,
in nost cases, fromprotecting agai nst nalicious behavior, whether
accidental or intentional. See also Section 4.9.

Security nust cover:
o the protection of the signaling protoco
o the authentication and authorization of the controlling systens
o the identification and shaping of the streans

| ANA Consi derations
Thi s docunment does not require an action from | ANA
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