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Abst r act

Thi s docunment builds on the 6Ti SCH architecture that defines, anong
ot hers, mechanisnms to establish and maintain deterministic routing
and scheduling in a centralized fashion. The document details
dependenci es on Det Net and PCE controller to express topol ogi es and
capabilities, as well as abstract state that the controller nust be
able to programinto the network devices to enable determnistic

f orwar di ng operations.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [RFC2119].
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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criticality so that loss should be mninized at all tinmes. Such
traffic is not limted to professional Audio/ Video networks, but is
al so found in command and control operations such as industrial

aut omati on and vehicul ar sensors and actuators.

At | EEE802. 1, the Audio/Video Task Group [| EEE802. 1TSNTG Ti e
Sensitive Networking (TSN) to address Deterministic Ethernet. The
Medi um access Control (MAC) of | EEE802.15.4 [ EEE802154] has evol ved
with the new Ti neSl otted Channel Hopping (TSCH)
[I-D.ietf-6tisch-tsch] node for deterministic industrial-type
applications. TSCH was introduced with the | EEE802. 15. 4e

[ EEEB02154e] anendnent and will be wrapped up in the next revision
of the | EEE802.15.4 standard. For all practical purpose, this
docunent is expected to be insensitive to the future versions of the
| EEE802. 15. 4 standard, which is thus referenced undated.

Though at a different tine scale, both TSN and TSCH st andards provide
Determ nistic capabilities to the point that a packet that pertains
to a certain flow crosses the network fromnode to node followi ng a
very precise schedule, as a train that |eaves internedi ate stations
at precise tinmes along its path. Wth TSCH, tinme is formatted into
timeSlots, and an individual cell is allocated to unicast or
broadcast communi cation at the MAC level. The tine-slotted operation
reduces collisions, saves energy, and enables to nore closely

engi neer the network for determ nistic properties. The channe
hoppi ng aspect is a sinple and efficient technique to conbat multi-
pat h fadi ng and co-channel interferences (for exanple by W-Fi
emtters).

The 6Ti SCH Architecture [I-D.ietf-6tisch-architecture] defines a
renote nonitoring and schedul i ng nanagenent of a TSCH network by a
Pat h Conmputation El ement (PCE), which cooperates with an abstract
Net wor k Management Entity (NME) to manage tineSlots and device
resources in a manner that mnimzes the interaction with and the
| oad placed on the constrai ned devices.

This Architecture applies the concepts of Determninistic Networking on
a TSCH network to enable the switching of timeSlots in a G MPLS
manner. This docunment details the dependencies that 6Ti SCH has on
PCE [PCE] and DetNet [I-D.finn-detnet-architecture] to provide the
necessary capabilities that nay be specific to such networks. In
turn, DetNet is expected to integrate and nmaintain consistency with
the work that has taken place and is continuing at | EEE802. 1TSN and
AVnu.
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2

Ter ni nol ogy

Readers are expected to be familiar with all the terns and concepts
that are discussed in "Miulti-link Subnet Support in |Pve"
[I-D.ietf-ipve-nultilink-subnets].

The draft uses term nol ogy defined or referenced in
[I-D.ietf-6tisch-term nol ogy] and
[I-D.ietf-roll-rpl-industrial-applicability].

The draft also conforns to the terns and nodel s described in
[ RFC3444] and uses the vocabul ary and the concepts defined in
[ RFC4291] for the IPv6 Architecture.

6Ti SCH Overvi ew
The scope of the present work is a subnet that, in its basic

configuration, is made of a TSCH [I-D.ietf-6tisch-tsch] MAC Low Power
Lossy Network (LLN)

e N
[ Ext ernal Net wor k [
| H--mnn +
Foomo - + | NME |
| | LLN Border [ [
| | router +----- +
H-- - - - +
0 o o
0 o o 0
o] oLLN o o] o]
o o o o]
0

Figure 1: Basic Configuration of a 6Ti SCH Network

In the extended configuration, a Backbone Router (6BBR) federates
mul tiple 6Ti SCH in a single subnet over a backbone. 6Ti SCH 6BBRs
synchroni ze with one anot her over the backbone, so as to ensure that
the multiple LLNs that formthe |1 Pv6 subnet stay tightly

synchroni zed.
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Figure 2: Extended Configuration of a 6Ti SCH Network

If the Backbone is Deternministic, then the Backbone Router ensures
that the end-to-end determ nistic behavior is maintai ned between the
LLN and the backbone. This SHOULD be done in conformance to the

Det Net Architecture [I-D.finn-detnet-architecture] which studies
Layer-3 aspects of Deterministic Networks, and covers networks that
span nmultiple Layer-2 domains. One particular requirenent is that
the PCE MUST be able to conpute a deterministic path and to end
across the TSCH network and an | EEE802.1 TSN Et her net backbone, and
Det Net MJST enabl e end-to-end determi nistic forwarding.

6Ti SCH defines the concept of a Track, which is a conplex formof a
uni-directional Crcuit ([I-D. ietf-6tisch-termnology]). As opposed
to a sinple circuit that is a sequence of nodes and links, a Track is
shaped as a directed acyclic graph towards a destination to support
mul ti-path forwarding and route around failures. A Track may al so
branch off and rejoin, for the purpose of the so-called Packet
Replication and Elimnation (PRE), over non congruent branches. PRE
may be used to conplenent |ayer-2 Autonatic Repeat reQuest (ARQ to
nmeet industrial expectations in Packet Delivery Ratio (PDR), in
particul ar when the Track extends beyond the 6Ti SCH net wor k.
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Figure 3: End-to-End determ nistic Track

In the exanpl e above, a Track is laid out froma field device in a
6Ti SCH network to an 10T gateway that is |ocated on a | EEE802.1 TSN
backbone.

The Replication function in the field device sends a copy of each
packet over two different branches, and the PCE schedul es each hop of
bot h branches so that the two copies arrive in due tinme at the
gateway. |In case of a |loss on one branch, hopefully the other copy
of the packet still makes it in due tine. |If two copies make it to
the 10T gateway, the Elimnation function in the gateway ignores the
extra packet and presents only one copy to upper |ayers.

At each 6Ti SCH hop al ong the Track, the PCE may schedul e nore than
one tineSlot for a packet, so as to support Layer-2 retries (ARQ.

It is also possible that the field device only uses the second branch
if sending over the first branch fails.

In current deploynents, a TSCH Track does not necessarily support PRE
but is systematically multi-path. This neans that a Track is
schedul ed so as to ensure that each hop has at |east two forwarding
solutions, and the forwarding decision is to try the preferred one
and use the other in case of Layer-2 transmission failure as detected

by ARQ
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3.1. TSCH and 6top

6top is a logical link control sitting between the IP [ayer and the
TSCH MAC | ayer, which provides the Iink abstraction that is required
for I P operations. The 6top operations are specified in

[1-D. wang- 6ti sch- 6t op-subl ayer].

The 6top data nodel and nanagenent interfaces are further discussed
in[l-Dietf-6tisch-6top-interface] and [I-D.ietf-6tisch-coap].

The architecture defines "soft" cells and "hard" cells. "Hard" cells
are owned and nanaged by an separate scheduling entity (e.g. a PCE)
that specifies the slotOfset/channel Ofset of the cells to be

added/ noved/ del eted, in which case 6top can only act as instructed,
and may not nove hard cells in the TSCH schedule on its own.

3.2. SlotFranmes and Priorities

A slotFrame is the base object that the PCE needs to nmanipulate to
program a schedule into an LLN node. El aboration on that concept can
be fond in section "SlotFranmes and Priorities" of
[I-D.ietf-6tisch-architecture]

| EEE802. 15.4 TSCH avoi ds contention on the nmediumby formatting tine
and frequencies in cells of transm ssion of equal duration. In order
to describe that formatting of time and frequencies, the 6Ti SCH
architecture defines a global concept that is called a Channe
Distribution and Usage (CDU) matrix; a CDU matrix is a matrix of
cells with an height equal to the nunber of avail able channels

(i ndexed by Channel Offsets) and a width (in tineSlots) that is the
peri od of the network scheduling operation (indexed by slotOfsets)
for that CDU matrix. The size of a cell is a tineSlot duration, and
values of 10 to 15 milliseconds are typical in 802.15.4 TSCH to
acconmodate for the transmission of a frame and an ack, including the
security validation on the receive side which nay take up to a few
nmlliseconds on sonme device architecture.

The frequency used by a cell in the matrix rotates in a pseudo-random
fashion, froman initial position at an epoch time, as the matrix
iterates over and over.

A CDU nmatrix is conputed by the PCE, but unallocated tineSlots may be
used opportunistically by the nodes for classical best effort IP
traffic. The PCE has precedence in the allocation in case of a
conflict.

In a given network, there mght be nultiple CDU natrices that operate
with different width, so they have different durations and represent
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different periodic operations. It is reconmended that all CDU
matrices in a 6Ti SCH domain operate with the same cell duration and
are aligned, so as to reduce the chances of interferences from

sl ott ed- al oha operations. The PCE MJUST conpute the CDU natrices and
shared that know edge with all the nodes. The matrices are used in
particular to define slotFranes.

A slotFrame is a MAC- | evel abstraction that is common to all nodes
and contains a series of tineSlots of equal |ength and precedence.
It is characterized by a slotFrame_ID, and a slotFrane_size. A
slotFrame aligns to a CDU natrix for its paraneters, such as nunber
and duration of tinmeSlots.

Mul tiple slotFrames can coexist in a node schedule, i.e., a node can
have nmultiple activities scheduled in different slotFrames, based on
the precedence of the 6Ti SCH topol ogies. The sl otFranes nmay be
aligned to different CDU natrices and thus have different width.
There is typically one slotFrame for scheduled traffic that has the
hi ghest precedence and one or nore slotFrame(s) for RPL traffic. The
timeSlots in the slotFrane are indexed by the SlotOfset; the first
cell is at SlotOfset O.

The 6Ti SCH architecture introduces the concept of chunks
([I-D.ietf-6tisch-term nology]) to operate such spectrumdistribution
for a whole group of cells at a time. The CDU matrix is formatted
into a set of chunks, each of themidentified uniquely by a chunk-ID.
The PCE MUST conpute the partitioning of CDU matrices into chunks and
shared that know edge with all the nodes in a 6Ti SCH net worKk.

e e e e e e e + e +

chan. O f. 0 | chnkA] chnkP| chnk7| chnkQ chnk2| chnkK] chnkl1] ... |chnkZ]
H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - + H-- - - - +

chan. &0 f. 1 | chnkB| chnk@ chnkA| chnkP| chnk3| chnkL| chnk2| ... |chnkl
S S Fommns S S S S + S +
e e e e e e e + e +

chan. O f. 15 | chnkQ chnk6| chnkN] chnkl| chnkJ| chnkZ| chnkl| ... |chnkQ
H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - H-- - - - + H-- - - - +

0 1 2 3 4 5 6 M

Figure 4: CDU matrix Partitioning in Chunks
The appropriation of a chunk can be requested explicitly by the PCE

to any node. After a successful appropriation, the PCE owns the
cells in that chunk, and nay use themas hard cells to set up Tracks.
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3.3. Schedul e Managenent by a PCE

6Ti SCH supports a mi xed nodel of centralized routes and distributed
routes. Centralized routes can for exanple be conputed by a entity
such as a PCE. Distributed routes are conputed by RPL.

Bot h nethods nmay inject routes in the Routing Tables of the 6Ti SCH
routers. In either case, each route is associated with a 6Ti SCH
topol ogy that can be a RPL Instance topology or a track. The 6Ti SCH
topology is indexed by a Instance ID, in a fornmat that reuses the
RPLI nstancel D as defined in RPL [ RFC6550].

Both RPL and PCE rely on shared sources such as policies to define
G obal and Local RPLInstancel Ds that can be used by either nethod.
It is possible for centralized and distributed routing to share a
same topology. GCenerally they will operate in different slotFranes,
and centralized routes will be used for scheduled traffic and wll
have precedence over distributed routes in case of conflict between
t he sl ot Franes.

Section "Schedul e Managenent Mechani sns™ of the 6Ti SCH architecture
descri bes 4 paradigns to nmanage the TSCH schedul e of the LLN nodes:
Static Schedul i ng, neighbor-to-nei ghbor Scheduling, renpte nonitoring
and schedul i ng managenent, and Hop-by-hop scheduling. The Track
operation for DetNet corresponds to a renote nonitoring and
schedul i ng managenent by a PCE

The 6top interface docunent [I-D.ietf-6tisch-6top-interface]
specifies the generic data nodel that can be used to nonitor and
manage resources of the 6top sublayer. Abstract nethods are
suggested for use by a managenent entity in the device. The data
nmodel al so enables renmpte control operations on the 6top subl ayer.

[I-D.ietf-6tisch-coap] defines an mapping of the 6top set of
commands, which is described in [I-D.ietf-6tisch-6top-interface], to
CoAP resources. This allows an entity to interact with the 6top

| ayer of a node that is nultiple hops away in a RESTful fashion

[I-D.ietf-6tisch-coap] al so defines a basic set CoAP resources and
associ ated RESTful access nethods (GET/ PUT/ POST/ DELETE). The payl oad
(body) of the CoAP nessages is encoded using the CBOR fornat. The
PCE commands are expected to be issued directly as CoAP requests or
to be mapped back and forth into CoAP by a gateway function at the
edge of the 6Ti SCH network. For instance, it is possible that a
mappi ng entity on the backbone transforns a non- CoAP protocol such as
PCEP into the RESTful interfaces that the 6Ti SCH devi ces support.
This architecture will be refined to conply with Det Net
[I-D.finn-detnet-architecture] when the work is formalized.
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3.4. Track Forwarding

By forwarding, this specification neans the per-packet operation that
all ows to deliver a packet to a next hop or an upper layer in this
node. Forwarding is based on pre-existing state that was installed
as a result of the routing conputation of a Track by a PCE. The

6Ti SCH architecture supports three different forwarding nodel, G MPLS
Track Forwarding (TF), 6LoOWPAN Fragment Forwarding (FF) and | Pv6
Forwardi ng (6F) which is the classical IP operation. The DetNet case
relates to the Track Forwardi ng operation under the control of a PCE

A Track is a unidirectional path between a source and a destination
In a Track cell, the nornmal operation of |EEE802.15.4 Automatic
Repeat -reQuest (ARQ usually happens, though the acknow edgrment may
be omtted in some cases, for instance if there is no schedul ed cel
for aretry.

Track Forwarding is the sinplest and fastest. A bundle of cells set
to receive (RX-cells) is uniquely paired to a bundle of cells that
are set to transmt (TX-cells), representing a |layer-2 forwarding
state that can be used regardl ess of the network | ayer protocol

This nodel can effectively be seen as a Generalized Milti-protoco
Label Switching (G MPLS) operation in that the infornmation used to
switch a frane is not an explicit |label, but rather related to other
properties of the way the packet was received, a particular cell in
the case of 6TiSCH As a result, as long as the TSCH MAC (and
Layer-2 security) accepts a frane, that frame can be switched
regardl ess of the protocol, whether this is an | Pv6 packet, a 6LoWPAN
fragment, or a frame froman alternate protocol such as Wrel essHART
or 1SA100. 11a.

A data franme that is forwarded along a Track normally has a
destination MAC address that is set to broadcast - or a nulticast
address dependi ng on MAC support. This way, the MAC | ayer in the
i ntermedi at e nodes accepts the incomng frane and 6top switches it
wi thout incurring a change in the MAC header. |In the case of

| EEE802. 15. 4, this nmeans effectively broadcast, so that along the
Track the short address for the destination of the frane is set to
OxFFFF.

A Track is thus forned end-to-end as a succession of paired bundl es,
a receive bundle fromthe previous hop and a transnmit bundle to the
next hop along the Track, and a cell in such a bundl e belongs to at
nmost one Track. For a given iteration of the device schedule, the
ef fective channel of the cell is obtained by adding a pseudo-random
number to the channel O fset of the cell, which results in a rotation
of the frequency that used for transmi ssion. The bundles may be
computed so as to accommodate both variable rates and
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retransm ssions, so they mght not be fully used at a given iteration
of the schedule. The 6Ti SCH architecture provides additional means
to avoid waste of cells as well as overflows in the transmt bundle,
as follows:

In one hand, a TX-cell that is not needed for the current iteration
may be reused opportunistically on a per-hop basis for routed
packets. When all of the frame that were received for a given Track
are effectively transmtted, any available TX-cell for that Track can
be reused for upper layer traffic for which the next-hop router

mat ches the next hop along the Track. 1In that case, the cell that is
being used is effectively a TX-cell fromthe Track, but the short
address for the destination is that of the next-hop router. It

results that a frame that is received in a RX-cell of a Track with a
destination MAC address set to this node as opposed to broadcast nust
be extracted fromthe Track and delivered to the upper layer (a frane
with an unrecogni zed MAC address is dropped at the | ower MAC | ayer
and thus is not received at the 6top sublayer).

On the other hand, it m ght happen that there are not enough TX-cells
in the transmt bundle to accomobdate the Track traffic, for instance
if nore retransni ssions are needed than provisioned. In that case,
the franme can be placed for transnmission in the bundle that is used
for layer-3 traffic towards the next hop along the track as long as
it can be routed by the upper layer, that is, typically, if the frane
transports an | Pv6 packet. The MAC address should be set to the

next - hop MAC address to avoid confusion. It results that a frame
that is received over a |ayer-3 bundle may be in fact associated to a
Track. In a classical IPlink such as an Ethernet, off-track traffic

is typically in excess over reservation to be routed al ong the non-
reserved path based on its QoS setting. But with 6Ti SCH, since the
use of the layer-3 bundle may be due to transmission failures, it
makes sense for the receiver to recognize a frame that should be re-
tracked, and to place it back on the appropriate bundle if possible.
A frame should be re-tracked if the Per-Hop-Behavi or group indicated
inthe Differentiated Services Field in the I Pv6 header is set to
Det erm ni stic Forwarding, as discussed in Section 4.1. A frame is
re-tracked by scheduling it for transm ssion over the transmt bundle
associated to the Track, with the destination MAC address set to

br oadcast .

There are 2 nodes for a Track, transport node and tunnel node.
3.4.1. Transport Mbde
In transport node, the Protocol Data Unit (PDU) is associated with

fl ow dependant neta-data that refers uniquely to the Track, so the
6t op subl ayer can place the frame in the appropriate cell without
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anbiguity. 1In the case of IPv6 traffic, this flowidentification is
transported in the Flow Label of the | Pv6 header. Associated with
the source | Pv6 address, the Flow Label fornms a gl obally unique
identifier for that particular Track that is validated at egress
before restoring the destinati on MAC address (DMAC) and punting to

t he upper |ayer.

| N

B L + | |

I | Pv6 I I I
Fomm e + | |

|  6LOWPAN HC | | I
Fommm e e + ingress egress
| 6t op | sets +---- 4+ +---- 4+ restores
e + dmac to | | | | dmac to
[ TSCH MAC | br dcst [ [ [ [ sel f
R + | I I | |

| LLN PHY [ +ommm- - + e + e e - +
T +

Track Forwarding, Transport Mbde
3.4.2. Tunnel Mde

In tunnel node, the franes originate froman arbitrary protocol over
a conpatible MAC that nmay or may not be synchronized with the 6Ti SCH
network. An exanmple of this would be a router with a dual radio that
i s capabl e of receiving and sending Wrel essHART or |SA100. 11a franes
with the second radio, by presenting itself as an access Point or a
Backbone Router, respectively.

In that node, sone entity (e.g. PCE) can coordinate with a

W rel essHART Network Manager or an | SA100. 11a System Manager to
specify the flows that are to be transported transparently over the
Tr ack.
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Figure 5: Track Forwarding, Tunnel Mbde

In that case, the flowinformation that identifies the Track at the

i ngress 6Ti SCH router is derived fromthe RX-cell. The dmac is set

to this node but the flow information indicates that the frane nust

be tunnel ed over a particular Track so the frane is not passed to the

upper layer. Instead, the dmac is forced to broadcast and the frane

is passed to the 6top sublayer for switching

At the egress 6Ti SCH router, the reverse operation occurs. Based on
nmet adat a associated to the Track, the frane is passed to the
appropriate link layer with the destination MAC restored.

3.4.3. Tunnel Metadata

Met adata coming with the Track configuration is expected to provide

the destinati on MAC address of the egress endpoint as well as the

tunnel node and specific data depending on the node, for instance a

service access point for frame delivery at egress. |f the tunne

egress point does not have a MAC address that matches the

configuration, the Track installation fails.

In transport node, if the final layer-3 destination is the tunne
termnation, then it is possible that the | Pv6 address of the
destination is conpressed at the 6LOWPAN subl ayer based on the MAC
address. It is thus mandatory at the ingress point to validate that
the MAC address that was used at the 6LoWPAN subl ayer for conpression
mat ches that of the tunnel egress point. For that reason, the node
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that injects a packet on a Track checks that the destination is

effectively that of the tunnel egress point before it overwites it
to broadcast. The 6top sublayer at the tunnel egress point reverts
that operation to the MAC address obtained fromthe tunnel netadata.

4. Operations of Interest for DetNet and PCE

In a classical system the 6Ti SCH devi ce does not place the request
for bandw dth between self and another device in the network.

Rat her, an QOperation Control Systeminvoked through an Human/ Machi ne
Interface (HM) indicates the Traffic Specification, in particular in
terns of latency and reliability, and the end nodes. Wth this, the
PCE nust conpute a Track between the end nodes and provision the
network with per-flow state that describes the per-hop operation for
a given packet, the corresponding tinmeSlots, and the flow
identification that enables to recogni ze when a certain packet
belongs to a certain Track, sort out duplicates, etc..

For a static configuration that serves a certain purpose for a |long
period of tine, it is expected that a node will be provisioned in one
shot with a full schedul e, which incorporates the aggregation of its
behavi or for nmultiple Tracks. 6Ti SCH expects that the program ng of
the schedule will be done over COAP as discussed in 6Ti SCH Resource
Managenment and Interaction using CoAP [I-D.ietf-6tisch-coap].

But an Hybrid nmode may be required as well whereby a single Track is
added, nodified, or renoved, for instance if it appears that a Track
does not perform as expected for, say, PDR  For that case, the
expectation is that a protocol that flows along a Track (to be), in a
fashion simlar to classical Traffic Engineering (TE) [ CCAMP], may be
used to update the state in the devices. 6Ti SCH provides neans for a
device to negotiate a tineSlot with a neighbor, but in general that

fl ow was not designed and no protocol was selected and it is expected
that DetNet will determ ne the appropriate end-to-end protocols to be
used in that case
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St ream Managenent Entity
Operational System and HM
-+-+-+-+-+-+-+ Northbound -+-+-+-+-+-+-+- +- +- +- +- +- +- +- +- +- +-
PCE PCE PCE PCE
- +-+-+-+-+-+-+ Sout hbound - +-+-+- +- +- +- +- +- +- +- +- +- +- +- +- +- +-
--- BTiSCH ----- 6Ti SCH----- 6Ti SCH----- 6Ti SCH- -
6Ti SCH / Devi ce Devi ce Devi ce Devi ce \
Devi ce- - 6Ti SCH
\ 6Ti SCH 6Ti SCH 6Ti SCH 6Ti SCH [/ Device
----Device------ Devi ce------ Devi ce------ Devi ce- -
Fi gure 6
4.1. Packet Marking and Handl i ng

Section "Packet Marking and Handling" of
[I-D.ietf-6tisch-architecture] describes the packet taggi ng and
marki ng that is expected in 6Ti SCH networ ks.

.1.1. Taggi ng Packets for Flow Identification

For packets that are routed by a PCE along a Track, the tuple forned
by the I Pv6 source address and a |l ocal RPLInstancelD is tagged in the
packets to identify uniquely the Track and associated transnmt bundl e

of tineSlots.

It results that the tagging that is used for a DetNet flow outside
the 6Ti SCH LLN MJUST be swapped into 6Ti SCH formats and back as the
packet enters and then | eaves the 6Ti SCH network

Not e:
6lo is generalized to all
i ncl udes Tracks.

The met hod and format used for encoding the RPLInstancel D at
6Ti SCH t opol ogi cal |nstances, which

.1.2. Replication, Retries and Elim nation

6Ti SCH expects elimnation and replication of packets al ong a conpl ex

Track, but has no position about how the sequence nunbers woul d be
tagged in the packet.
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As it goes, 6Ti SCH expects that tineSlots corresponding to copies of
a sane packet along a Track are correlated by configuration, and does
not need to process the sequence nunbers.

The senmantics of the configuration MJST enable correlated tineSlots
to be grouped for transmt (and respectively receive) with a 'OR
relations, and then a *AND relation MJST be configurabl e between
groups. The semantics is that if the transmt (and respectively
recei ve) operation succeeded in one tineSlot in a ’ OR group, then
all the other timeSLots in the group are ignored. Now, if there are
at least two groups, the 'AND relation between the groups indicates
that one operation nust succeed in each of the groups.

On the transnit side, timeSlots provisioned for retries along a sane
branch of a Track are placed a sane 'OR group. The "OR relation
indicates that if a transm ssion is acknow edged, then further
transm ssi ons SHOULD NOT be attenpted for tinmeSlots in that group
There are as many 'OR groups as there are branches of the Track
departing fromthis node. Different 'OR groups are progranmmed for
the purpose of replication, each group corresponding to one branch of
the Track. The 'AND relation between the groups indicates that
transm ssion over any of branches MJST be attenpted regardl ess of
whet her a transni ssion succeeded in another branch. It is also
possible to place cells to different next-hop routers in a same 'OR
group. This allows to route along nulti-path tracks, trying one
next - hop and then another only if sending to the first fails.

On the receive side, all tineSlots are programmed in a sane ' OR
group. Retries of a sanme copy as well as convergi ng branches for
elinmnation are converged, nmeaning that the first successfu
reception is enough and that all the other tinmeSlots can be ignored.

4.1.3. Differentiated Services Per-Hop-Behavi or

Additionally, an I P packet that is sent along a Track uses the
Differentiated Services Per-Hop-Behavior Goup called Deterministic
Forwar di ng, as described in

[1-D.svshah-tsvwg-determ nistic-forwarding].

4.2. Topology and capabilities

6Ti SCH nodes are usually |oT devices, characterized by very linited
anount of menory, just enough buffers to store one or a few | Pv6
packets, and linmited bandw dth between peers. It results that a node
will maintain only a small nunber of peering information, and wll

not be able to store many packets waiting to be forwarded. Peers can
be identified through MAC or | Pv6 addresses, but a Cryptographically
Generated Address [RFC3972] (CGA) may al so be used.
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Nei ghbors can be di scovered over the radi o using mechani smsuch as
beacons, but, though the neighbor information is available in the
6Ti SCH i nterface data nodel, 6Ti SCH does not describe a protocol to
pro-actively push the nei ghborhood information to a PCE. This
protocol should be described and shoul d operate over CoAP. The
protocol should be able to carry nultiple nmetrics, in particular the
sane nmetrics as used for RPL operations [RFC6551]

The energy that the device consunes in sleep, transmt and receive
nodes can be evaluated and reported. So can the anmount of energy
that is stored in the device and the power that it can be scavenged
fromthe environnent. The PCE SHOULD be able to conpute Tracks that
will inplenment policies on how the energy is consuned, for instance
bal ance between nodes, ensure that the spent energy does not exceeded
the scavenged energy over a period of time, etc..

5. | ANA Consi derati ons
Thi s specification does not require | ANA acti on.
6. Security Considerations

On top of the classical protection of control signaling that can be
expected to support DetNet, it must be noted that 6Ti SCH networ ks
operate on limted resources that can be depleted rapidly if an
attacker nanages to operate a DoS attack on the system for instance
by placing a rogue device in the network, or by obtaining managenent
control and to setup extra paths
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