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Abst r act

In a distributed cache system at sone point the nodes need to share
and synchroni se sone information. This docunment explains how this
cache system works and shows how DNCP is useful in this situation.
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1. Introduction

The cache system described in this docunent works under the
assunption that each chunk of data that may be cached is uniquely
associated to an | Pv6 address. Wen a client desires to retrieve
this chunk of data, it establishes a TCP connection towards the |Pv6
address of the chunk. The systemonly relies only on the use of |Pv6
and TCP, it is therefore independant of the application used on top
of it (usually HTTP). This connection is routed through a proxy,
which acts as an entry point in the cache system The proxy inserts
a Segnent Routing Header in each packet which destination is the |Pv6
address of a chunk, in order to have these packets sequentially
routed through a certain nunmber of cache servers. Cache servers
intercept the packets to reply directly to clients if they have the
requested chunk avail able locally (Segnment Routing interception).

2. Term nol ogy and Abbreviations

The termni nol ogy and abbreviations used in this docunent are described
in this section.

o DNCP: The Distributed Node Consensus Protocol, as defined in
[I-D.ietf-honenet-dncp]

0 SRH | Pv6 Segnment Routing Header, defined in
[1-D. previdi-6man-segment -r out i ng- header ]

0 SR List: The list of addresses included in a SRH specifying the
different destinations a packet will go through before reaching
its final destination.

0 Chunk: A blob of binary data, which is associated to a unique |Pv6
address, and which a client may request.

o Cient: A host that requests a chunk by establishing a connection
towards the associated | Pv6 address.
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3.

o Proxy: A node that insert SRHs in the packets corresponding to
client requests in order to have themrouted to cache servers.

0 Cache server: A node that may have a certain nunber of chunks
avai l abl e. Upon receiving packets with a segnent routing header
a cache server can either intercept the packets and reply directly
if it has the requested chunk, or forward it to the next hop in
the SRH.

0 Source server: A node that has a given list of chunks avail abl e.
Cont ext

The distributed cache systemis conposed of one or nore proxies,
cache servers, and source servers

Wien a client needs a chunk of data, it establishes a TCP connection
towards the I Pv6 address identifying the chunk. This TCP connection
is routed through a proxy which allows to keep conpatibility with
existing clients. Depending on the content being requested, which is
known by | ooking at the destination address of the packet, the proxy
chooses a SR List. The SR List contains, in this order, the
addresses of several cache servers, the address of a source server
that has this content, and the address of the chunk. This SR List is
converted to a SRH and inserted in the packet. No information is
retai ned per connection, this operation is applied to each packet

i ndi vidual l'y.

The cache servers maintain a |list of the chunks that they have cached
and that are available locally. When receiving a packet, they | ook
at the last address of the SRH. If the corresponding chunk is

avail abl e, they intercept the packet and deliver it locally. If the
chunk is not available, they forward it according to the SRH  This
met hod ensures that the TCP connection is established with the first
server in the SR List that has the requested chunk.

Each cache server nonitors the requests that it receives by counting
the TCP SYN packets and | ooking at the last address in the SRH It
caches the nost requested chunks by using a caching algorithm such
as Least Frequently Used or Least Recently Used. This inplies that,
in order to be efficient, a given proxy should al ways use the same SR
Li st for a given chunk.

From an ot her point of view, for a given SR List, the first server on
the list caches as many chunks as possi ble anong the nost requested
ones, the second server caches the nost asked chunks that have not
been cached by the first server, and so on. |n order to ninimze the
di stance that nost requests cover in the network, proxies should
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generate SR Lists that are dependant on the underlying topol ogy:

cl ose servers should be put first in the SR List, then servers
further away, and eventually a source server. Proxies should also
bal ance the | oad between adj acent servers (clustering), stop using
servers that are unavail able, and automatically start using new
servers that becone avail abl e.

As the servers are passive, the efficiency of the systemw |l be
dependant on how smartly the proxies generate SR Lists. The exact

|l ogic of the proxy is out of scope of this docunent, but the proxies
don’t need a lot of information to generate good SR Lists. They can
deduce many things from

o The list of proxies, cache servers and source servers that are
avai | abl e.

o0 The distances between all servers in the system which can be
measured fromseveral nmetrics (for instance the RTT).

4. Interest of using DNCP

In this context, DNCP allows to extrenely sinply share the data
needed (the list of nodes and the di stances between then) across al
nodes in the system w thout reinplenenting a full-fledged protocol
DNCP ensures that the data is synchroni sed between nodes and t hat
data from unreachabl e nodes is renoved

The distance is neasured at startup and is not republished unless it
changes significantly. Consequently, the data only changes when a
server becones avail able or unavail able, or when sonething changes in
t he underlying network. This should not happen too often, and so the
DNCP Network State Hash should not change too often, which will limt
DNCP excitation

W thout DNCP, we would have needed to design a whole protocol with
hel | o messages, keepalives, a flooding nechanism and so on. DNCP
manages all this automatically, all we had to do was to define which
data had to be shared and adjust the profile for our needs (faster
dead nei ghbor detection, unicast UDP, etc.).

5. DNCP Profile

This section describes the particular DNCP Profil e used by the nodes
in this system

5.1. DNCP Constants and paraneters
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0 The unicast transport protocol is UDP, no multicast transport
protocol is used.
0 The transport protocol is not secured.
0 The UDP port used is 16255.

0 Upon node identifier collision, both nodes will choose a new
random node identifier.

o Imn = 0.1s, Imax=20s, K=1

o The non cryptographic hash function used i s MD5.
o DNCP_NCDE_| DENTI FI ER_LENGTH = 4

0 DNCP_GRACE_| NTERVAL = 30s

0 Keepalives are enabl ed, DNCP_KEEPALI VE_|I NTERVAL = b5s,
DNCP_KEEPALI VE_MULTIPLIER = 2.1

5.2. DCNP TLVs used
5.2. 1. Server Announce TLV

This TLV is published when a server is ready to join the system It
i ncludes the node type: cache, source server or proxy; and the node’s
| Pv6 addresses.

5.2.2. Server Distance TLV

Whenever a node receives a new Server Announce TLV, it neasures the
di stance to the new server (for instance by pinging it), and then
publish a Server Distance TLV. This TLV includes the distance and
the public IPv6 of the pinged server

5.3. DNCP Setup

Because this systemis to be inserted in a | SP network, we do not
assune that a nulticast routing protocol is running. Because of
this, we use only unicast conmmunications.

The system includes one or nore nodes called "DNCP Rel ays" that have
fixed addresses. Qher nodes are configured with the addresses of
these rel ays and contact themin unicast on startup. Wen they are
ready, the nodes publish their Server Announce TLV, and start sending
Server Distance TLVs for each Server Announce TLV they receive.
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By extracting the data from DNCP, the proxies can get an idea of
where each server is, and optimze the SR Lists they generate
accordingly. Mreover, as they know that other proxies are using
exactly the sane data, they can know what their decisions will be and
collaborate to a certain extent w thout exchangi ng additionnal data.
6. | ANA Consi derations
This draft includes no requests to | ANA
7. Security Considerations
No security considerations.
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