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Abst ract

Carrier-grade network managenent was optim zed for environments built
with nmonolithic physical nodes and invol ves significant depl oynent,

i ntegration and nai ntenance efforts from network service providers.
The introduction of virtualization technol ogies, fromthe physica
layer all the way up to the application |ayer, however, invalidates
several well-established assunptions in this domain. This draft opens
the di scussion in NFVRG about challenges related to transform ng the
telecomnetwork infrastructure into an agile, nodel-driven production
environnment for communication services. W take inspiration fromdata
center DevQps regarding how to sinplify and aut onate nanagenent
processes for a telecom service provider software-defined
infrastructure (SDI). Finally, we introduce chall enges associ ated
with operationalizing DevQps principles at scale in software-defined
telecomnetworks in three areas related to key nonitoring,
verification and troubl eshooting processes.
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1. Introduction

Carrier-grade network managenent was devel oped as an incrementa
solution once a particular network technol ogy matured and came to be
depl oyed in parallel with | egacy technol ogies. This approach requires
significant integration efforts when new network services are

| aunched. Both centralized and distributed algorithns have been
devel oped in order to solve very specific problens related to
configuration, performance and fault managenent. However, such

al gorithnms consider a network that is by and | arge functionally
static. Thus, nmanagenent processes related to introducing new or

mai ntai ning functionality are conplex and costly due to significant
efforts required for verification and integration

Network virtualization, by means of Software-Defined Networking (SDN)
and Network Function Virtualization (NFV), creates an environnent
where network functions are no |longer static nor stricltly enbedded

i n physical boxes depl oyed at fixed points. The virtualized network
is dynam ¢ and open to fast-paced i nnovation enabling efficient

net wor k managerment and reduction of operating cost for network
operators. A significant part of network capabilities are expected to
becone avail able through interfaces that resenble the APl s w despread
within datacenters instead of the traditional telecom neans of
managenent such as the Sinple Network Managenent Protocol, Comand
Line Interfaces or CORBA. Such an API-based approach, conbined wth
the programuability of fered by SDN interfaces [ RFC7426], open
opportunities for handling infrastructure, resources, and Virtua

Net wor k Functions (VNFs) as code, enploying techniques from software
engi neeri ng.
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The efficiency and integration of existing managenent techniques in
virtuali zed and dynami ¢ network environments are limted, however.
Monitoring tools, e.g. based on sinple counters, physical network
taps and active probing, do not scale well and provide only a snal
part of the observability features required in such a dynanic

envi ronnent. Al t hough huge anounts of nonitoring data can be
collected fromthe nodes, the typical granularity is rather coarse.
Debuggi ng and troubl eshooting techni ques devel oped for software-
defined environments are a research topic that has gathered interest
in the research community in the last years. Still, it is yet to be
expl ored how to integrate theminto an operational network nanagenent
system Moreover, research tools devel oped in acadenia (such as
Net Si ght [H2014], OFRewi nd [W2011], FI owChecker [S2010], etc.) were
limted to solving very particular, well-defined problenms, and
oftentimes are not built for automation and integration into carrier-
grade network operations workfl ows.

The topics at hand have already attracted several standardization
organi zations to look into the issues arising in this new

envi ronnment. For exanple, |ETF working groups have activities in the
area of OCAM and Verification for Service Function Chaining
[I-D.aldrin-sfc-oamfranmework] [I-D.lee-sfc-verification] for Service
Function Chaining. At |IRTF, [RFC7149] asks a set of relevant
questions regardi ng operations of SDNs. The ETSI NFV | SG defines the
MANO i nterfaces [ NFVMANQ , and TMForum i nvesti gates gaps between
these interfaces and existing specifications in [TR228]. The need for
programmatic APIs in the orchestration of conpute, network and
storage resources is discussed in [1-

D. uni fy-nfvrg-chal | enges].

From a research perspective, problens related to operations of

sof t war e- defi ned networks are in part outlined in [ SDNsurvey] and
research referring to both cloud and software-defined networks are
di scussed in [D4.1].

The purpose of this first version of this docunent is to act as a

di scussi on opener in NFVRG by describing a set of principles that are
rel evant for applying DevOps ideas to managi ng sof t ware-defi ned

tel ecom network infrastructures. We identify a set of chall enges
related to developing tools, interfaces and protocols that would
support these principles and how can we | everage standard APlIs for
simplifyi ng managenent tasks.
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2. Software-Defined Tel ecomInfrastructure: Roles and DevQps principles

Agil e nmethods used in many software focused compani es are focused on
rel easing snmall interactions of code tominplenent VNFs with high
velocity and high quality into a production environment. Sinmilarly
Service providers are interested to release incremental inprovenents
in the network services that they create fromvirtualized network
functions. The cycle tinme for DevOps as applied in many open source
projects is on the order of one quarter year or 13 weeks.

The code needs to undergo a significant anount of autonmated testing
and verification with pre-defined tenplates in a realistic setting.
Fromthe point of view of infrastructure managenent, the verification
of the network configuration as result of network policy
deconposition and refinenment, as well as the configuration of virtua
functions, is one of the nost sensitive operations. \Wen

troubl eshooti ng the cause of unexpected behavior, fine-grained
visibility onto all resources supporting the virtual functions
(either conpute, or network-related) is paranount to facilitating
fast resolution times. Wiile conpute resources are typically very
wel | covered by debugging and profiling tool sets based on many years
of advances in software engi neering, progranmable network resources
are a still a novelty and tools exploiting their potential are
scarce.

2.1. Service Devel oper Role

We identify two dinensions of the "developer” role in software-
defined infrastructure (SDI). One dinension relates to deternining
whi ch hi gh-1evel functions should be part of a particular service,
deci di ng what | ogical interconnections are needed between these

bl ocks and defining a set of high-level constraints or goals related
to paraneters that define, for instance, a Service Function Chain.
This could be deternined by the product owner for a particular famly
of services offered by a telecomprovider. O, it might be a key
account representative that adapts an existing service tenplate to
the requirements of a particular custonmer by adding or renoving a
smal | nunber of functional entities. W refer to this person as the
Servi ce Devel oper and for sinplicity (access control, training on
techni cal background, etc.) we consider the role to be internal to
the tel ecom provider

2.2. VNF Devel oper role

The ot her dinmension of the "developer” role is a person that wites
the software code for a new virtual network function (VNF). Depending
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on the actual VNF being devel oped, this person might be internal or
external to the telecomprovider. W refer to them as VNF Devel opers.

2.3. Qperator role

The role of an Qperator in SDI is to ensure that the depl oynent
processes were successful and a set of performance indicators
associated to a service are net while the service is supported on
virtual infrastructure within the domain of a tel ecom provider

Systemintegration roles are inportant and we intend to approach them
in a future reversion of this draft.

2.4. DevQps Principles

In line with the generic DevOps concept outlined in [ DevQpsP], we
consider that these four principles as inportant for adapting DevQOps
i deas to SDI:

* Deploy with repeatable, reliable processes: Service and VNF

Devel opers shoul d be supported by automated build, orchestrate and
depl oy processes that are identical in the devel opnent, test and
production environnents. Such processes need to be nade reliable and
trusted in the sense that they should reduce the chance of human
error and provide visibility at each stage of the process, as well as
have the possibility to enable manual interactions in certain key

st ages.

* Devel op and test against production-like systens: both Service
Devel opers and VNF Devel opers need to have the opportunity to verify
and debug their respective SDI code in systens that have
characteristics which are very close to the production environnent
where the code is expected to be ultimtely depl oyed. Custoni zations
of Service Function Chains or VNFs could thus be released frequently
to a production environment in conpliance with policies set by the
Operators. Adequate isolation and protection of the services active
in the infrastructure fromservices being tested or debugged shoul d
be provided by the production environment.

* Monitor and validate operational quality: Service Devel opers, VNF
Devel opers and Operators nust be equipped with tools, automated as
much as possible, that enable to continuously nonitor the operationa
quality of the services deployed on SDI. Mnitoring tools should be
compl enented by tools that allow verifying and validating the
operational quality of the service in line with established
procedures whi ch m ght be standardi zed (for exanple, Y.1564 Ethernet
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Activation [Y1564]) or defined through best practices specific to a
particul ar tel ecom operator.

* Anplify devel opment cycl e feedback | oops: An integral part of the
DevOps ethos is building a cross-cultural environnent that bridges
the cultural gap between the desire for continuous change by the
Devel opers and the denmand by the Operators for stability and
reliability of the infrastructure. Feedback from custoners is
collected and transm tted throughout the organization. Froma
techni cal perspective, such cultural aspects could be addressed

t hrough comon sets of tools and APls that are ainmed at providing a
shared vocabul ary for both Devel opers and Operators, as well as
sinplifying the reproduction of problematic situations in the

devel opnent, test and operations environnments.

Net wor k operators that would like to nove to agile nethods to depl oy
and nanage their networks and services face a different environnent
conmpared to typical software conpanies where sinplified trust

rel ati onshi ps between personnel are the norm In such conpanies, it
is not uncommon that the same person nmay be rotating between
different roles. In contrast, in a telecomservice provider, there
are strong organi zati onal boundaries between suppliers (whether in
Devel oper roles for network functions, or in Qperator roles for

out sourced services) and the carrier’s own personnel that m ght also
take both Devel oper and Operator roles. How DevOps principles reflect
on these trust relationships and to what extent initiatives such as
co-creation could transformthe environnment to facilitate cl oser Dev
and Ops integration across business boundaries is an interesting area
for business studies, but we could not for nowidentify a specific

t echnol ogi cal chal |l enge.

3. Continuous Integration

Software integration is the process of bringing together the software
component subsystens into one software system and ensuring that the
subsystens function together as a system Software integration can
apply regardless of the size of the software conponents. The

obj ective of Continuous Integration is to prevent integration

probl ens close to the expected rel ease of a software devel opnent
project into a production (operations) environnent. Continuous
Integration is therefore closely coupled with the notion of DevQps as
a mechanismto ease the transition from devel opnment to operations.

Continuous integration may result in nultiple builds per day. It is
al so typically used in conjunction with test driven devel opnent
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approaches that integrate unit testing into the build process. The
unit testing is typically automated through build servers. Such
servers may inplenent a variety of additional static and dynamc
tests as well as other quality control and docunentation extraction
functions. The reduced cycle tinmes of continuous enabl e inproved
software quality by applying snall efforts frequently.

Conti nuous Integration applies to devel opers of VNF as they integrate
the conponents that they need to deliver their VNF. The VNFs may
contain conponents devel oped by different teans within the VNF
Provider, or nmay integrate code devel oped externally - e.g. in
comercial code libraries or in open source conmunities.

Service providers al so apply continuous integration in the

devel opment of network services. Network services are conprised of
various aspects including VNFs and connectivity within and between
themas well as with various associated resource authorizations. The
conponents of the networks service are all dynanmic, and largely
represented by software that nmust be integrated regularly to maintain
consi st ency. Some of the software components that Service Providers
may be sourced from VNF Providers or from open source conmmunities
Service Providers are increasingly notivated to engage w th open
Source comunities [CSandS]. Open source interfaces supported by open
source comunities may be nore useful than traditional paper
interface specifications. Even where Service Providers are deeply
engaged in the open source comunity (e.g. OPNFV) many service
providers may prefer to obtain the code through sonme software

provi der as a business practice. Such software providers have the
same interests in software integration as other VNF providers.

4. Continuous Delivery

The practice of Continuous Delivery extends Continuous Integration by
ensuring that the software checked in on the mainline is always in a
user depl oyabl e state and enabl es rapid depl oynent by those users.

5. Stability Chall enges

The di nensions, dynanmicity and heterogeneity of networks are grow ng
continuously. Mnitoring and nmanagi ng the network behavior in order
to nmeet technical and business objectives is beconmi ng increasingly
compl i cated and chal | engi ng, especially when considering the need of
predicting and tam ng potential instabilities.
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In general, instability in networks may have prinmary effects both

j eopardi zi ng the performance and conprom sing an optim zed use of
resources, even across nultiple layers: in fact, instability of end-
to-end conmuni cati on paths nay depend both on the underlying
transport network, as well as the higher |evel conponents specific to
flow control and dynam c routing. For exanple, argunments for

i ntroduci ng advanced fl ow adni ssion control are essentially derived
fromthe observation that the network otherw se behaves in an
inefficient and potentially unstable manner. Even with resources over
provi sioning, a network without an efficient flow adn ssion control
has instability regions that can even |ead to congestion collapse in
certain configurations. Another exanple is the instability which is
characteristic of any dynamically adaptive routing system Routing
instability, which can be (informally) defined as the quick change of
networ k reachability and topol ogy information, has a number of
possi bl e origins, including problens with connections, router
failures, high levels of congestion, software configuration errors,
transi ent physical and data link problenms, and software bugs.

As a matter of fact, the states nonitored and used to inplenment the
different control and nanagenment functions in network nodes are
governed by several |owlevel configuration conmands (today stil

done nostly manual ly). Further, there are several dependenci es anong
these states and the | ogic updating the states (nobst of which are not
kept aligned automatically). Normally, high-1evel network goals (such
as the connectivity matrix, |oad-balancing, traffic engineering
goal s, survivability requirenments, etc) are translated into | ow|eve
configuration comands (nostly nmanual ly) individually executed on the
network elenents (e.g., forwarding table, packet filters, |ink-
schedul i ng wei ghts, and queue- nanagenent paraneters, as well as
tunnel s and NAT nappings). Network instabilities due to configuration
errors can spread fromnode to node and propagate throughout the

net wor k.

DevOps in the data center is a source of inspiration regarding howto
sinplify and aut omate nanagenent processes for software-defined
infrastructure

As a specific exanmple, automated configuration functions are expected
to take the formof a "control |oop" that nonitors (i.e., neasures)
current states of the network, perfornms a conputation, and then
reconfigures the network. These types of functions nust work
correctly even in the presence of failures, variable delays in
communi cating with a distributed set of devices, and frequent changes
in network conditions. Neverthel ess cascadi ng and nesting of

aut omat ed configuration processes can |lead to the energence of non-

I i near network behaviors, and as such sudden instabilities (i.e.
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identical local dynanmic can give rise to widely different gl oba
dynani cs) .

6. Consistency, Availability and Partitioning Chall enges

The CAP theorem [ CAP] states that any networked shared-data system
can have at nost two of following three properties: 1) Consistency
(C) equivalent to having a single up-to-date copy of the data; 2)
high Availability (A) of that data (for updates); and 3) tol erance to
network Partitions (P)

Looking at a telecom SDI as a distributed conputational system
(routing/forwardi ng packets can be seen as a conputational problemn
just two of the three CAP properties will be possible at the same
time. The general idea is that 2 of the 3 have to be chosen. CP favor
consi stency, AP favor availability, CA there are no partition. This
has profound inplications for technol ogies that need to be devel oped
inline with the "deploy with repeatable, reliable processes"
principle for configuring SDI states. Latency or delay and
partitioning properties are closely related, and such rel ation
becones nore inportant in the case of tel ecomservice providers where
Devs and Ops interact with widely distributed infrastructure.
Limtations of interactions between centralized managenent and
distributed control need to be carefully exam ned in such
environments. Traditionally connectivity was the nmain concern: C and
A was about delivering packets to destination. The features and
capabilities of SDN and NFV are changing the concerns: for exanple
in SDN, control plane Partitions no |onger inply data pl ane
Partitions, so A does not inply C. In practice, CAP reflects the need
for a bal ance between | ocal/distributed operations and

renote/ centralized operations.

Furthernmore to CAP aspects related to individual protocols,

i nt erdependenci es between CAP choices for both resources and VNFs
that are interconnected in a forwardi ng graph need to be consi dered.
This is particularly relevant for the "Mnitor and Validate
Operational Quality" principle, as apart fromtransport protocols,
most OAM functionality is generally configured in processes that are
separated fromthe configuration of the nonitored entities. Al so,
partitioning in a nonitoring plane inplenented through VNFs executed
on conpute resources does not necessarily nmean that the datapl ane of
the nmonitored VNF was partitioned as well
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7. bservability Chall enges

Monitoring algorithnms need to operate in a scal able manner while
providing the specified | evel of observability in the network, either
for operation purposes (Ops part) or for debugging in a devel opnent
phase (Dev part). W consider the follow ng challenges:

* Scalability - relates to the granularity of network observability,
comput ational efficiency, comunication overhead, and strategic
pl acenment of nonitoring functions.

* Distributed operation and informati on exchange between nonitoring
functions - nmonitoring functions supported by the nodes may perform
specific operations (such as aggregation or filtering) locally on the
coll ected data or within a defined data nei ghborhood and forward only
the result to a managenent system Such operation may require
nmodi fi cations of existing standards and devel opnent of protocols for
efficient information exchange and messagi ng between nonitoring
functions. Different levels of granularity may need to be offered for
the data exchanged t hrough the interfaces, depending on the Dev or
Ops role.

* Configurability and conditional observability - nonitoring
functions that go beyond neasuring sinple netrics (such as delay, or
packet | oss) require expressive nonitoring annotation | anguages for
describing the functionality such that it can be programmed by a
controller. Mnitoring algorithms inplenmenting self-adaptive

nmoni toring behavior relative to |l ocal network situations may enpl oy
such annotation | anguages to receive high-level objectives (KPIs
controlling tradeoffs between accuracy and neasurenent frequency, for
exanpl e) and conditions for varying the neasurenment intensity.

* Automation - includes mapping of nonitoring functionality froma
| ogi cal forwarding graph to virtual or physical instances executing
in the infrastructure, as well as placenent and re-placenent of

moni toring functionality for required observability coverage and
configuration consistency upon updates in a dynam ¢ network

envi ronnent .

8. Verification Challenges

Enabl i ng ongoing verification of code is an inportant goal of
continuous integration as part of the data center DevOps concept. In
a telecom SDI, service definitions, deconpositions and configurations
need to be expressed in nmachi ne-readabl e encodi ngs. For exanpl e,
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configuration paraneters could be expressed in terns of YANG data
nmodel s. However, the infrastructure nanagenment |ayers (such as

Sof t war e- Defi ned Network Controllers and Orchestration functions)

m ght not always export such machi ne-readabl e descriptions of the
runtime configuration state. In this case, the nmanagenent |ayer
itself could be expected to include a verification process that has
the same chal |l enges as the stand-al one verification processes we
outline later in this section. In that sense, verification can be
considered as a set of features providing gatekeeper functions to
verify both the abstract service nodels and the proposed resource
configuration before or right after the actual instantiation on the
infrastructure | ayer takes place.

A verification process can involve different |ayers of the network
and service architecture. Starting froma high-level verification of
the custonmer input (for exanple, a Service Gaph as defined in [I-
D.uni fy-nfvrg-chal |l enges]), the verification process could go nore in
depth to reflect on the Service Function Chain configuration. At the
| owest |ayer, the verification would handl e the actual set of
forwardi ng rul es and other configuration paraneters associated to a
Servi ce Function Chain instance. This enables the verification of
nore quantitative properties (e.g. conpliance with resource
availability), as well as a nore detailed and precise verification of
t he abovenenti oned topol ogi cal ones. Existing SDN verification tools
coul d be deployed in this context, but the majority of themonly
operate on flow space rul es conmonly expressed usi ng OpenFl ow synt ax.

Mor eover, such verification tools were designed for networks where
the flow rules are necessary and sufficient to determ ne the
forwarding state. This assunption is valid in networks conposed only
by network functions that forward traffic by analyzing only the
packet headers (e.g. sinple routers, stateless firewalls, etc.).
Unfortunately, nost of the real networks contain active network
functions, represented by m ddl e-boxes that dynam cally change the
forwardi ng path of a flow according to function-local algorithns and
an internal state (that is based on the received packets), e.g. |oad
bal ancers, packet marki ng nodul es and intrusion detection systens.
The existing verification tools do not consider active network
functions because they do not account for the dynam c transformation
of an internal state into the verification process.

Defining a set of verification tools that can account for active
network functions is a significant challenge. In order to perform
verification based on formal properties of the system the interna
states of an active (virtual or not) network function would need to
be represented. Although these states would increase the verification
process conplexity (e.g., using sinple nodel checking would not be
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feasible due to state explosion), they help to better represent the
forwardi ng behavior in real networks. A way to address this challenge
is by attenpting to summarize the internal state of an active network
function in a way that allows for the verification process to finish
within a reasonable time interval

9. Troubl eshooti ng Chal |l enges

One of the problens brought up by the conplexity introduced by NFV
and SDN is pinpointing the cause of a failure in an infrastructure
that is under continuous change. Devel oping an agile and | ow

mai nt enance debuggi ng mechani smfor an architecture that is conprised
of multiple layers and di screte conponents is a particularly
chal l enging task to carry out. Verification, observability, and
probe-based tools are key to troubl eshooting processes, regardl ess
whet her they are followed by Dev or Ops personnel

* Aut omat ed troubl eshooti ng wor kf | ows

Failure is a frequently occurring event in network operation
Therefore, it is crucial to nonitor components of the system
periodically. Mreover, the troubl eshooting system should search for
the cause automatically in the case of failure. If the systemfollows
a multi-layered architecture, nonitoring and debuggi ng actions shoul d
be performed on conponents fromthe topnost |ayer to the bottom | ayer
in a chain. Likew se, the result of operations should be notified in
reverse order. In this regard, one should be able to define

nmoni tori ng and debuggi ng actions through a common interface that

enpl oys | ayer hopping |ogic. Besides, this interface should all ow
fine-grained and autonmati c on-demand control for the integration of
other nonitoring and verification nechanisns and tools.

* Troubl eshooting with active measurenent nethods

Besi des detecting network changes based on passively collected

i nformati on, active probes to quantify delay, network utilization and
loss rate are inportant to debug errors and to evaluate the
performance of network elements. Wile tools that are effective in
determ ning such conditions for particular technol ogi es were
specified by | ETF and ot her standardi zati on organi zation, their use
requires a significant anount of nmanual |abor in terns of both
configuration and interpretation of the results; see al so Section
Error! Reference source not found.

In contrast, nethods that test and debug networks systematically

based on nodel s generated fromthe router configuration, router
interface tables or forwarding tables, would significantly sinplify
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managenent . They coul d be nmade usabl e by Dev personnel that have
little expertise on diagnosing network defects. Such tools naturally
I end thenmselves to integration into conplex troubl eshooting workfl ows
that could be generated autonmatically based on the description of a
particul ar service chain. However, there are scalability challenges
associ ated with deploying such tools in a network. Sone tools may
poll each networking device for the forwarding table information to
cal cul ate the m ni mum nunber of test packets to be transnmitted in the
networ k. Therefore, as the network size and the forwarding table size
i ncrease, forwarding table updates for the tools nay put a non-
negligible load in the network.

10. Progranmmabl e network managenent

The ability to autonate a set of actions to be perforned on the
infrastructure, be it virtual or physical, is key to productivity
i ncreases followi ng the application of DevOps principles. Previous
sections in this docunent touched on different dinensions of
programabi lity:

- Section 6 approached progranmability in the context of devel oping
new capabilities for nonitoring and for dynanmically setting
configuration paraneters of depl oyed nonitoring functions

- Section 7 reflected on the need to determ ne the correctness of
actions that are to be inflicted on the infrastructure as result
of executing a set of high-level instructions

- Section 8 considered progranmability in the perspective of an
interface to facilitate dynam c orchestrati on of troubl eshooting
steps towards building workflows and for reducing the manual steps
required in troubl eshooting processes

We expect that programmabl e network nmanagenent - along the Iines of
[RFC7426] - will draw nore interest as we nove forward. For
exanple,in [I-D.unify-nfvrg-challenges], the authors identify the
need for presenting programmabl e interfaces that accept instructions
in a standards-supported manner for the Two-way Active Measurenent
Pr ot ocol (TWAMP) TWAMP protocol. Mrre specifically, an excellent
exanple in this case is traffic nmeasurements, which are extensively
used today to determi ne SLA adherence as well as debug and

troubl eshoot pain points in service delivery. TWAMP is both widely

i mpl emented by all established vendors and depl oyed by nost gl obal
operators. However, TWAMP nanagenent and control today relies solely
on diverse and proprietary tools provided by the respective vendors
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11.

of the equipnent. For large, virtualized, and dynamically
instantiated infrastructures where network functions are placed
according to orchestration al gorithns proprietary nechanisns for
managi ng TWAMP neasurenents have severe limtations. For exanpl e,
today’s TWAMP i npl enent ati ons are managed by vendor-specific,
typically command-line interfaces (CLI), which can be scripted on a
pl atformby-platformbasis. As a result, although the control and
test measurement protocols are standardi zed, their respective
managenent is not. This hinders dramatically the possibility to

i ntegrate such deployed functionality in the SP-DevOps concept. In
this particular case, recent efforts in the | PPM WG

[I-D.crerjp-i ppmtwanp-yang] aimto define a standard TWAMP dat a
nodel and effectively increase the programmability of TWAMP

depl oynents in the future

Data center DevOps tools, such as those surveyed in [D4.1], devel oped
proprietary nethods for describing and interacting through interfaces
with the nmanaged infrastructure. Wthin certain conmunities, they
becane de-facto standards in the same way particular CLIs becane de-
facto standards for Internet professionals. Although open-source
components and a strong comunity invol vement exists, the diversity
of the new | anguages and interfaces creates a burden for both vendors
in terns of choosing which ones to prioritize for support, and then
devel opi ng the functionality and operators that determ ne what fits
best for the requirenments of their systens.

DevOps Perfornance Metrics

Defining a set of nmetrics that are used as performance indicators is
i mportant for service providers to ensure the successful depl oynent
and operation of a service in the software-defined tel ecom
infrastructure

We identify three types of considerations that are particularly

rel evant for these nmetrics: 1) technical considerations directly
related to the service provided, 2) process-rel ated consi derations
regardi ng the depl oynent, maintenance and troubl eshooting of the
service, i.e. concerning the operation of VNFs, and 3) cost-rel ated
consi derations associated to the benefits fromusing a Software-
Defi ned Tel ecom Infrastructure

First, technical performance netrics shall be service-dependent/-
oriented and nmay address inter-alia service performance in terms of
del ay, throughput, congestion, energy consunption, availability, etc.
Accept abl e performance | evels should be napped to SLAs and the
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12.

13.

14.

Mei

requirenents of the service users. Metrics in this category were
defined in | ETF working groups and ot her standardization

organi zations with responsibility over particular service or

i nfrastructure descriptions.

Second, process-related netrics shall serve a w der perspective in
the sense that they shall be applicable for multiple types of
services. For instance, process-related netrics may include: nunber
of probes for end-to-end QoS nonitoring, nunber of on-site

i nterventions, nunber of unused al arns, nunber of configuration

m st akes, incident/trouble delay resolution, delay between service
order and deliver, or nunber of self-care operations.

Third, cost-related netrics shall be used to nonitor and assess the
benefit of enploying SDI conpared to the usage of |egacy hardware
infrastructure with respect to operational costs, e.g. possible man-
hours reductions, elimnation of deploynment and configuration

ni st akes, etc.

Finally, identifying a nunber of highly relevant nmetrics for DevQOps
and especially nmonitoring and neasuring themis highly chall enging
because of the anpunt and availability of data sources that could be
aggregated within one such netric, e.g. calculation of human
intervention, or secret aspects of costs.

Security Considerations
TBD
| ANA Consi derations

This meno includes no request to | ANA
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