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Abstract

The introduction of network and service functionality virtualization
in carrier-grade networks pronises inproved operations in terns of
flexibility, efficiency, and nmanageability. In current practice,
virtualization is controlled through orchestrator entities that
expose programabl e i nterfaces according to the underlying resource
types. Typically this nmeans the adoption of, on the one hand,
establ i shed data center conpute/storage and, on the other, network
control APlIs which were originally developed in isolation. Arguably,
the possibility for innovation highly depends on the capabilities and
openness of the aforenentioned interfaces. This docunent introduces
in sinple terms the problens arising when one follows this approach
and notivates the need for a high level of programmability beyond
policy and service descriptions. This docunent also sunmarizes the
chal l enges related to orchestration programming in this unified cloud
and carrier network production environnent. A subsequent problemis
the resource orchestration. This is handled separately in

[1-D. caszpe-nfvrg-orchestration-chall enges] and will be nerged in the
next iteration of this docunent.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
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wor ki ng documents as Internet-Drafts. The list of current Internet-
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1. Introduction

To a large degree there is agreenent in the network research
practitioner, and standardi zation conmunities that rigid network
control limts the flexibility and nanageability of speedy service
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creation, as discussed in [NSC] and the references therein. For
instance, it is not unusual that today an average service creation
time cycle exceeds 90 hours, whereas given the recent advances in
virtualization and cloudification one would be interested in service
creation tinmes in the order of minutes [EU 5GPPP-Contract] if not
seconds.

Fl exi bl e service definition and creation start by formalizing the
service into the concept of network function forwardi ng graphs, such
as the ETSI VNF Forwardi ng Graph [ ETSI-NFV-Arch] or the ongoi ng work
in |ETF [I-D.ietf-sfc-problemstatenent]. These graphs represent the
way in which service end-points (e.g., customer access) are
interconnected with a set of selected network functionalities such as
firewalls, |oad bal ancers, and so on, to deliver a network service
Servi ce graph representations formthe input for the managenent and
orchestration to instantiate and configure the requested service.

For exanple, ETSI defined a Managenent and Orchestration ( MANO
framework in [ETSI-NFV-MANCO. W note that throughout such a
managenment and orchestration framework different abstracti ons may
appear for separation of concerns, roles or functionality, or for

i nformati on hiding.

Conpute virtualization is central to the concept of Network Function
Virtualization (NFV). However, carrier-grade services denand that

al |l conponents of the data path, such as Network Functions (NFs),
virtual NFs (VNFs) and virtual links, meet key performance
requirenents. In this context, the inclusion of Data Center (DC)

pl atforns, such as QpenStack [OpenStack], into the SDN i nfrastructure
is far fromtrivial.

In this document we exam ne the problens arising as one combines
these two fornmerly isolated environnents in an effort to create a
uni fi ed production environment and di scuss the associ ated energi ng
chal l enges. Qur goal is the definition of a production environnent
that allows nulti-vendor and nulti-donain operati on based on open and
i nteroperabl e inplenentations of the key entities described in the
remai nder of this docunent.

2. Terns and Definitions
We use the term conpute and "conpute and storage" interchangeably
t hr oughout the document. Moreover, we use the follow ng definitions,
as established in [ ETSI-NFV-Arch]:
NFV:  Network Function Virtualization - The principle of separating

network functions fromthe hardware they run on by using virtua
har dwar e abstracti on.
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NFVI PoP: NFV Infrastructure Point of Presence - Any conbination of
virtualized conpute, storage and network resources.

NFVI:  NFV Infrastructure - Collection of NFVI PoPs under one
orchestrator.

VNF: Virtualized Network Function - a software-based network
function.

VNF FG Virtualized Network Function Forwarding Graph - an ordered
list of VNFs creating a service chain.

MANO  Managenent and Orchestration - In the ETSI NFV framewor k
[ ETSI - NFV-MANC], this is the global entity responsible for
managenent and orchestration of NFV lifecycle.

Further, we make use of the follow ng terns:

NF:  a network function, either software-based (VNF) or appliance-
based.

SW a (routing/switching) network elenent with a programmbl e
control plane interface.

DC. a data center network elenment which in addition to a
programuabl e control plane interface offers a DC control interface

LSI: Logical Switch Instance - a software switch instance.
CN:  an elenment equipped with conpute and/or storage resources.

UN:  Universal Node - an innovative elenent that integrates and
manages in a unified platformboth conmpute and networ ki ng
conmponents.

3. Motivations

Figure 1 illustrates a sinple service graph conprising three network
functions (NFs). For the sake of sinplicity, we will assune only two
types of infrastructure resources, nanely SW and DCs as per the
term nol ogy i ntroduced above, and ignore appliance-based NFs for the
time being. The goal is to inplenent the given service based on the
avai |l abl e infrastructure resources.
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fr2 +---+fr3
+->0- | NF2| - o- +

| 4 +---+ 5|
+--+ | V +---+
1-->0-| NF1|-0----------- >0- | NF3| - 0-->8
2 +---+ 3 frl 6 +---+7

Figure 1: Service graph

The service graph definition contains NF types (NF1, NF2, NF3) al ong
with the

0o corresponding ports (NF1:{2,3}; NF2:{4,5}; NF3:{6,7})

0 service access points {1,8} corresponding to infrastructure
resour ces

o definition of forwarding behavior (fr1, fr2, fr3)

The forwardi ng behavi or contains classifications for matching of
traffic fl ows and correspondi ng out bound forwardi ng actions.

Assume now that we would |like to use the infrastructure (topol ogy,
network and software resources) depicted in Figure 2 and Figure 3 to
i mpl ement the aforenentioned service graph. That is, we have three
SW and two Points of Presence (PoPs) with DC software resources at
our di sposal

+---+
+--|SVB|--+
|t
+---+ [ [ +---+
1 | PoP| +---+ +---+ | PoP) 8
0--|DCl|----| S| ------ | SW |---|DC2|--0
+---+ +---+ +---+ +---+
[---SP1---][-------- SP2------- 1[---SP3----]

Figure 2: Infrastructure resources
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Fomme e oo +
| +----+ |PoP DC (== NFVI PoP)
| | ONT
|t
[
|t

0-+--| SW|--+-0
|t
oo +

Figure 3: A virtualized Point of Presence (PoP) with software
resources (Conpute Node - CN)

[ S +
+----+ | UN
| | CN| |
O-+--+----+--+-0
| | sSw| |
| +----t
[ S +

Figure 4: Universal Node - an innovative elenent that integrates on
the same platformboth conpute and networki ng conponents

In the sinplest case, all resources would be part of the same service
provi der (SP) domain. W need to ensure that each entity in Figure 2
can be procured froma different vendor and therefore
interoperability is key for nulti-vendor NFVI deploynment. Wthout
such interoperability different technol ogies for data center and
network operation result in distinct technol ogy domains within a
single carrier. Milti-technology barriers start to energe hindering
the full programmuability of the NFVI and limting the potential for
rapi d service depl oynent.

We are also interested in a multi-operation environnment, where the
roles and responsibilities are distributed according to sone

organi zational structure within the organization. Finally, we are
interested in nmulti-provider environnent, where different
infrastructure resources are available fromdifferent service
providers (SPs). Figure 2 indicates a nulti-provider environment in
the I ower part of the figure as an exanple. W expect that this type
of deploynents will beconme nore common in the future as they are well
suited with the elasticity and flexibility requirements [ NSC].

Figure 2 al so shows the service access points corresponding to the
overarching domain view, i.e., {1,8}. In order to deploy the service
graph of Figure 1 on the infrastructure resources of Figure 2, we
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will need an appropriate mappi ng which can be inplenmented in
practi ce.

Figure 3 shows the structure of a PoP DC that presents conpute and
network resources while Figure 4 shows the structure of the Universa
Node (UN), an innovative elenent that integrates on the sanme platform
bot h conpute and networki ng conponents and that could be used in the
infrastructure as an alternative to elements depicted in Figure 2 for
what concerns network and/or conpute resources.

In Figure 5 we illustrate a resource orchestrator (RO as a
functional entity whose task is to nap the service graph to the

i nfrastructure resources under sone service constraints and taking
into account the NF resource descriptions.

fr2 +---+ fr3
+->0-| NF2| - o- +

| 4 +--+5 |
+---+| V +---+
1-->0-|NF1l|-0----------- >0- | NF3| - 0-->8
2 +---+ 3 fri 6 +---+7
I
I
L + \/ SPO
[ NF | S R T +
| Resour ce| ==>| Resource Orchestrator|==> MAPPI NG
| Descr. | | (RO I
Fome - I e L T +
I\
|
I
+o- -+
+--| SWB| - -+
|+
+---+ | | +---+
1 | PoP| +-- -+ +-- -+ | POP| 8
o--|DCL|----- | S\2| - ---- | SW| ----| DC2| --0
+o- -+ +o- -+ +o- -+ +o- -+
[---SP1---][-------- SP2------- 1[---SP3----]
[--------mmm e - - SPO------------------- ]

Figure 5: Resource Orchestrator: infornmation base, inputs and out put
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NF resource descriptions are assunmed to contain information necessary
to map NF types to a choice of instantiable VNF flavor or a selection
of an al ready depl oyed NF appliance and networki ng demands for
different operational policies. For exanple, if energy efficiency is
to be considered during the decision process then infornmation rel ated
to energy consunption of different NF flavors under different
conditions (e.g., network |oad) should be included in the resource
descri ption.

Note that we al so introduce a new service provider (SP0O) which
effectively operates on top of the virtualized infrastructure offered
by SP1, SP2 and SP3.

In order for the ROto execute the resource mapping (which in genera
is a hard problem) it needs to operate on the conbined control plane
illustrated in Figure 6. 1In this figure we nmark clearly that the
interfaces to the conpute (DC) control plane and the SDN (SW contro
pl ane are distinct and inplemented through different interfaces/APIs.
For exanple, Icl could be the Apache C oudStack APlI, while Ic2 could
be a control plane protocol such as ForCES or OpenFl ow [ RFC7426]. In
this case, the orchestrator at SPO (top part of the figure) needs to
mai ntain a tight coordination across this range of interfaces.
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o e +
| Orchestr. |
[ SPO [
_____ +_________+_____
/ | \
/ Vlc2 \
| A + |
lcl V | SDN Cirl | V 1c3
Fomm e + | SpP2 | Fomm e +
| Comp Ctrl| e + | Comp Ctrl|
| SP1 | A A | SP3 |
Fomm o + +- - - V ----+ L +
| oo |
I I | SV8 | I I
\Y [ +----+ [ \Y
+----+ v \ \Y +----+
1 |PoP | +----+ +----+ | POP | 8
0--|DCL |----|SW [------ |SW |----|DC2 |--0
oot oot oot oot
[----SP1---1[--------- SP2-------- 1[---SP3----]
R SPO------------em - ]

Figure 6: The RO Control Plane view. Control plane interfaces are
indicated with (line) arrows. Data plane connections are indicated
with sinple lines.

In the real -world, however, orchestration operations do not stop, for

exanple, at the DCl | evel as depicted in Figure 6. |If we (so-to-
speak) "zoominto" DCl1 we will see a sinmilar pattern and the need to
coordi nate SWand DC resources within DC1 as illustrated in Figure 7

As depicted, this edge PoP includes conmpute nodes (CNs) and SW which
in nost of the cases will also contain an internal topol ogy.

In Figure 7, IcAis an interface sinmlar to Ic2 in Figure 6, while
IcB could be, for exanple, OpenStack Nova or similar. The Northbound
Interface (NBlI) to the Conpute Controller can use Icl or 1c3 as shown
in Figure 6.
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NBI
I
Fomm - oo - - +
| Comp Ctrl|
Foemmmmaas +
L pp——
IcAV | IcB:to CNs
[ + \Y
| SDN Ctrl | | | ext port
Fomm e - + +---+ +---+
t o] SW | SW | | SW |
+-> B i U S S
Y I I
T N R
+---+ +- - ++ - 4+ "Moo+
| SW | | SW | | SW | | SW |
+---+ B B B

I A A I I R B

B T T s i S S S
I[CNL [ONF [ON[CNF [ONF[CNF [ ON O
B s S S S A S e T

Figure 7: PoP DC Network with Conpute Nodes (CN)

In turn, each single Conpute Node (CN) may al so have internal

swi tching resources (see Figure 8). In a carrier environment, in
order to neet data path requirenents, allocation of conpute node
internal distributed resources (blades, CPU cores, etc.) nmay becone
equi val ently inportant.

+-+ -+ -+ -+
M IV VY
[N INCINE [N
IFlIFl IFl |Fl
+-+ -+ -+ -+
o I

B T L i g

[LSI| |LSI| |LSI|
B e L i g

|/ I
+---+ +---+
| NI C| | NI C|
+--- 4 +--- 4

Fi gure 8: Conpute Node with internal sw tching resource
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Based on the recursion principles shown above and the conplexity
implied by separate interfaces for conpute and network resources, one
could imagi ne a recursive programmatic interface for joint conpute,
storage and network provisioning as depicted in Figure 9.

Fomme oo - +
| Service |
| Orchestr. |
Fomm e o +
I
I
V U
e e e e e oo +

| Unified Recurrent |
| Control (URC) |

e e e e e e e e e e e e mmaa s +
/ | \
/ vV U \
I Hooo-oo--- + I
U V | URC | vV U
Fomm - oo - - + | | Fomm - oo - - +
[ URC [ [ S + [ URC [
I I N I I
S Ry + +- - - V ----+ R +
I Ho- oot I
I I | SVB | I I
V | +----+ | V
+----+ v \ \Y +----+
1 | PoP | +----+ +----+ | POP | 8
o--|DCL |----|SW |------ | SWH |----|DC2 |--0
+o- - -+ +o- - -+ +o- - -+ +o- - -+
[----SP1---][--------- SP2-------- 1[---SP3----]

Figure 9: The RO Control Plane view considering a recursive
programmatic interface for joint conpute, storage and network
provi si oni ng

In Figure 9, Icl, Ic2 and Ic3 of Figure 6 have been substituted by
the recursive progranmmatic interface Uto use for both conpute and
network resources and we find also the Unified Recurrent Contro
(URC), an elenment that perfornms both conpute and network control and
that can be used in a hierarchy structure.

Consi dering the use of the recursive programmatic interface U and the

Uni fied Recurrent Control, the PoP DC Network structure with Conpute
Nodes vi ew changes as reported in Figure 10.

Szabo, et al. Expi res January 9, 2017 [ Page 11]



Internet-Draft UNI FY Chal | enges

July 2016

NBI
I
Fomm - oo - - +
| URC |
Foemmmmaas +
L pp——
u Vv | Uto CNs
[ + \V
[ URC | | | ext port
Fomm e - + +---+ +---+
t o] SW | SW | | SW |
+-> B i U S S
Y =" I I
R T
+---+ +- - ++ - 4+ "Moo+
| SW | | SW | | SW | | SW |
+---+ B B B

R e S S SR S S S S e
[CNl [CN| [CN| [CN  [CN | CN
I T S SERE S SUpET S S

Fo-t -+
| CN|
oo+ -+

| CNI

Fi gure 10: PoP DC Network with Conpute Nodes (CN) considering the U

interface and the URC el enent
4. Pr obl em St at enment

The notivational exanples of Section 3 illustrate
conmpute virtualization and network virtualization
connected. In particular Figure, 3 shows that in
not only conpute resources (CNs) but al so network
and so it illustrates that conmpute virtualization

that al nost al ways
are tightly

a PoP DC there are
resources (Sw),
implicitly involves

network virtualization unless we consider the unlikely scenario where
dedi cated network elenents are used to interconnect the different

vi rtual
i mpl ement Fl exi bl e Service Chai ning).

networ k functions inplenented on the conpute nodes (e.g.
On the other

to

hand, consi dering

a network scenario nmade not only of just pure SDN network el enents
(SW) but also of conpute resources (CNs) or SDN network nodes that

are equi pped also with conpute resources (UNs),
that virtualized network resources, if offered to
virtualization of conpute resources,

it

is very likely
clients, inply

unl ess we consider the unlikely

scenari o where dedicated conpute resources are available for every

virtual i zed net wor k.

Fur t her nor e,

virtualization often | eads to scenari os of

recur si ons

with clients redefining and reselling resources and services at

different |evels.
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We argue that given the multi-level virtualization of conpute,
storage and networ k domai ns, automation of the correspondi ng resource
provi sioning could be nore easily inplenented by a recursive
programmatic interface. Existing separated conpute and network
programm ng interfaces cannot easily provide such recursions and
cannot always satisfy key requirement for nmulti-vendor, nulti-
technol ogy and mul ti-provider interoperability environments.
Therefore we foresee the necessity of a recursive programmtic
interface for joint conpute, storage and network provisioning.

5. Chal |l enges

We summarize in this section the key questions and chal |l enges, which
we hope will initiate further discussions in the NFVRG comunity.

5.1. Ochestration

Firstly, as notivated in Section 3, orchestrating networking
resources appears to have a recursive nature at different |evels of
the hierarchy. Wuld a programmatic interface at the comnbined
comput e and network abstraction better support this recursive and
constrai nt-based resource allocation?

Secondly, can such a joint conpute, storage and network progranmatic
interface allow an autonated resource orchestration simlar to the
recursive SDN architecture [ ONF- SDN- ARCH] ?

Thirdly, can such a joint conpute, storage and network programmtic
interface realize the functionally of an SFC Control pl ane
[I-D.ietf-sfc-control-plane]? Qur initial mapping and proof of
concept experinentations are docunented in
[1-D.unify-sfc-control -pl ane-exp].

5.2. Resource description

Prerequisite for joint placenent decisions of conpute, storage and
network is the adequate description of available resources. This
means that the interfaces (IcA |IcB etc. in Figure 6 and Figure 7)
are of bidirectional nature, exposing resources as well as reserving.
There have been manifold attenpts to create franmeworks for resource
description, nost promnently RDF of WBC, NDL, the GENl RPC and its
concept of Aggregate Managers, ONF's TTP and many nore

Quite naturally, all attenpts to standardize "arbitrary" resource

descriptions lead to creating ontol ogi es, conpl ex graphs descri bing
relations of terns to each other.

Szabo, et al. Expi res January 9, 2017 [ Page 13]



Internet-Draft UNI FY Chal | enges July 2016

Practical descriptions of conpute resources are currently focusing on
nunber of |ogical CPU cores, avail able RAM and storage, all ow ng,
e.g., the OpenStack Nova schedul er to neet placenent decisions. In
het er ogeneous network and conpute environnents, hardware nay have
different acceleration capabilities (e.g., AES-N or hardware random
nunmber generators), so the notion of |ogical conpute cores is not
expressive enough. In addition, the network interfaces (and |ink

| oad) provide inportant information on how fast a certain VNF can be
executed in one node.

This may |l ead to a description of resources as VNF-FGs thensel ves.
Net wor ki ng resource (SW may expose the capability to forward and
process franes in, e.g., OpenFl ow Tabl eFeatures reply. Conpute nodes
in the VNF-FG woul d expose lists of capabilities |ike the presence of
AES hardware accel eration, Intel DPDK support, or conplex functions
like a running web server. An essential part of the conpute node’'s
capability would be the ability to run a certain VNF of type X within
a certain QoS spec. As the QS is service specific, it can only be
exposed by a control function within the instantiated VNF-FG

5.3. Dependenci es (de-conposition)

Salt [SALT], Puppet [PUPPET], Chef [CHEF] and Ansible [ANSIBLE] are
tools to manage | arge scale installations of virtual nachines in DC
environments. Essentially, the deconposition of a conplex function
into its dependencies is encoded in "recipes" (Chef).

QOASI S TOSCA [ TOSCA] specification ains at describing application

| ayer services to automate interoperable deploynment in alternative
cloud environnments. The TOSCA specification "provides a | anguage to
descri be service conponents and their relationships using a service
t opol ogy".

I's there a dependency (deconposition) abstraction suitable to drive
resource orchestration between application |ayer descriptions (like
TOSCA) and cloud specific installations (like Chef recipes)?

5. 4. El astic VNF

In many use cases, a VNF may not be designed for scaling up/down, as
scaling up/down may require a restart of the VNF which the state data
may be lost. Normally a VNF may be capable for scaling in/out only.
Such VNF is designed running on top of a small VM and grouped as a
pool of one VNF function. VNF scaling may crossing nultiple NFVI
PoPs (or data center)s in order to avoid limtation of the NVFI
capability. At cross DC scaling, the result is that the new VNF

i nstance may be placed at a renote cloud |ocation. At VNF scaling,
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it is a must requirenent to provide the same |evel of Service Leve
Agreement (SLA) including performance, reliability and security.

In general, a VNF is part of a VNF Forwardi ng Graph (VNF FG, neaning
the data traffic may traverse nultiple stateful and statel ess VNF
functions in sequence. \Wen sonme VNF instances of a given service
function chain are placed / scaled out in a distant cloud execution
the service traffic may have to traverse multiple VNF instances which
are located in multiple physical locations. |In the worst case, the
data traffic nmay ping-pong between nmultiple physical |ocations.
Therefore it is inportant to take the whole service function chain’'s
performance into consi deration when placing and scaling one of its
VNF i nstance. Network and cl oud resources need nut ual

consi derations, see [I-D.zu-nfvrg-elasticity-vnf].

5.5. Measurenent and anal ytics

Programmabl e, dynam c, and el astic VNF depl oynment requires that the
Resource Orchestrator (RO entities obtain tinmely information about
the actual operational conditions between different |ocations where
VNFs can be placed. Scaling VNFs in/out/up/down, VNF execution
mgration and VNF nobility, as well as right-sizing the VNFI resource
all ocations is a research area that is expected to grow in the coning
years as nechani sms, heuristics, and neasurenent and anal ytics
framewor ks are devel oped.

For exanple, Veitch et al. [IAF] point out that NFV depl oynment wll
"present network operators with significant inplenmentation
chal l enges”. They look into the problens arising fromthe | ack of
proper tools for testing and di agnostics and explore the use of
enbedded instrumentation. They find that in certain scenarios fine-
tuning resource allocation based on instrunentation can lead to at

| east 50% reduction in conpute provisioning. In this context, three
categories energe where nore research i s needed

First, in the conpute domain, performance analysis will need to
evolve significantly fromthe current "safety factor” nentality which
has served well carriers in the dedi cated, hardware-based appliances

era. In the energing softwarized depl oynents, VNFI wll require new
tools for planning, testing, and reliability assurance. Meirosu et
al. [I-D. unify-nfvrg-devops] describe in detail the challenges in

this area with respect to verification, testing, troubl eshooting and
observability.

Second, in the network domain, performance neasurenent and anal ysis
will play a key role in determ ning the scope and range of VNF
distribution across the resources available. For exanple, |ETF has
wor ked on the standardi zation of | P performance nmetrics for years.
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The Two-Way Active Measurenment Protocol (TWAMP) coul d be enpl oyed,
for instance, to capture the actual operational state of the network
prior to maki ng RO decisions. TWAMP managenent, however, still |acks
a standardi zed and progranmabl e managenent and configuration data
nmodel [I-D.ietf-ippmtwanp-yang]. W expect that as VNFI
programmuability gathers interest fromnetwork carriers several |ETF
protocols will be revisited in order to bring themup to date with
respect to the current operational requirements. To this end, NFVRG
can play an active role in identifying future | ETF standardi zation
directions.

Third, non-technical considerations which relate to business aspects
or priorities need to be nodel ed and codified so that RCs can take
intelligent decisions. Meirosu et al. [I-D.unify-nfvrg-devops]
identify two aspects of this problem nanely a) how hi gh-Ieve
network goals are translated into | owlevel configuration conmands;
and b) nonitoring functions that go beyond neasuring sinple netrics
such as delay or packet |loss. Energy efficiency and cost, for
exanpl e, can steer NFV placenent. |In NFVI deploynents operationa
practices such as followthe-sun will be considered as earlier
research in the data center context inmplies

6. | ANA Consi derations
This meno includes no request to | ANA

7. Security Considerations
TBD
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