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Abstract

The main goal of this docunent is to serve as a survey of the
different efforts that have been taken and are currently taking place
at 1ETF and IRTF in regards to network virtualization, automation and
orchestration, putting theminto context considering efforts by other
SDGCs, and identifying current gaps and chal |l enges that can be tackled
at | ETF or researched at the | RTF.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
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time. It is inappropriate to use Internet-Drafts as reference
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1. Introduction

The tel ecomuni cations sector is experiencing a major revolution that
wi Il shape the way networks and services are designed and depl oyed
for the next decade. W are witnessing an explosion in the nunber of
applications and services denmanded by users, which are nowreally
capabl e of accessing themon the nove. |In order to cope with such a
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demand, sone network operators are |ooking at the cloud conputing

par adi gm which enabl es a potential reduction of the overall costs by
out sourci ng conmuni cation services fromspecific hardware in the
operator’s core to server farnms scattered in datacenters. These
services have different characteristics if conpared with conventiona
IT services that have to be taken into account in this cloudification
process. Also the transport network is affected in that it is
evolving to a nore sophisticated formof |IP architecture with trends
i ke separation of control and data plane traffic, and nore fine-

grai ned forwardi ng of packets (beyond | ooking at the destination IP
address) in the network to fulfill new business and service goals.

Virtualization of functions also provides operators with tools to
depl oy new services nmuch faster, as conpared to the traditional use
of monolithic and tightly integrated dedi cated nmachinery. As a
natural next step, nobile network operators need to re-think howto
evol ve their existing network infrastructures and how to depl oy new
ones to address the chall enges posed by the increasing custoners’
demands, as well as by the huge conpetition anmong operators. All
these changes are triggering the need for a nodification in the way
operators and infrastructure providers operate their networks, as
they need to significantly reduce the costs incurred in deploying a
new service and operating it. Sone of the nechanisns that are being
consi dered and al ready adopted by operators include: sharing of
network infrastructure to reduce costs, virtualization of core
servers running in data centers as a way of supporting their | oad-
aware el astic dinmensioning, and dynam c energy policies to reduce the
monthly electricity bill. However, this has proved to be tough to
put in practice, and not enough. Indeed, it is not easy to deploy
new nechani sns in a running operational network due to the high
dependency on proprietary (and sonetime obscure) protocols and
interfaces, which are conplex to nanage and often require configuring
multiple devices in a decentralized way.

Net wor k Function Virtualization (NFV) and Software Defined Networking
(SDN) are changing the way the tel ecormunications sector will depl oy,
extend and operate their networks. This docunent provides a survey
of the different efforts that have taken and are currently taking

pl ace at | ETF and I RTF in regards of network virtualization, |ooking
at howthey relate to the ETSI NFV ISG ETSI MEC | SG and ONF
architectural franeworks. Based on this analysis, we also go a step
farther, identifying which are the potential work areas where | ETF/

| RTF can work on to conpl enent the conpl ex network virtualization map
of technol ogi es bei ng standardi zed today.
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2. Term nol ogy

The following terms used in this docunent are defined by the ETSI NVF
| SG the ONF and the | ETF:

Application Plane - The collection of applications and services
that program network behavi or

Control Plane (CP) - The collection of functions responsible for
controlling one or nore network devices. CP instructs network
devices with respect to how to process and forward packets. The
control plane interacts primarily with the forwarding plane and,
to a |l esser extent, with the operational plane.

Forwardi ng Plane (FP) - The collection of resources across al
net wor k devi ces responsible for forwarding traffic.

Managenment Plane (MP) - The collection of functions responsible
for monitoring, configuring, and nmaintaining one or nore network
devices or parts of network devices. The managenent plane is
mostly related to the operational plane (it is related less to the
forwardi ng pl ane).

NFV I nfrastructure (NFVI): totality of all hardware and software
components which build up the environment in which VNFs are
depl oyed

NFV Managenent and Orchestration (NFV-MANO): functions
collectively provided by NFVO VNFM and VIM

NFV Orchestrator (NFVO: functional block that nanages the Network
Service (NS) lifecycle and coordi nates the nanagenment of NS
lifecycle, VNF |ifecycle (supported by the VNFM and NFVI
resources (supported by the VIM to ensure an optini zed allocation
of the necessary resources and connectivity.

OpenFl ow protocol (OFP): allowi ng vendor independent progranm ng
of control functions in network nodes.

Operational Plane (OP) - The collection of resources responsible
for managi ng the overall operation of individual network devices.

Service Function Chain (SFC): for a given service, the abstracted
view of the required service functions and the order in which they
are to be applied. This is sonehow equival ent to the Network
Function Forwardi ng Graph (NF-FG at ETSI.
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Service Function Path (SFP): the selection of specific service
function instances on specific network nodes to forma service
graph through which an SFC is instanti ated.

virtual EPC (VEPC): control plane of 3GPPs EPC operated on NFV
framework (as defined by [I-D. mat sushi ma- st at el ess-upl ane-vepc]).

Virtualized Infrastructure Manager (VIM: functional block that is
responsi ble for controlling and nmanagi ng the NFVI conpute, storage
and network resources, usually within one operator’s

I nfrastructure Donmai n.

Virtualized Network Function (VNF): inplenentation of a Network
Function that can be depl oyed on a Network Function Virtualisation
Infrastructure (NFVI).

Virtualized Network Function Manager (VNFM: functional block that
is responsible for the |ifecycle managenent of VNF.

3. Background
3.1. Network Function Virtualization

The ETSI |1 SG NFV is a working group which, since 2012, ains to evol ve
quasi -standard I T virtualization technol ogy to consolidate many

net wor k equi prent types into industry standard hi gh volune servers
swi tches, and storage. It enables inplenenting network functions in
software that can run on a range of industry standard server hardware
and can be noved to, or |oaded in, various |locations in the network
as required, without the need to install new equiprment. To date,

ETSI NFV is by far the nost accepted NFV reference framework and
architectural footprint [etsi_nvf_whitepaper]. The ETSI NFV
framework architecture franmework is conposed of three domains

(Figure 1):

o Virtualized Network Function, running over the NFVI.

0 NFV Infrastructure (NFVI), including the diversity of physica
resources and how t hese can be virtualized. NFVI supports the
execution of the VNFs.

o NFV Managenment and Orchestration, which covers the orchestration
and life-cycle managenent of physical and/or software resources
that support the infrastructure virtualization, and the life-cycle
managenent of VNFs. NFV Managenent and Orchestration focuses on
all virtualization specific managenent tasks necessary in the NFV
f ramewor k.
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Figure 1: ETSI NFV framework
The NFV architectural framework identifies functional blocks and the
mai n reference points between such bl ocks. Sone of these are already
present in current deploynents, whilst others might be necessary
additions in order to support the virtualization process and
consequent operation. The functional blocks are (Figure 2):
0 Virtualized Network Function (VNF).
o El enent Managenent (EM.

0 NFV Infrastructure, including: Hardware and virtualized resources,
and Virtualization Layer.

o Virtualized Infrastructure Manager(s) (VIM.
0 NFV O chestrator.
0 VNF Manager(s).

0 Service, VNF and Infrastructure Description.
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Figure 2: ETSI NFV reference architecture
3.2. Software Defined Networking

The Software Defined Networking (SDN) paradi gm pushes the
intelligence currently residing in the network elenents to a centra
controller inplementing the network functionality through software.
In contrast to traditional approaches, in which the network’s contro
pl ane is distributed throughout all network devices, with SDN the
control plane is logically centralized. 1In this way, the depl oynent
of new characteristics in the network no | onger requires of conplex
and costly changes in equipnent or firnmnare updates, but only a
change in the software running in the controller. The main advantage
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of this approach is the flexibility it provides operators with to
manage their network, i.e., an operator can easily change its
policies on howtraffic is distributed throughout the network.

The nost visible of the SDN protocol stacks is the QpenFl ow protoco
(OFP), which is naintained and extended by the Open Network
Foundati on (ONF: https://ww. opennetworking.org/). Oiginally this
prot ocol was devel oped specifically for | EEE 802.1 swi tches
conform ng to the ONF OpenFl ow Switch specification. As the benefits
of the SDN paradi gm have reached a wi der audi ence, its application
has been extended to nore conpl ex scenarios such as Wrel ess and
Mobil e networks. Wthin this area of work, the ONF is actively

devel opi ng new OFP extensions addressing three key scenarios: (i)
Wrel ess backhaul, (ii) Cellular Evol ved Packet Core (EPC), and (iii)
Uni fied access and managenent across enterprise wireless and fixed
net wor ks.
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Figure 3: High level SDN ONF architecture

Fi gure 3 shows the blocks and the functional interfaces of the ONF
architecture, which conprises three planes: Data, Controller, and
Application. The Data plane conprehends several Network Entities
(NE), which expose their capabilities toward the Controller plane via
a Sout hbound API. The Controller plane includes several cooperating
nodul es devoted to the creation and mai ntenance of an abstracted
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resource nodel of the underneath network. Such nodel is exposed to
the applications via a Northbound APl where the Application plane
conmpri ses several applications/services, each of which has exclusive
control of a set of exposed resources.

The Managenent plane spans its functionality across all planes
performing the initial configuration of the network elenents in the
Dat a pl ane, the assignment of the SDN controller and the resources
under its responsibility. 1In the Controller plane, the Managenent
needs to configure the policies defining the scope of the contro
given to the SDN applications, to nonitor the perfornmance of the
system and to configure the paraneters required by the SDN
controller nmodules. |In the Application plane, Managenment configures
the paraneters of the applications and the service | evel agreements.
In addition to the these interactions, the Managenent plane exposes
several functions to network operators which can easily and quickly
configure and tune the network at each |ayer

The SDNRG has docunented a reference | ayer nodel in RFC7426

[ RFC7426], which is reproduced in Figure 4. This nodel structures
SDN i n pl anes and | ayers which are glued together by different
abstraction layers. This architecture differentiates between the
control and the managenent planes and provides for differentiated
sout hbound interfaces (SBIS).
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Fi gure 4: SDN Layer Architecture
3.3. Mbbile Edge Computing
Mobi | e Edge Conputing capabilities deployed in the edge of the nobile

network can facilitate the efficient and dynamic provision of
services to nobile users. The ETSI | SG MEC working group, operative
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fromend of 2014, intends to specify an open environnment for

i ntegrating MEC capabilities with service providers networKks,
including also applications from3rd parties. These distributed
conputing capabilities will nmake available IT infrastructure as in a
cloud environnment for the deploynent of functions in nobile access
networks. |t can be seen then as a conplenment to both NFV and SDN

3.4. | EEE 802. 1CF (Omi RAN)

The | EEE 802. 1CF Recommended Practice specifies an access network,
whi ch connects terminals to their access routers, utilizing

t echnol ogi es based on the family of | EEE 802 Standards (e.g., 802.3
Et hernet, 802.11 W-Fi, etc.). The specification defines an access
networ k reference nodel, including entities and reference points

al ong wi th behavioral and functional descriptions of comunications
anong those entities.

The goal of this project is to help unifying the support of different
i nterfaces, enabling shared network control and use of software
defined network (SDN) principles, thereby lowering the barriers to
new network technol ogies, to new network operators, and to new
service providers.

3.5. Distributed Managenent Task Force

The DMIF is an industry standards organi zati on working to sinplify
the manageability of network-accessible technol ogi es through open and
col l aborative efforts by sone technol ogy conpanies. The DMIF is
involved in the creation and adopti on of interoperabl e nanagenent
standards, supporting inplenentations that enable the managenent of

di verse traditional and energing technol ogi es including cloud,
virtualization, network and infrastructure.

There are several DMIF initiatives that are relevant to the network
virtualization area, such as the Qpen Virtualization Format (OVF)
for VNF packagi ng; the Coud Infrastructure Managenent |nterface
(CM, for cloud infrastructure rmanagenent; the Network Managenent
(NETMAN), for VNF managenent; and, the Virtualizati on Managenent
(VWMAN), for virtualization infrastructure managenent.

3.6. Open Source initiatives

The Open Source comunity is especially active in the area of network
virtualization. W next sunmarize sone of the active efforts

0 OpenStack. OpenStack is a free and open-source cl oud-conputing
software platform OpenStack software controls | arge pools of
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comput e, storage, and networking resources throughout a
dat acent er, managed t hrough a dashboard or via the OpenStack AP

0 OpenDaylLight. OpenDaylight (ODL) is a highly avail able, nodul ar,
extensi ble, scalable and nulti-protocol controller infrastructure
built for SDN depl oynents on nodern heterogeneous multi-vendor
networks. It provides a nodel-driven service abstraction platform
that allows users to wite apps that easily work across a w de
vari ety of hardware and sout hbound protocol s.

0 ONGCS. The ONOS (Open Network Operating Systen) project is an open
source comunity hosted by The Linux Foundation. The goal of the
project is to create a software-defined networking (SDN) operating
system for comunications service providers that is designed for
scal ability, high performance and high availability.

0 OpenContrail. OpenContrail is an Apache 2.0-licensed project that
is built using standards-based protocols and provides all the
necessary conponents for network virtualization-SDN controller
virtual router, analytics engine, and published northbound APIs.
It has an extensive REST APl to configure and gather operationa
and anal ytics data fromthe system

0 OPNFV. OPNFV is a carrier-grade, integrated, open source platform
to accelerate the introduction of new NFV products and services
By integrating conponents from upstream projects, the OPNFV
community ains at conducting performance and use case-based
testing to ensure the platfornis suitability for NFV use cases.
The scope of OPNFV's initial release is focused on building NFV
Infrastructure (NFVI) and Virtualized | nfrastructure Managenent
(MM by integrating conponents from upstream projects such as
OpenDayl i ght, OpenStack, Ceph Storage, KVM Open vSwitch, and
Li nux. These conponents, along with application progranmabl e
interfaces (APIs) to other NFV elenments formthe basic
infrastructure required for Virtualized Network Functions (VNF)
and Managenent and Network Orchestration (MANO conponents.
OPNFV' s goal is to increase performance and power efficiency;
inmprove reliability, availability, and serviceability; and deliver
conmpr ehensi ve platforminstrunentation

o OSM Open Source Mano (OSM is an ETSI-hosted project to devel op
an Open Source NFV Managenent and O chestration (MANO software
stack aligned with ETSI NFV. OSMis based on conponents from
previ ous projects, such Tel efonica’ s OpenMANO or Canonical’s Juju,
anong ot hers.

0 OpenBaton. OpenBaton is a ETSI NFV conpliant Network Function
Virtualization Orchestrator (NFVO . OpenBaton was part of the

Ber nardos, et al. Expi res Septenber 22, 2016 [ Page 13]



Internet-Draft Gap Anal ysis Network Virtualization March 2016

4.

4.

4.

OpenSDNCor e project started with the objective of providing a
compliant inplementation of the ETSI NFV specification

Anong the main areas that are being devel oped by the former open
source activities that related to network virtualization research, we
can highlight: policy-based resource managenent, analytics for
visibility and orchestration, service verification with regards to
security and resiliency.

Network Virtualization at | ETF/ | RTF
1. SDN RG

The SDNRG provi des the grounds for an open-ninded investigation of
Sof tware Defined Networking. They aimat identifying approaches that
can be defined and used in the near termas well as the research
challenges in the field. As such, they SDNRG wi |l not define
standards, but provide inputs to standards defining and standards
produci ng organi zati ons.

It is working on classifying SDN nodel s, including definitions and
taxononmies. It is also studying conplexity, scalability and
applicability of the SDN nodel. Additionally, the SDNRG i s worKking
on network description | anguages (and associ ated tools), abstractions
and interfaces. They also investigate the verification of correct
operation of network or node function

The SDNRG has produced a reference | ayer nodel RFC7426 [ RFC7426],
whi ch structures SDNs in planes and | ayers which are gl ued together
by different abstraction layers. This architecture differentiates
bet ween the control and the nanagenent pl anes and provi des for
differentiated sout hbound interfaces (SBIS).

2. SFC WG

Current network services depl oyed by operators often involve the
conposition of several individual functions (such as packet
filtering, deep packet inspection, |oad balancing). These services
are typically inplenented by the ordered conbinati on of a nunber of
service functions that are deployed at different points within a
networ k, not necessary on the direct data path. This requires
traffic to be steered through the required service functions,

wher ever they are depl oyed.

For a given service, the abstracted view of the required service
functions and the order in which they are to be applied is called a
Service Function Chain (SFC), which is called Network Function
Forwardi ng Gcaph (NF-FG in ETSI. An SFCis instantiated through
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sel ection of specific service function instances on specific network
nodes to forma service graph: this is called a Service Function Path
(SFP). The service functions may be applied at any layer within the
networ k protocol stack (network |layer, transport |ayer, application

| ayer, etc.).

The SFC working group is working on an architecture for service
function chaining that includes the necessary protocols or protoco
extensions to convey the Service Function Chain and Service Function
Path information to nodes that are involved in the inplenentation of
service functions and Service Function Chains, as well as nechani sns
for steering traffic through service functions.

In terms of actual work items, the SFC Ws is chartered to deliver:

(i) a problem statenent docunent [RFC7498], (ii) an architecture
docunent [ RFC7665], (iii) a service-level data plane encapsul ation
format (the encapsul ati on should indicate the sequence of service
functions that nmake up the Service Function Chain, specify the
Service Function Path, and conmuni cate context information between
nodes that inplement service functions and Service Function Chains),
and (iv) a document describing requirenents for conveying information
bet ween control or nanagenent el enents and SFC i npl enentati on points.

Potential gap: as stated in the SFC charter, any work on the
managenment and configuration of SFC conponents related to the support
of Service Function Chaining will not be done yet, until better

under stood and scoped. This part is of special interest for
operators and would be required in order to actually put SFC
mechani sns i nto operation

Potential gap: redundancy and reliability nmechanisns are currently
not dealt with by any Wsin the |ETF. Wile this has been the main
goal of the VNFpool BoF efforts, it still remains un-addressed.

4.3. NVGB WG

The Network Virtualization Overlays (NVO3) WG i s devel opi ng protocols
that enable network virtualization overlays within | arge Data Center
(DC) environnents. Specifically NVO3 assumes an underlyi ng physica
Layer 3 (IP) fabric on which nultiple tenant networks are virtualized
on top (i.e. overlays). Wth overlays, data traffic between tenants
is tunnel ed across the underlying DC s I P network. The use of
tunnel s provi des a nunber of benefits by decoupling the network as
viewed by tenants fromthe underlying physical network across which
they comunicate [I-D.ietf-nvo3-arch].

Potential gap: It would be worthwhile to see if sone of the specific
approaches developed in this W5 (e.g. overlays, traffic isolation, VM
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m gration) can be applied outside the DC, and specifically if they
can be applicable to network virtualization (NFV). These approaches
woul d be nost relevant to the ETSI Network Function Virtualization
Infrastructure (NFVI), and the Virtualized Infrastructure Manager
part of the MANO

4.4. DWW WG

The Distributed Mbility Management (DMM) WG is | ooking at sol utions
for 1P networks that enable traffic between nobil e and correspondent
nodes taking an optinmal route, preventing sone of the issues caused
by the use of centralized nobility solutions, which anchor all the
traffic at a given node (or a very limted set of nodes). The DWW WG
is considering the | atest devel opnents in nobile networking research
and operational practices (i.e., flattening network architectures,
the inpact of virtualization, new deploynent needs as w rel ess access
technol ogi es evolve in the com ng years) and ains at describing how
distributed nobility nmanagenent addresses the new needs in this area
better than previously standardi zed sol utions.

Al t hough network virtualization is not the main area of the DVM work,
the inpact of SDN and NFV nechanisns is clear on the work that is
currently being done in the Wa One exanple is architecture defined
for the virtual Evolved Packet Core (VEPC) in

[1-D. mat sushi ma- st at el ess-upl ane-vepc]. Here, the authors describe a
particul ar realization of the vVEPC concept, which is designed to
support NFV. In the defined architecture, the user plane of EPCis
decoupl ed fromthe control -plane and uses routing information to
forward packets of nobile nodes. This proposal does not nodify the
signaling of the EPC control plane, although the EPC control plane
runs on an hypervisor.

Potential gap: in a vEPC/ DW context, how to run the EPC contro
pl ane on NFV.

The DMM WG i s al so | ooking at ways to supporting the separation of
the Control -Plane for nobility- and session managenent fromthe
actual Data-Plane [I-D.ietf-dmmfpc-cpdp]. The protocol semantics
bei ng defined abstract fromthe actual details for the configuration
of Data-Pl ane nodes and apply between a Cient function, which is
used by an application of the nobility Control-Plane, and an Agent
function, which is associated with the configuration of Data-Plane
nodes according to the policies issued by the nobility Control-Pl ane.

Potential gap: the actual nmappings between these generic protoco

semantics and the configuration commands required on the data plane
network el enents are not in the scope of this docunent, and are
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therefore a potential gap that will need to be addressed (e.g., for
OpenFl ow swi t ches) .

4.5. 12RS WG

The Interface to the Routing System (12RS) WG i s devel opi ng a hi gh-

I evel architecture that describes the basic buil ding-blocks to access
the routing systemthrough a set of protocol -based control or
managenent interfaces. This architecture, as described in
[I-D.ietf-i2rs-architecture], conprises an |2RS Agent as a unified
interface that is accessed by I2RS clients using the |2RS protocol.
The client is controlled by one or nore network applications and
accesses one or nore agents, as shown in the follow ng figure:

EE IR I b I S I S I I I b I b I BRI b I b b b I I I I BRI b I b b b I I I I
* Application C * * Application D* * Application E *
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Figure 5: Hi gh level |12RS architecture
Routing el ements consist of an agent that comrunicates with the

client or clients driven by the applications and accesses the
di fferent subsystens in the elenent as shown in the follow ng figure:
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Figure 6: Architecture of a routing el enent

The | 2RS architecture proposes to use nodel -driven APIs. Services
can correspond to different data-nodels and agents can indicate which
nmodel they support.

Potential gap: network virtualization is not the main aimof the |I2RS
WG However, they provide an infrastructure that can be part of an
SDN depl oynent .

4.6. BESS WG

BGP is already used as a protocol for provisioning and operating
Layer-3 (routed) Virtual Private Networks (L3VPNs). The BGP Enabl ed
Servi ces (BESS) working group is responsible for defining,

speci fyi ng, and extendi ng network services based on BGP. In
particul ar, the working group will work on the follow ng services:

0 BGP-enabled VPN solutions for use in the data center networking.

This work includes consideration of VPN scaling issues and
mechani sns applicable to such environnents.
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0 Extensions to BGP-enabl ed VPN solutions for the construction of
virtual topologies in support of services such as Service Function
Chai ni ng.

Potential gap: The nost relevant activity in BESS that would be
worthwhile to investigate for relevance to network virtualization
(NFV) is the extensions to BGP-enabled VPN solutions to support of
Service Function Chaining [I-D.rfernando-bess-service-chai ning].

4.7. BMWG

The Benchmar ki ng Met hodol ogy Worki ng Group (BMAG) provi des
recomendat i ons concerni ng the key perfornmance characteristics of

i nt ernet wor ki ng technol ogi es, or benchmarks for network devices,
systens, and services. The scope of BMAG i ncl udes benchmarks for the
managenent, control, and forwardi ng pl anes, and is.

The mai n di stinguishing characteristic of BMAG from ot her | ETF
measurenent initiatives like the IPPMWsis that BMG is limted to
characterization of inplenmentations using controlled stinuli in a lab
environment. The BMAG does not attenpt to produce benchmarks for
live, operational networks.

As part of the tasks of the BMAG it is explicitly tasked to devel op
benchmar ks and net hodol ogi es for VNF and related infrastructure
benchmar ki ng, Benchmar ki ng Met hodol ogi es have reliably characterized
many physical devices. This work item extends and enhances the

met hods to virtual network functions (VNF) and their unique
supporting infrastructure. The first deliverable fromthis activity
nmentioned in the charter of the Wsis a docunent
[I-D.ietf-bmwg-virtual -net] that considers the new benchmarking space
to ensure that common issues are recognized fromthe start, using
background materials fromindustry and SDCs (e.g., |ETF, ETSI NFV).
This docunent investigates the additional nethodol ogica

consi derati ons necessary when benchmarki ng VNFs instantiated and
hosted in general - purpose hardware. The approach is to benchnark
physical and virtual network functions in the same way when possi bl e,
thereby allow ng direct conparison. Also defining benchmarking

combi nations of physical and virtual devices in a System Under Test.

Benchnmarks for platformcapacity and perfornmance characteristics of
virtual routers, switches, and rel ated conponents will be also
addressed, including conparisons between physical and virtual network

functions. |In many cases, the traditional benchmarks shoul d be
applicable to VNFs, but the I ab set-ups, configurations, and
measur enent nethods will likely need to be revised or enhanced
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There are additional docunments of the BMAG rel evant to the
virtualization area, such as:
[I-D.ietf-bmwg-sdn-controller-benchmark-terni,
[I-D.ietf-bmwg-sdn-controller-benchmark-nmeth], [I-D. ki mbmg-ha-nfvi]
and [|-D. vsperf-bmg-vsw tch-opnfv].

4.8. TEAS WG

Transport network infrastructure provides end-to-end connectivity for
net wor ked applications and services. Network virtualization
facilitates effective sharing (or 'slicing’) of physica
infrastructure by representing resources and topol ogies via
abstractions, even in a nulti-administration, nulti-vendor, nulti-
technol ogy environment. 1In this way, it becones possible to operate,
control and manage nultiple physical networks el ements as single
virtualized network. The users of such virtualized network can
control the allocated resources in an optinmal and flexible way,
better adapting to the specific circunstances of higher |ayer
appl i cations.

Abstraction and Control of Transport Networks (ACTN) intends to
define nmethods and capabilities for the deploynent and operation of
transport network resources [I-D.ceccarelli-teas-actn-framework].
This activity is currently being carried out within the Traffic
Engi neering Architecture and Signaling (TEAS) WG

Several use cases are being proposed for both fixed and nobile
scenarios [|-D.|eeking-teas-actn-problemstatenent].

Potential gap: Several use cases in ACTIN are relevant to network
virtualization (NFV) in nobile environnments. Control of nulti-tenant
mobi | e backhaul transport networks, nobile virtual network operation
etc, can be influenced by the location of the network functions. A
control architecture allowing for inter-operation of NFV and
transport network (e.g., for conbined optimzation) is one rel evant
area for research.

4.9. |12NSF WG

The 12NSF WG at defining interfaces to the fl ow based network
security functions (NSFs) hosted by service providers at different
premi ses. Network Security Function (NSF) is to ensure integrity,
confidentiality and availability of network conmunications, to detect
unwanted activity, and to block it or at least mtigate its effects.
NSFs are provided and consumed in increasingly diverse environnments.
Users of NSFs coul d consunme network security services hosted by one
or nore providers, which nay be their own enterprise, service
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provi ders, or a conbination of both. The NSFs may be provi ded by
physi cal and/or virtualized infrastructure.

Wthout standard interfaces to express, nonitor, and control security
policies that govern the behavior of NSFs, it becones virtually

i mpossi bl e for security service providers to autonmate their service
offerings that utilize different security functions frommultiple
vendors. Based on this, the nmain goal of I2NSF is to define an

i nformati on nodel, a set of software interfaces and data nodels for
controlling and nonitoring aspects of NSFs (both physical and
virtual) [I-D.jeong-i2nsf-sdn-security-services].

Since different security vendors nay support different features and
functions on their devices, |2NSF focuses on flow based NSFs that
provide treatnment to packets/fl ow.

The 12NSF WG s target deliverables include: (i) a use cases, problem
statenment, gap analysis docunment, (ii) a framework docunent,
presenting an overview of the use of NSFs and the purpose of the
nmodel s devel oped by the W5 (iii) a single, unified, Information
Model for controlling and nonitoring flow based NSFs, (iv) the
correspondi ng YANG Data Mddel s derived fromthe Information Model

(v) a vendor-neutral vocabulary to enable the characteristics and
behavi or of NSFs to be specified without requiring the NSFs

t hensel ves to be standardi zed, and (vi) an exami nation of existing
secure conmuni cati on mechani snms to identify the appropriate ones for
carrying the controlling and nonitoring informtion between the NSFs
and their managenent entities. The Wsis also targeted to work
closely with I 2RS, Netconf and Netnod WGs, as well as to conmunicate
with external SDOs |ike ETSI NFV.

Potential gap: aspects of NSFs such as device or network provisioning
and configuration are out of scope.

Potential gap: the use of SDN tools to interact with security
functions is not explictly considered, but seens a potentia
approach, as for exanple described for the particular case of |Psec
flow protection in [I-D.abad-sdnrg-sdn-ipsec-fl ow protection].

4.10. | PPM WG

The I P Performance Metrics (I PPM W5 defines netrics that can be used
to neasure the quality and performance of Internet services and
applications running over transport |ayer protocols (e.g. TCP, UPD)
over IP. It also develops and maintains protocols for the

measur enent of these metrics. The IPPMWs is a |long running WG t hat
started in 1997. The architecture (framework) for |IPPM WG netrics
and associ ated protocols are defined in RFC 2330 [ RFC2330]. Sone
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exanpl es of recent output by | PPM WG i nclude "A Reference Path and
Measurement Points for Large-Scal e Measurenent of Broadband

Per f ormance"” (RFC 7398 [ RFC7398]) and "Franmework for TCP Throughput
Testing" (RFC 6349 [ RFC6349]).

The | PPM W5 currently does not have a charter itemor active drafts
related to the topic of network virtualization. On the automation
and orchestration side, there is an ongoing effort

[1-D.cnerjp-i ppmtwanp-yang] to define a YANG nodel for the | PPM

pr ot ocol

Potential gap: There is a pressing need to define netrics and

associ ated protocols to neasure the perfornmance of NFV.

Specifically, since NFV is based on the concept of taking centralized
functions and evolving it to highly distributed SWfunctions, there
is a commensurate need to fully understand and neasure the baseline
performance of such systens. A potential topic for the IPPMWG is
defini ng packet delay, throughput, and test framework for the
application traffic flowi ng through the NFVI.

4.11. NFV RG

The NFVRG focuses on research problens associated with virtualization
of fixed and nobile network infrastructures, new network
architectures based on virtualized network functions, virtualization
of the hone and enterprise network environnments, co-existence with
non-virtualized infrastructure and services, and application to
growi ng areas of concern such as Internet of Things (loT) and next
generation content distribution. Another goal of the NFVRGis to
bring a research community together that can jointly address such
probl ens, concentrating on problens that relate not just to
net wor ki ng but al so to conputing and storage constraints in such
envi ronment s.

Since the NFVRG is a research group, it has a wi de scope. |In order
to keep the focus, the group has identified sonme near term work
items: (i) Policy based Resource Managenent, (ii) Analytics for
Visibility and Orchestration, (iii) Virtual Network Function (VNF)
Performance Modelling to facilitate transition to NFV and (iv)
Security and Service Verification.

4.12. VNFpool BoF

The VNFPOOL BoF proposed to work on the way to group Virtual Network
Function (VNF) into pools to inprove resilience, provide better

scal e-out and scale-in characteristics, inplenent stateful failover
anong VNF nenbers of a pool, etc. Additionally, they propose to
create VNF sets from VNF pools. For this, the BoF proposed to study

Ber nardos, et al. Expi res Septenber 22, 2016 [ Page 22]



Internet-Draft Gap Anal ysis Network Virtualization March 2016

signaling (both between nenbers of a pool and across pools), state
sharing nmechani sms between nenbers of a VNFPOOL, the exchange of
reliability informati on between VNF sets, their users and the
underlying network, and the reliability and security of the contro
pl ane needed to transport the exchanged information.

The use cases initially considered by VNFPOOL i nclude Content Deliver
Net wor ks (CDNs), the LTE nobile core network and reliable server
pooling. The VNFPOCOL work has been dropped in the I ETF.

Potential gap: VNFPOOL tried to introduce and manage resilience in
virtual i zed networking environnents and therefore addresses a
desirable feature for any software defined network. VNFPOOL has al so
been integrated into the NFV architecture

[1-D. bernini-nfvrg-vnf-orchestration].

5. Summary of Gaps

Potential Gap-1: as stated in the SFC charter, any work on the
managenent and configuration of SFC conponents related to the support
of Service Function Chaining will not be done yet, until better

under stood and scoped. This part is of special interest for
operators and would be required in order to actually put SFC
mechani sms into operation.

Potential Gap-2: redundancy and reliability nechanisns are currently
not dealt with by SFC or any other Wsin the IETF. Wile this has
been the main goal of the VNFpool BoF efforts, since VNFPOOL work has
been dropped for the tinme being without any WG being chartered, the
technical topics it ainmed at targetting still renmain un-addressed.

Potential Gap-3: it would be worthwhile to see if sone of the

speci fic approaches devel oped in the NVO38 W5 (e.g. overlays, traffic
isolation, VM migration) can be applied outside the DC, and
specifically if they can be applicable to network virtualization
(NFV). These approaches woul d be nost relevant to the ETSI Network
Function Virtualization Infrastructure (NFVI), and the Virtualized
Infrastructure Manager part of the MANO

Potential Gap-4: the nobst relevant activity in BESS that woul d be
worthwhile to investigate for relevance to network virtualization
(NFV) is the extensions to BGP-enabled VPN solutions to support of
Servi ce Function Chai ni ng.

Potential Gap-5: in a vEPC/ DMWM context, how to run the EPC contro
pl ane on NFV.
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Potential Gap-6: in DVW on the work item addressing the separation
of the Control-Plane for nobility- and session managenent fromthe
actual Data-Plane, the actual nmappings between these generic protocol
semantics and the configuration commands required on the data plane
network elenents (e.g., OpenFlow switches) are not currently in the
scope of the DVM WG

Potential Gap-7: network virtualization is not the main aimof the
| 2RS Wa  However, they provide an infrastructure that can be part of
an SDN depl oynent.

Potential Gap-8: VNFPOOL tries to introduce and nanage resilience in
virtual i zed networking environnments and therefore addresses a
desirable feature for any software defined network. VNFPOOL has al so
been integrated into the NFV architecture

[1-D. bernini-nfvrg-vnf-orchestration].

Potential Gap-9: within the Traffic Engineering Architecture and
Signaling (TEAS) WG several use cases in ACTN are relevant to
network virtualization (NFV) in nobile environnents. Control of
mul ti-tenant nobil e backhaul transport networks, nobile virtua
networ k operation, etc, can be influenced by the location of the
network functions. A control architecture allowing for inter-
operation of NFV and transport network (e.g., for conbined
optinization) is one relevant area for research

Potential Gap-10: within I2NSF , aspects of NSFs such as device or
net wor k provi sioning and configuration are out of scope.

Potential Gap-11: the use of SDN tools to interact with security
functions is not explictly considered in | 2NSF, but seens a potentia
approach, as for exanple described for the particul ar case of |Psec
flow protection in [I-D. abad-sdnrg-sdn-ipsec-fl ow protection].

Potential Gap-12: there is a pressing need to define netrics and
associ ated protocols to nmeasure the perfornmance of NFV.

Specifically, since NFV is based on the concept of taking centralized
functions and evolving it to highly distributed SWfunctions, there
is a conmensurate need to fully understand and measure the baseline
performance of such systens. A potential topic for the IPPMWG is
defini ng packet delay, throughput, and test framework for the
application traffic flowi ng through the NFVI.

6. | ANA Consi der ati ons

N A
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7.

Security Considerations
TBD.
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Appendi x A,  The nobil e network use case
A.1. The 3GPP Evol ved Packet System

TBD. This will include a high level sumary of the 3GPP EPS
architecture, detailing both the EPC (core) and the RAN (access)
parts. A link with the two related ETSI NFV use cases
(Virtualisation of Mbile Core Network and I M5, and Virtualisation of
Mobi | e base station) will be included.

The EPS architecture and sonme of its standardized interfaces are
depicted in Figure 7. The EPS provides | P connectivity to user

equi prent (UE) (i.e., nobile nodes) and access to operator services,
such as gl obal Internet access and voi ce conmuni cations. The EPS
conmprises the core network -- called Evol ved Packet Core (EPC) -- and
different radi o access networks: the 3GPP Access Network (AN), the
Untrusted non-3GPP AN and the Trusted non-3GPP AN. There are
different types of 3GPP ANs, with the evolved UMIS Terrestrial Radio
Access Network (E-UTRAN) as the npbst advanced one. QS is supported
t hrough an EPS bearer concept, providing bindings to resource
reservation within the network.

The evol ved NodeB (eNB), the Long Term Evol ution (LTE) base station
is part of the access network that provides radio resource
managenent, header conpression, security and connectivity to the core
network through the S1 interface. In an LTE network, the contro

pl ane signaling traffic and the data traffic ar handl ed separately.
The eNBs transnit the control traffic and data traffic separately via
two logically separate interfaces

The Hone Subscriber Server, HSS, is a database that contains user
subscriptions and QS profiles. The Mbility Management Entity, MVE
is responsible for nobility nmanagenent, user authentication, bearer
establishnment and nodification and mai ntenance of the UE context.

The Serving gateway, S-GWN is the nmobility anchor and manages the
user plane data tunnels during the inter-eNB handovers. It tunnels
all user data packets and buffers downlink |IP packets destined for
UEs that happen to be in idle node

The Packet Data Network (PDN) Gateway, P-GW is responsible for IP
address allocation to the UE and is a tunnel endpoint for user and
control plane protocols. It is also responsible for charging, packet
filtering, and policy-based control of flows. It interconnects the
mobi |l e network to external |P networks, e.g. the Internet.

In this architecture, data packets are not sent directly on an IP
net work between the eNB and the gateways. Instead, every packet is
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tunnel ed over a tunneling protocol - the GPRS Tunneling Protocol (GIP
over UDP/IP. A GIP path is identified in each node with the IP
address and a UDP port nunber on the eNB/gateways. The GIP protoco
carries both the data traffic (GIP-U tunnels) and the control traffic
(GTP-C tunnels). Alternatively Proxy Mbile IP (PMPv6) is used on
the S5 interface between S-GWNand P- GW

In addition to the above basic functions and entities, there are al so
addi tional features being discussed by the 3GPP that are rel evant
froma network virtualization viewoint. One exanple is the Traffic
Det ecti on Function (TDF), which can be used by the P-GWN and in
general by the whole transport network, to decide how to forward the
traffic. In a virtualized infrastructure, this kinf of information
can be used to elastic and dynami cally adapt the network capabilities
to the traffic nature and vol une.
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Figure 7: EPS (non-roaning) architecture overview
A.2. Virtualizing the 3GPP EPS
TBD. We describe how a "virtual EPS' (vEPS) would | ook Iike and the
exi sting gaps that exist fromthe point of view of network
virtualization.
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