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1. Introduction

Net wor k Functions Virtualisation (NFV) [ETSI-NFV-VWH TE] offers a new
way to design, deploy and manage network services. The network
service can be conposed of one or nore network functions and NFV

rel ocates the network functions from dedi cated hardware appliances to
generic servers, so they can run in software. Using these
virtualized network functions (VNFs), one or nore VNF forwarding
graphs (VNF-FGs; a.k.a. service chains) can be associated to the
networ k service, each of which describes a network connectivity

topol ogy, by referencing VNFs and Virtual Links that connect them
One or nore network forwardi ng paths (NFPs) can be built on top of
such a topol ogy, each defining an ordered sequence of VNFs and
Virtual Links to be traversed by traffic flows matching certain
criteria.

The network service is instantiated by allocating NFVI resources for
VNFs and VLs which constitute the VNF-FGs. Thus, the capacity and
performance of the network service depends on the state and
attributes of the network resources used for its VNF and VL
instances. While this brings a simlar problemto the VM pl acenent
optimzation in a cloud conputing environnent, it differs as one or
nmore VNF instances are interconnected for a single network service.
For exanple, if one of the VNF instances in the VNF-FG gets failed or
overl oaded, the whole network service also gets affected. Thus, the
VNF i nstances need to be carefully placed during NS instantiation
considering their connectivity within NFPs. They also need to be
nmoni tored and dynamically mgrated or scaled at run-tine to adapt to
changes in the resources.

The resource managenent problemin VNF-FGs matters not only to the
performance and capacity of network services but also to the

optim zed use of NFVI resources. For exanple, if processing and
bandwi dt h burden converges on the VNF instances placed in a specific
NFVI -PoP, it may result in scalability problemof the NFV
infrastructure. Thus care is encouraged to be taken in distributing
| oad across |l ocal and external VNF instances at run-tine.

Thi s docunment addresses resource managenent problemin service
chaining to optim ze the NS performance and NFVI resource usage. It
provi des the rel evant use cases of the resource managenent such as
traffic optimzation, failover, |oad balancing and further describes
desi gn considerations and rel evant franework for the resource
managenent capability that dynamically creates and updates NFP

i nstances considering NFVI resource states for VNF instances and VL
i nst ances.

Lee, et al. Expi res Septenber 21, 2016 [ Page 3]



Internet-Draft Resour ce Managenent in Service Chaining March 2016

Note that this document mainly focuses on the resource managenent
capability based on the ETSI NFV framework [ ETSI-NFV-ARCH but al so
studies contribution points to the work for control plane of SFC
architecture [I-D.ietf-sfc-architecture]
[I-D.ietf-sfc-control-plane].

Ter m nol ogy

This docunent uses the following terns and nost of them were
reproduced from [ ETSI - NFV- TERM .

(0]

Lee,

Net wor k Functions (NF): A functional building block within a
network infrastructure, which has well-defined external interfaces
and a wel |l -defined functional behavior

Net work service: A conposition of network functions and defined by
its functional and behavi oural specification

NFV Framewor k: The totality of all entities, reference points,
i nformati on nodels and other constructs defined by the
specifications published by the ETSI | SG NFV.

Virtualised Network Function (VNF): An inplenmentation of an NF
that can be deployed on a Network Function Virtualisation
Infrastructure (NFVI).

NFV I nfrastructure (NFVI): The NFV-Infrastructure is the totality
of all hardware and software conponents which build up the
environnment in which VNFs are depl oyed.

NFVI - PoP: A location or point of presence that hosts NFV
infrastructure

VNF Forwardi ng Graph (VNF-FG: A NF forwardi ng graph where at
| east one node is a VNF.

Net wor k Forwardi ng Path (NFP): The sequence of hardware/software
swi tching ports and operations in the NFV network infrastructure
as configured by nanagenent and orchestration that inplenents a
| ogi cal VNF forwardi ng graph "link" connecting VNF "node" |ogica
i nterfaces.

Virtual Link: A set of connection points along with the
connectivity relationship between them and any associ ated target
performance netrics (e.g. bandwidth, latency, QS). The Virtua
Li nk can interconnect two or nore entities (e.g., VNF conponents,
VNFs, or PNFs).
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3. Resource managenent in service chain

Thi s section addresses several issues for considerations in NFV
resour ce managenent of service chain.

3.1. Resource scheduling anbng network services

In the NFV framework, network services are realized with NS
instantiation procedures at which virtualized NFVI resources are
assigned to the VNFs and VLs which constitute VNF-FGs of the network
service. The NFVI resources are placed and | ocated al ong the VNF-FG
by NFV Orchestrator (NFVO dynamically according to:

0 Resource availability,

0 Deploynent tenplates which define resource requirenents of NS
i nstances and VNF instances to support KPIs (e.g., capacity and
performance) of the network service, and

0 Resource policies which define howto govern NFVI resources for NS
i nstances and VNF instances (e.g., affinity/anti-affinity rules,
scaling, and fault managenent) to support an efficient use of NFVI
resources as well as KPIs of the network service.

In order to satisfy the depl oynent tenplates and resource poli cies,
VNF- FGs of the network services need to be built by considering the
state of NFVI resources for VNF instances (e.g., availability,

t hroughput, | oad, disk usage) and VL instances (e.g., bandwi dth,

del ay, delay variation, packet |o0ss).

However, since the NFVI resources are shared by different network
services and their deploynent constraints are very different from
each other, it is required to carefully schedule the NFVI resources
for multiple network services to optim ze their KPIs.

3.2. Perfornmance guarantee within a service chain

In NFV, a network service is conposed of one or nore virtualized
networ k functions which are connected via virtual |inks along NFPs
specified for a traffic flow for the network service. Thus, the
performance of a network service is determ ned by the perfornmance and
capability of a coupling of VNF instances and VL instances. For
exanple, if one of the VNF instances or VL instances of an NFP gets
failed or overloaded, the whole network service also gets affected
Thus, the VNF instances need to be carefully placed during NS
instantiation considering their connectivity wthin NFPs.
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Thi s perfornmance coupling can be handl ed by considering depl oynent
rules for affinity/anti-affinity, geography, or topological |ocations
of VNFs; and QoS of virtual I|inks.

Anot her inportant factor for virtual links is the inter-connectivity
bet ween different NFVI-PoPs, which is an enabler of resource sharing
anong different NFVI-PoPs. Wen the VNF instances of a network
service are allocated at different NFVI-PoPs, the NFVI-PoP

i nterconnect may be a bottl eneck point which needs to be nonitored to
support KPlIs of the service chain.

3.3. Miltiple policies and conflicts

The NFVI resources for a network service should be allocated and
managed according to a NS policy given in the network service
descriptor (NSD), which describes how to govern NFVI resources for
VNF i nstances and VL instances to support KPlIs of the network
service. The exanples of NS policy are affinity/anti-affinity,
scaling, fault and perfornmance, geography, regulatory rules, NS

topol ogy, etc. Since network services may have different NS policies
for their own depl oynent and performance, this may cause resource
managenent difficult within the shared NFVI resources

For network-wi de (or NS-wi de) resource nmanagenent, NFVI policy (or
network policy) can be also provided. It may describe the resource
managenent policy for optimnized use of infrastructure resources

rat her than the performance of a single network service. The
exanpl es of NFVI policy are NFVI resource access control, reservation
and/ or allocation policies, placenment optim zation based on affinity
and/or anti-affinity rules, geography and/or regulatory rules,
resource usage, etc.

Multiple adm nistrative domai ns or subsystens may have different NFVI
policies so that it may bring sone conflicts when enforcing themin a
gl obal infrastructure. There could be a sinmilar problem anong NS
policies and NFVI policies.

Note that the sinmilar topics are being studied in
[I-D.irtf-nfvrg-nfv-policy-arch]

3.4. Dynanic adaptation of service chains

The performance and capability of NFVI resources may vary in tinme due
to different uses and managenent policies of the resources. If sone
changes in the resources nake the service quality unacceptable, the
VNF i nstances can be scal ed according to the given auto-scaling
policies. But it's only for local quality of the VNF.
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In order to provide optinized KPIs to network services, the NFP

i nstances need to dynamically adapt to the changes of the resource
state at run-time. The performance of the whole NFP instance should
be neasured by nonitoring the resource state of VNF instances and VL
instances. Based on the nonitoring results, sonme VNF instances nay
be deternined and relocated at different virtualized resources with
better performance and capabilities.

4, Use cases

In this section, several (but not exhausted) use cases for resource
management in service chaining are provided: fail-over, |oad

bal anci ng, path optinization, traffic optimization, and energy
efficiency.

4.1. Fail-over

For service continuity, failure of a VNF instance needs to be
detected and the failed one needs to be replaced with the other one
which is available to use as per redundancy policy. Figure 1
presents an exanple of the fail-over use case. A network service is
defined as a chain of VNF-A and VNF-B; and the service chain is
instantiated with VNF-AL and VNF-B1 which are instances of VNF-A and
VNF- B, respectively. 1In the neantime, failure of VNF-Bl is detected
so that VNF-B2 replaces the failed one for fail-over of the NFP

[ + [ +
| VNF-B2 | #| VNF-B2 | ###
Ty + Ty + R + # 4-------- +
###| VNF- Al | | #H##| VNF-AL | # |
oo * () oo * ()
] # / \ \ ]
() +---#------ + + === (_ )H+---mmme - + +
# \ \ /
# () ()
#
# B + B +
#HH#H#| VNF- Bl | ### (failure)--> | VNF-B1
[ + [ +

### NFP
Figure 1: A fail-over use case

The above is in the case where there is a 1+1 or 1: N redundancy
schene. In event that VNF instance overl oads before NFVO has tine to
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scal e out, or when resources do not permnmit a scal e-out then we can
route the service chain determnistically to a renote VNF instance
This adaptation nmay be revertive or non-revertive dependent on
service provider policy and resource availability.

4.2. Load bal anci ng

A single VNF instance may be a bottleneck point of a service chain
due to its overload. It may affect the performance of the whole
service chain consequently so that an NFP instance needs to be built
to avoid bottleneck points or maintained to distribute workl oads of
over| oaded VNF i nstances.

Wth NFVI-PoP Interconnect, service chains can be bal anced between
NFVI - PoPs in a way that best utilises NFV infrastructure and ensures
service integrity. The wide area conditions can be nonitored in
real -tine to provide KPIs, such as BW delay, delay variation and
packet | oss per QS class to the service chaining application which
may enabl e use of external VNF instances when there is an overload or
failure condition in the local NFVI-PoP. In this way the service
chai ning application can nake a service chain reroute decision (in
the event of failure and/or overload) that is network and platform
aware. The service chaining application understands the state of
external VNFs and WAN conditions per QS class between the |oca
NFVI - PoP and renmpte NFVI-PoP in real -tine.

4.3. Path optimzation

Traffic for a network service traverses all of the VNF instances and
the connecting VL instances given by a NFP instance to reach a target
end point. Thus, quality of the network service depends on the
resource constraints (e.g., processing power, bandw dth, topol ogica

| ocations, latency) of VNF instances, VL instances including NFVI-PoP
interconnects. |In order to optimize the path of the network service,
the resource constraints of VNF instances and VLs need to be

consi dered at constructing NFPs. Since the resource state may vary
in time during the service, NFP instances also need to adapt to the
changes of resource constraints of the VNF instances and VL instances
by nmonitoring and replacing themat run-tine.

4.4, Traffic optimzation

A network operator may provide nultiple network services with
different VNF-FGs and different flows of traffic traverse between
source and destination end-points along the VNF-FGs. For efficiency
of resource usage, the NFP instances need to be built by default to
| ocalize the traffic flows and to avoid processing and network
bottlenecks. It is only in the case of local failure or overload
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(whereby the NFVO is unable or has not conpleted a scal e-out of on-
site resources) that NFP instances would be constructed between NFVI -
PoPs. In this case, nultiple VNF instances of different NFVI-PoPs
need to be considered together at constructing a new NFP instance or
adapti ng one.

4.5. Energy efficiency

Energy efficiency in the network is getting inportant to reduce

i mpact on the environment so that energy consunption of VNF instances
usi ng NFVI resources (e.g., conpute, storage, |I/0O needs to be
considered at NFP instantiation or adaptation. For exanmple, a NFP
can be instantiated as to nmake traffic flows aggregated into a
limted nunber of VNF instances as much as its performance is
preserved in a certain level. Policy may vary between centralized or
di stributed NFV applications, and could include policies for even
energy distribution between sites, tinme-of-day etc.

5. Eval uati on Model

To derive specific algorithns for use cases discussed in Section 4,
an eval uati on nodel for a service chain (or a NFP) needs to be
devel oped, which can address two problens for a given network

topol ogy and input paraneters (e.g., VL/VNF capacity, inconing
traffic flows, etc.) : 1) how much traffic fl ows pass on each VL

i nstance and 2) how nuch processing capacity is needed for the
installed VNF instance. This section first describes the system
nodel and then presents nmin objectives for the eval uati on nodel.

5.1. System Model

The system nodel considers the follow ng network topol ogy. The

net wor k t opol ogy under consideration is conmposed of start/end points
and nultiple NFVI-PoPs where multiple VNF instances |ocate. On the
ot her hand, VL instances inter-connect VNF instances in NFVI-PoPs.

Start and end points are inconing and outgoing points of traffic flow
for a given network service, respectively. Specifically, the anount
of incomng traffic flows for a network service (i.e., a VNF-FG at
the start point is given as an input paraneter in the nodel.

Under the network topology, the network traffic is processed by one
or nmore VNF instances and delivered via VL instances. Thus, the VNF
processing capacity can be defined as the maxi num anount of traffic
flows that a VNF instance can process according to the resource

al l ocation policies defined in its deploynment tenplate. The VL
capacity can be also defined as the maxi num anount of traffic flows
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that can pass on a VL instance according to the resource all ocation
policies defined in the depl oyment tenpl ate.

In NFV, traffic flows for a VNFFG shoul d be processed according to
the VNF order described in the given VNF-FG  Accordingly, traffic
flows at the start point should not be processed by any VNF.
Meanwhil e, traffic flows at the end point should be processed by al
VNFs specified in the given VNF-FG

In a given VNF-FG VNFs should be individually placed on multiple
NFVI - PoPs. Therefore, a decision variable, VNF placenent indicator
function (VPIF), is defined as:

0 VNF placenent indicator function (VPIF): indicator function (i.e.
0 or 1) to represent the location (i.e., a NFVI-PoP) where the VNF
instance is placed.

Intuitively, the anount of traffic flows that pass a VL instance
shoul d not exceed the VL capacity to avoid any overload at the VL
instance. Likewi se, the amount of incoming traffic flows to a VNF
i nstance shoul d not exceed the VNF processing capacity. (These
constraints will be covered in the follow ng paragraphs) Therefore
traffic flows for a network service (i.e., a VNF-FG should be
distributed to multiple NFPs depending on resource and capacity
constraints for VNF and VL instances. Mreover, multiple network
services can be supported by distributing traffic flows for each
networ k service. Therefore, another decision variable, traffic flow
ratio (TFR), is defined as:

o Traffic flowratio (TFR): the ratio of the traffic flows
distributed to each NFP. Therefore, the anount of traffic flows
that passes on each NFP is the product of TFR and the anount of
incomng traffic flows for a network service. Note that TFR and
the amount of incoming traffic flows can be conputed by neasuring
the amount of traffic flows that passes on each VL.

The constraints regarding the amount of network traffic and capacity
of VNF and VL instances can be specified as foll ows.

0o Network traffic conservation constraints: In the VNF-FG system
nodel , the amount of network traffic should be conserved within a
VNF-FG.  That is, 1) the amount of inconing network traffic to a
VNF i nstance should be equal (nore or less in case of packet
mani pul ation) to the amount of outgoing network traffic fromthe
VNF i nstance; and 2) the ampbunt of incoming network traffic to a
VNF i nstance shoul d not exceed the flow rate of the correspondi ng
NFP whi ch can be deternmined by TFR
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0 Network traffic processing order constraints: As defined in the
VNF-FG the network traffic can be processed by a VNF instance
only after being processed by the preceding VNF i nstances al ong
the NFP. Sinmilarly, the incomng network traffic to a NFP should
be firstly processed by the VNF instance which is |ocated at the
i ngress point of the NFP; and the outgoing network traffic froma
NFP shoul d be the result of processing by every VNF instance in
the order defined by the NFP

o Link and processing capacity constraints: The anount of incom ng
network traffic to a VL instance shoul d not exceed the given |link
capacity of the VL to avoid any congestion at the link. Likew se,
t he anount of incoming network traffic to a VNF instance should
not exceed the processing capacity of the VNF.

This system nodel can be exploited to obtain the optinmal solutions of
network resource (i.e., VNF and VL instances) placenent for network
resource usage, network service throughput, and so on. This
optinization problemcan be solved, for exanple with |inear
programm ng (LP), by defining different objective functions.

5.2. (Objective functions

In the evaluation nodel, three objectives are considered including,
but not linmted to, 1) load balancing, 2) flow throughput
maxi m zation, and 3) energy efficiency.

5.2.1. Load bal anci ng

For | oad bal ancing for a network service, the renmaining capacity for
VNF i nstances and VL instances should be bal anced to avoi d any

bottl enecks. To this end, the minimumrenmai ni ng processi ng capacity
for VNF instances and the mnimumremraining link capacity for VL

i nstances shoul d be maxi m zed.

5.2.2. Throughput optimn zation

On the other hand, the flow t hroughput considers both throughputs for
VNF processing and for VL instance. Then, the throughput of an NFP
can be cal cul ated as the product of TFR and the sum of capacities,
and the total throughput is the sum of conputed throughputs for al
NFPs. By maximzing the total flow throughput, it is possible to
reduce the network service tine.
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5.2.3. Energy efficiency

Si nce each VNF instance consumes an anount of energy for processing
its function and transmitting/receiving traffic flows across VL

i nstances, the energy consunption for each VNF instance should be
nmninized for energy efficiency of network services. Detailed nodel
i s under construction

6. Franework
To support the aforenentioned use cases, it is required to support
resource managenent capability which provides service chain (or NFP)
construction and adaptation by considering resource state or
constraints of VNF instances and VL instances which connect them
The resource managenent operations for service chain construction and
adaptati on can be divided into several sub-actions:
0 Locate VNF instances
0 Evaluate the performance of VNF instances and VL instances

0 Relocate (or scale) VNF instances to update a NFP instance

o Mnitor state or resource constraints of a VNF instance, VL
i nstances includi ng NFVI-PoP interconnects

As |isted above, VNF instances are relocated according to nonitoring
or evaluation results of performance netrics of the VNF instances and
VL instances. Studies about eval uation nethodol ogi es and perfornmance
metrics for VNF instances and NFVI resources can be found at

[ ETSI - NFV- PEROO1] [I-D.li u-bmag-virtual - net wor k- benchmar k]
[I-D.ietf-bmwg-virtual -net]. The performance netrics of VNF

i nstances and VL instances specific to service chain construction and
adapt ati on can be defined as foll ows:

o availability (or failure) of a VNF instance and a VL instance

o0 a topological location of a VNF instance

0 CPU and nenory utilization rate of a VNF instance

o a throughput of a VNF instance

0 energy consunption of a VNF instance

0o bandwi dth of a VL instance

o packet loss of a VL instance
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o latency of a VL instance
0o delay variation of a VL instance

The resource managenent functionality for dynanic service chain
adaptation takes role of NFV orchestration with support of VNF
manager (VNFM and Virtualised Infrastructure Manager (VIM in the
NFV framewor k [ETSI-NFV-ARCH . Detailed functional building block
and interfaces are still under study.

7. Applicability to SFC
7.1. Related works in | ETF SFC WG

| ETF SFC WG provi des a new servi ce depl oynment nodel that delivers the
traffic al ong the predefined | ogical paths of service functions
(SFs), called service function chains (SFCs) with no regard of

net work topol ogi es or transport nechani sns. Basic concept of the
service function chaining is sinmilar to VNF-FG where a network
service is conposed of SFs and depl oyed by naking traffic flows
traversed instances of the SFs in a pre-defined order

There are several works in progress in | ETF SFC WG for resource
managenent of service chaining. [I-D.ietf-sfc-architecture] defines
SFC control plane that selects specific SFs for a requested SFC
either statically or dynanmically but details are currently outside
the scope of the docunent. There are other works
[I-D.ietf-sfc-control-plane] [I-D.|ee-sfc-dynam c-instantiati on]
[1-D. krishnan-sfc-oamreqg-framework] [I-D.ietf-sfc-oamfranmework]
whi ch define the control plane functionality for service function
chain construction and adaptation but details are still under study.
Wil e [I-D. dunbar-sfc-fun-instances-restoration] and

[1-D. meng-sfc-chai n-redundancy] provide detail ed nechani sns of
service chain adaptation, they focus only on resilience or fail-over
of service function chains.

7.2. Integration in SFC control-plane architecture

In SFC W5, [I-D.ietf-sfc-control-plane] describes requirenents for
conveyi ng i nformati on between Service Function Chaining (SFC) contro
el ements (including managenent conponents) and SFC functiona
elements. It also identifies a set of control interfaces to interact
with SFC-aware el ements to establish, maintain or recover service
function chai ns.
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| SFC Control & Managenent Pl anes
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Figure 2: SFC control plane overview

The service chain adaptati on addressed in this docunent nmay be
integrated into the SFC Control & Managenent Planes and nmay use the
C2 and ¢4 interfaces for nonitoring or collecting the resource
constraints of VNF instances, NFVI-PoP interconnects and VL

i nst ances.

To prevent constant integration between the application and probing
functions we woul d propose a 3-tier architecture per NFVI-PoP

o Top level application control at the SFC Control & Managenent
Pl anes

0 An abstraction layer between the application | ayer and the probing
layer. This would decouple NFVI and link nmonitoring methods from
the application | ayer

0 A probing layer that nonitors VNF, physical and virtual |ink
resources
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10.

11.

11.

11.

Note that SFC does not assume that Service Functions are virtualized
Thus, the paraneters of resource constraints may differ, and it needs
further study for integration

Security Considerations
TBD.

I ANA Consi derati ons
TBD.
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