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Abst ract

A policy architecture and franework is discussed to support NFV
environnments, where policies are used to enforce business rules and
to specify resource constraints in a nunber of subsystens. This
docunent approaches the policy framework and architecture fromthe
perspective of overall orchestration requirenents for services
invol ving multiple subsystens. The framework extends beyond comon
orchestration constraints across conpute, network, and storage
subsystens to include energy conservation. This document al so

anal yses policy scope, global versus local policies, policy actions
and transl ations, policy conflict detection and resol ution,

i nteracti ons anong policies engines, and a hierarchical policy
architecture/framework to address the demandi ng and grow ng

requi renents of NFV environnments, that could al so be applicable to
cloud infrastructures in general
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1. Introduction

Thi s docunment di scusses the policy architecture and franmework to
support Network Function Virtualization (NFV) [3] infrastructures. In
these environnents, policies are used to enforce business rules and
to specify resource constraints, e.g., energy constraints, in a
nunber of subsystens, e.g., conpute, storage, network, and etc., and
across subsystemnms. These subsystens correspond to the different
"infrastructure domains" identified by the NFV I SG I nfrastructure
Working Group [6][7].

The current work in the area of policy for NFV is nostly considered
in the framework of general cloud services, and typically focused on
i ndi vi dual subsystens and addressing very specific use cases or
environnments. For exanple, [3] addresses network subsystem policy for
network virtualization, [14] and [15] are open source projects in the
area of network policy as part of the OpenbDaylight [16] software
define networking (SDN) controller framework, [13] specifies an

i nformati on nodel for network policy, [9] focuses on placenent and
mgration policies for distributed virtual conputing, [18] is an open
source project proposal in OpenStack [17] to address policy for
general cloud environnents.

Thi s docunment approaches policy, policy framework, and policy
architecture for NFV services fromthe perspective of overal
orchestration requirenents for services involving multiple
subsystens, and can be applied to the general case of any cloud-
based service. The anal ysis extends beyond common orchestration
constraints across conpute, network, and storage subsystens to al so

i ncl ude energy conservation constraints applicable to NFV and ot her
envi ronnments. The analysis in this docunment al so extends beyond a
single virtual Point of Presence (vPoP) or admnistrative domain to
include multiple data centers and networks form ng hierarchica

domai n architectures [8]. The focus of this docunent is not genera
policy theory, which has already been intensively studied and
docunent ed on nunerous publications over the past 10 to 15 years (see
[13], [21], [12], [22], and [1] to name a few). This docunent’s
purpose is to discuss and docunent a policy architecture that uses
known policy concepts and theories to address the unique requirenments
of NFV services including nmultiple vPoPs and networks fornng

hi erarchi cal donmain architectures [8].

Wth the above goals, this document anal yses policy scope, globa

versus | ocal policies, policy actions and translations of actions,
policy conflict detection and resolution, the interactions anong

policies engines fromthe different vPoPs and network subsystens,

demandi ng and growi ng requirenments of NFV environnents.

Figueira, et al. Expi res Decenber 19, 2015 [ Page 3]



Internet-Draft Policy Arch and Framework for NFV June 17, 2015

2. Policy Intent Statement versus Subsystem Actions and Configurations

Pol i ci es define which states of deploynent are in conpliance, and, by
| ogi ¢ negation, which ones are not. The conpliance statenent in a

policy may define specific actions, e.g., "a given custoner is [not
allowed to deploy VNF X]", where VNF refers to a Virtual Network
Function, or quasi-specific actions, e.g., "a given custoner [nust be

given platinumtreatnment]." Quasi-specific actions differ fromthe
specific ones in that the former requires an additional |evel of
translation or interpretation, which will depend on the subsystens
where the policy is being evaluated, while the |atter does not
require further translation or interpretation

In the previous exanmples, "VNF X" defines a specific VNF type, i.e.
"X" in this case, while "platinumtreatnment” could be translated to
an appropriate resource type depending on the subsystem For exanpl e,
in the conpute subsystemthis could be translated to servers of a
defined m ni nrum perfornmance specification, while in the network
subsystemthis could be translated to a specific Quality of Service
(QS) level treatnent.

The actions defined in a policy nmay be translated to subsystem
configurations. For exanple, when "platinumtreatnent” is translated
to a specific QS level treatnent in a networking subsystem one of
the outconmes (there can be nultiple ones) of the policy could be the
configuration of network el ements (physical or virtual) to mark that
custonmer’s traffic to a certain DSCP (DiffServ Code Point) |eve
(Figure 1). Sorme may refer to the QoS configuration above as a policy
initself, e.g., [21], [22], [2], and [12]. In this docunent, such
domai n configurations are called policy enforcenent technol ogies to
set themapart fromthe actual policy intent, e.g., "a given customer
must be given platinumtreatnent” as in the above exanple.

Describing intent using a high-level policy |anguage instead of
directly describing configuration details allows for the decoupling
of the desired intent fromthe actual configurations, which are
subsyst em dependent, as shown in the previous exanple (Figure 1). The
translation of a policy into appropriate subsystem configurations
requires additional information that is usually subsystem and
technol ogy dependent. Therefore, policies should not be witten in
terns of policy enforcenent technol ogies. Policies should be
translated at the subsystens using the appropriate policy provides a
few exanpl es where the policy "a given customer nust be given
platinumtreatment” is translated to appropriate configurations at
the respective subsystens.

The above may sound |ike a discussion about "declarative" versus
“inmperative" policies. We are actually postulating that "inperative
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policy" is just a derived subsystem configuration using an
appropriate policy enforcenment technology to support an actually

i nt ended policy.
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Figure 1: Exanpl e of Subsystem Transl ations of Policy Actions

3. dobal vs Loca

Pol i ci es

Some policies may be subsystem specific in scope,
have broader scope and interact with nmultiple subsystens. For
exanple, a policy constraining certain custoner types (or specific
custoners) to only use certain server types for VNF or Virtua
Machi ne (VM depl oyment would be within the scope of the conpute
subsystem A policy dictating that a given custoner type (or
different inplications on different subsystems. As shown in Figure 1,
that "platinumtreatnment” could be translated to servers of a given
performance specification in a conpute subsystem and storage of a

gi ven perfornance specification in a storage subsystem

Pol i cies with broader scope,

woul d be defined and enforced at the | oca

respecti ve subsystens.
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whi | e ot hers may

woul d be defined
out si de affected subsystens and enforced by a gl oba
(Figure 2), while subsystem specific policies or |ocal policies,

policy engine
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g +
| S + |
| G obal Policy Engine |
| s + |
I I
| S N N s + |
| A obal Policies |
| S + |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e e aao o +
VAN VAN VAN VAN
I I I I
V V V V
o e e oo + e meemee e + e meemee e + e meemee e +
| Comput e | | Net wor k | | St or age | | What ever
| Subsyst em | | Subsyst em | | Subsyst em | | Subsyst em |
I I I I
| Local Policy | |Local Policy | |Local Policy | |Local Policy |
| Engi ne | | Engi ne | | Engi ne | | Engi ne |
I | | | I
| Local | | Local | | Local | | Local |
| Policies: | | Policies | | Policies | | Policies |
| PO, P1, | | PO, P1, | | PO, P1, | | PO, P1, [
I (. (. (. I
o e oo e e e +

Figure 2: d obal versus Local Policy Engines

So far, we have referenced conpute, network, and storage as
subsyst ens exanpl es. However, the follow ng subsystens may al so
support policy engines and subsystem specific policies:

- SDN Controllers, e.g., OpenbDaylight [16].

- penStack [17] conponents such as, Neutron, Cinder, Nova, and
etc.

- Directories, e.g., LDAP, ActiveDirectory, and etc.

- Applications in general, e.g., standal one or on top of
OpenDayl i ght or OpenSt ack.

- Physical and virtual network elenments, e.g., routers, firewalls,
application delivery controllers (ADCs), and etc.

- Energy subsystens, e.g., OpenStack Neat [19].

Therefore, a policy framework may involve a nultitude of subsystens.
Subsystens may include other |ower |evel subsystens, e.g., Neutron
[20] would be a |l ower |evel subsystemin the OpenStack subsystem In
other words, the policy framework is hierarchical in nature, where
the policy engine of a subsystem may be viewed as a higher |eve
policy engine by |lower |evel subsystens. In fact, the global policy
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engine in Figure 2 could be the policy engine of a Data Center
subsystem and nultiple Data Center subsystens could be grouped in a
regi on containing a region global policy engine. In addition, one
could define regions inside regions, hierarchically, as shown in

Fi gure 3.

Metro and wi de-area network (WAN) used to interconnect data centers
woul d al so be independent subsystenms with their own policy engines.

To hi gher |evel domain
N

Region 1 [
Domai n V
) + ) +
|+ --------------- +| |+ --------------- +|
| |Region 1 dobal| [<------ > |WAN 1 d obal | |
| |Policy Engine | | | |Policy Engine | |
[ R + | [ R + |
I I I I
|+ --------------- +| |+ --------------- +|
| | What ever | | | | What ever | |
| | Subsystens | | | | Subsystens | |
| | | | | | | |
| | Local Policy | | | | Local Policy |
| | Engi nes | ] | | Engi nes | ]
|+ --------------- +| |+ --------------- +|
B + B +

VAN VAN

I I

| T +

I I
DC 1 Donmi n \/ DC N Donai n \/
B + B +
[ + | [ + |
| |DC 1 d obal | | |DC N d obal |
| |Policy Engine | | | |Policy Engine | |
[ R + | [ R + |
I I I I
|+ --------------- +| |+ --------------- +|
| | What ever | | | | What ever | |
| | Subsystens | | | Subsystens |
I | | I | |
| | Local Policy | | | | Local Policy |
| | Engi nes | | | | Engi nes | |
|+ --------------- +| |+ --------------- +|
S + S +

Figure 3: A H erarchical Policy Framework
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5. Policy Conflicts and Resol ution

Pol i ci es shoul d be stored in databases accessible by the policy

engi nes. For exanple, the local policies defined for the Conpute
subsystemin Figure 2 would be stored in a database accessible by the
I ocal policy engine in that subsystem

As a new policy is added to a subsystem the subsystenis policy
engi ne shoul d performconflict checks. For exanple, a sinple conflict
woul d be created if a new policy states that "customer A nust not be
all owed to use VNF X', while an already existing policy states that
"custoner Ais allowed to use VNF X". In this case, the conflict
shoul d be detected and an appropriate policy conflict resolution
mechani sm shoul d be initiated.

The nature of the policy conflict resolution nechani smwoul d depend
on how the new policy is being entered into the database. If an

admi nistrator is nanually attenpting to enter that policy, the
conflict resolution could entail a warning nessage and rejection of
the new policy. The administrator would then decide whether or not to
repl ace the existing policy with the new one.

When policies are batched for later inclusion in the database, the
adm ni strator should run a preenptive conflict resolution check on
those policies before coimmitting to include themin the database at a
future time. However, running a preenptive conflict resolution check
does not guarantee that there will be no conflicts at the tinme the
bat ched policies are actually included in the database, since other
policies could have been added in the interimthat cause conflicts

wi th those batched poli cies.

To avoid conflicts between batched policies waiting for later
inclusion in the database and new policies being i mediately added to
t he dat abase, one could run a preenptive conflict resolution check
agai nst dat abase policies and al so batched policies every tinme new
policies are added to the database. However, this nmay not be
sufficient in case of separate administrative domains. A region

adm ni stration could define batched polices to be pushed to the
Conput e subsystem of a Data Center at a later time. However, the
Conput e subsystem nmay be a separate adm nistrative domain fromthat
of the region admnistrative donmain. In this case, the Conpute
subsystem may not be allowed to run preenptive policy conflict checks
agai nst the batched policies defined at the region adm nistrative
domai n. Thus, there is a need for a reactive policy conflict
resol uti on mechani sm besi des preenptive techni ques.

The above discussions inplicitly assuned that policies are
i ndividually evaluated for conflicts and individually committed
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wi thout regard to other policies. However, a set of policies could be
| abel ed as part of a sane "Commit G oup", where the whole set of
policies in the Commt Goup nmust be committed for a desired result
to be obtained. In this case, the conflict resolution mechani smwoul d
need to verify that none of the policies in the Commit G oup
conflicts with currently comritted policies before the Commit G oup
is added (in other words, conmitted) to the policy database.

The Conmit Group conflict detection nmechani smand subsequent addition
to the database should be inplenented as an atomic process, i.e., no
changes to the policy database should be all owed by other processes
until either the whole Commit Goup is checked and committed or a
conflict is detected and the process stopped, to avoid multiple
witers issues.

The above described atomic Commt G oup conflict detection and policy
commit mechanismwould elinmnate the need for Commit G oup roll back
A roll back could be required if policies in a Conmit G oup were to be
checked for conflicts and committed one by one, since the detection
of a subsequent policy conflict in the Commit Goup would require the
rol | back of previously conmtted policies in that group

6. Policy Pub/Sub Bus

In the previous section, we considered policy conflicts within a sane
| evel subsystem For exanple, new | ocal policies added to the Conpute
subsystem conflicting with existing |ocal policies at that subsystem
However, nore subtle conflicts are possible between gl obal and | oca
poli ci es.

A gl obal policy may conflict with subsystens’ |ocal policies.
Consi der the foll owi ng Conpute subsystem | ocal policy: "Platinum
treatment nust be provided using server of type A"

The addition of the Gobal policy "Platinumtreatnent nust be

provi ded using server subtype A-1" would intrude into the Conpute
subsystem by redefining the type of server to be used for a
particul ar service treatnment. \Wile one could argue that such gl oba
policy should not be permitted, this is an event that requires
detection and proper resolution. A possible resolution is for the
Conput e subsystemto inport the nore restrictive policy into its

| ocal database. The original local policy would remain in the

dat abase as is along with the new restrictive policy. The |oca
policy engine would then enforce the nore restricted formof the
policy after this policy change, which could nmake al ready existing
resource allocations non-conpliant and requiring corrective actions,
e.g., Platinumtreatnment being currently provided by a server of type
A instead of a server of type A-1.

Figueira, et al. Expi res Decenber 19, 2015 [ Page 9]



Internet-Draft Policy Arch and Framework for NFV June 17, 2015

If the new dobal policy read "Plati numtreatment nust be provided
usi ng server of types A or B" instead, the Conpute subsystem woul d
not need to do anything different, since the Conpute subsystem has a
nore restrictive local policy in place, i.e., "Platinumtreatnent
must be provided using server of type A"

The above exanpl es denonstrate the need for subsystems to subscribe
to policy updates at the G obal policy level. A policy

publi cati on/ subscri ption (pub/sub) bus would be required as shown in
Fi gure 4.

o m o e e e e e e oo +
| s + |
| G obal Policy Engine |
| e + |
I I
| s + |
| A obal Policies |
| s + |
oot m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e am o +
AN
|
Pol i cy Pub/Sub Bus \%
""" AT T
I I I I
I I I I
Y, Y, Y, Y
oo R T LT p—— R T LT p—— R T LT p—— +
| Conput e | Net wor k | St orage | What ever

| Subsyst em | Subsyst em | Subsyst em | Subsyst em

I
I
| Local Policy | |Local Policy | Local Policy
| Engi ne | | Engi ne
I
I
I
I
I

| Local Policy

| Engi ne | Engi ne
I I
| Local | Local | Local | Loca
| Policies: | Policies | Policies | Policies
| PO, P1, | PO, P1, | PO, P1, | PO, P1,
I I I I
. + Aemmeiaeaaaan + Aemmeiaeaaaan + Aemmeiaeaaaan +

Fi gure 4: A Policy Pub/Sub Bus

A policy conflict may force policies to change scope. Consider the
followi ng existing policies in a Data Center

Conput e subsystem policy: "Platinumtreatnent requires a server of
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type Aor B."

St orage subsystem policy: "Platinumtreatnent requires a server
storage of type X or Y."

Now consi der the outconme of adding the follow ng new G obal policy:
"Platinumtreatnment requires a server of type A when storage of type
X is used or a server of type B when storage of type Y is used.”

This new @ obal policy intrudes into the Conpute and Storage
subsystens. Again, one could argue that such global policy should not
be permitted. Nevertheless, this is an event that would require
detection and proper resolution. This d obal policy causes a conflict
because the Conmpute and Storage subsystems can no | onger

i ndependent |y define whether to use a server of type A or B or
storage of type X or Y, respectively. If the Conpute subsystem

sel ects server of type A for a custonmer and the Storage subsystem

sel ects storage of type Y for that sane custoner service the d oba
policy is violated. In conclusion, if such global policy is
permitted, the Conpute and Storage subsystenms can no | onger make such
sel ections. A possible conflict resolution is for the Conpute and

St orage subsystens to relegate policy enforcenent for such resources
to the G obal policy engine. In this exanple, the d obal Policy
engi ne woul d need to coordinate with the Conpute and Storage
subsystens the selection of appropriate resource types to satisfy
that policy.

That suggests that the policy pub/sub bus should in fact be an
integral part of the northbound service interfaces (NBI) of the
subsystens in the hierarchy. Such issue was analyzed in [8], where
the concepts of service capability, service availability, and service
instantiation were introduced to enable a higher-level subsystemto
properly select services and resources fromlower-1|level subsystens to
satisfy existing policies.

The above exanpl e denonstrates again the need for subsystens to
subscribe to policy updates at the higher policy level (the doba
policy level in this exanple) as shown in Figure 4.

If, as denonstrated, a dobal policy may "hijack"” or "nullify" loca
policies of subsystens, what exactly nmakes the scope of a policy
| ocal versus gl obal then?

Proposition: A Local Policy does not affect the conpliance state
i nposed by gl obal Policies or the | ocal policies of other subsystens.

The above non-exhaustive exanpl es denonstrate that global and | oca
policies may conflict in subtle ways. Policy conflicts will also
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policy framework requires a policy pub/sub bus between all levels to
all ow for conflict detection, conflict information propagation, and
conflict resolution (Figure 5).

Pub/ Sub bus to higher |evel
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B +
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Fi gure 5: Pub/Sub Bus - Hierarchical Policy Franework
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7. Exanples
7.1 Establishment of a Multipoint Ethernet Service

Consi der a service provider with an NFV infrastructure (NFVI) with
mul tiple vPoPs, where each vPoP is a separate admi nistrative donain
A custoner "Z" requests the creation of a "multipoint Silver Ethernet
service" between three of its sites, which are connected to service
provider’s vPoPs A, B, and C. The customer request is carried out
using a service provider self-service web portal, which offers
custoners nultiple service type options, e.g., point-to-point and
mul ti point Ethernet services, and nmultiple service | evels per service
type, e.g., Platinum Gold, and Silver Ethernet services, where the
different service levels may represent different service
specifications in ternms of QoS, |latency, and etc. The web porta

rel ays the request to a service provider’s OSS/ BSS. The service
request is stored as a service policy that reads as: "nultipoint
Silver Ethernet service between vPoPs A, B, and C for custoner Z".

The OSS/ BSS subsystem conmuni cates the service request and
requirenents as a policy to a global NFV O chestrator (NFVO
subsystem The service provider’'s vPoP NFV infrastructure
architecture nmay vary depending on the size of each vPoP and ot her
specific needs of the service provider. For exanple, a vPoP may have
a | ocal NFVO subsystem and one or nore local Virtual Infrastructure
Manager (VIM subsystens or it may sinply have a VIM but no |oca
NFVO subsystem For sinplicity of exposition, assunme that the service
provider has a VIMand no NFVO per vPoP (as in Figure 6). In this
case, the global NFVO subsystem comuni cates the service request and
requirenents as a policy to the VIMs of vPoPs A B, and C

At each vPoP, the local VIMw Il carry out the requested service
policy based on the | ocal configuration of respective subsystens and
current availability of resources. For exanple, Silver service type
as specified in the policy, may translate in vPoP A to use a specific
VCPE VUNF type, say VCPE X, while Silver service type in vPoP B nmay
translate to a different vCPE VNF type, say VvCPE Y, due to |loca
subsystem configurations (refer to Section 2 for a discussion on
subsystem actions and configurations). Simlarly, the local VIM
interaction with the vPoP's conpute, network, and storage subsystens
may | ead to |ocal configurations of these subsystens driven by the
translation of the policy by the respective subsystens (see Section 3
for a discussion on global versus |ocal policies).

The gl obal NFVO subsystem woul d potentially communi cate the service
policy to a WAN i nfrastructure nmanagenent (WM subsystem (not shown
in Figure 6), to provision a nultipoint Silver Ethernet service

bet ween vPoPs A B, and C. The WM subsystem coul d oversee a
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hi erarchy of other subsystens, e.g., SDN nulti-domain architecture of
controll ers depl oyed as a hierarchy of network regions (see [8]).

Net wor k subsystens would translate the Silver type requirenent to a

| ocal configuration (again, refer to Section 2 for a discussion on
subsystem acti ons and configurations).

As depicted in Figure 6, service policy comuni cations shoul d enpl oy
a policy pub/sub bus between the subsystens’ policy engines in the
policy hierarchy (see Section 6 for a discussion on policy pub/sub
bus). The gl obal NFVO subsystem should have visibility into the
policies defined locally at each vPoP to be able to detect any
potential global policy conflicts, e.g., a local vPoP adm nistrator
could add a local policy that violates or conflicts with a gl oba
policy. In addition, the global NFVO subsystem woul d benefit from
being able to inport the currently configured services at each vPoP
For exanple, each vPoP could publish a table of currently configured
services. The gl obal NFVO woul d use such information to nonitor

gl obal policy conformance and also to facilitate detection of policy
vi ol ati ons when new gl obal policies are created, e.g., a global |eve
adm nistrator is about to add a new global policy that, if conmtted,
woul d make certain already configured services a violation of the
policy. The publication of subsystem service tables for consunption
by a global policy engine is a concept used in the Congress [18]
OpenSt ack [17] project.

In the hierarchical policy framework described in this docunent, a
subsystenmis currently configured services table could be published to
hi gher tier policy engines using the policy pub/sub bus. The
subsystem s currently configured services table would describe
configured services based on the configured policy nane space for the
respective policy pub/sub bus. The name space of a policy pub/sub bus
refers to the name space avail able to comuni cate policies between
the subsystens connected to the particular policy pub/sub bus. In
this exanple, Ethernet services use the nane space "Platinunt,

"Gold", and "Silver". A policy can then specify Silver Ethernet
service. The policy nane space would be an attribute associated with
a particular policy pub/sub bus and shoul d be pre-defined/pre-
configured in the respective subsystens for each policy pub/sub bus.

Note that in a hierarchical policy framework a policy engine nmay use
nmore than one policy pub/sub bus, e.g., a policy pub/sub bus to
communi cate with higher tier policy engines and anot her policy
pub/sub bus to communicate with lower tier policy engines. For
exanpl e, Figure 6 shows a policy pub/sub bus between the gl obal NFVO
subsystem and the vPoPs. Each vPoP coul d have an internal hierarchy
of policy engines, e.g., VIMpolicy engine communicating wth network
(e.g., SDN controller), conmpute (VM orchestration), and storage
subsystens’ policy engines.
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The amount of information that would be reported by a subsystenis
currently configured services table would then depend on the pre-
defined name space of a particular policy pub/sub bus. In this
exanpl e, the vPoPs woul d communi cate that custoner Z is

assi gned/ configured a vCPE VNF of type Silver.

Note that the described policy franework does not nmandate or preclude
use of detail ed nane spaces. However, to pronote scalability and
limt complexity, one should preferably use a nane space hierarchy
where the nane spaces used by higher tier policy engines would be
limted to higher level details. For exanple, suppose that vPoP A
supports VNF types Silver.vCPE_X1 and Silver.vCPE X2, that is,
VCPE_X1 and vCPE_X2 are VNFs that were configured at vPoP A as
supporting Silver services. Local policies in vPoP A woul d be used
for the selection of VCPE X1 or vCPE X2 VNF when a service request
requires a Silver vCPE VNF. vPoP A would report customer Z as using
Silver.vCPE X1 vVCPE VNF (instead of sinply Silver vCPE VNF) only when
t he nane space between vPoP A and the gl obal NFVO defines this
granularity of Ethernet services. Note that one would want to define
Silver.vCPE X1 and Silver.vCPE_X2 as part of the policy name space
bet ween vPoP A and the global NFVOif the capability to specify such
policy specificity is desired at the global |evel. However, the

hi gher the degree of specificity allowed at the higher tiers of the
policy hierarchy the higher the operational conplexity.
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Figure 6: Sinplified view of a service provider’s NFV Architecture:
Mul ti poi nt Ethernet Service Exanple
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7.2 Policy-Based NFV Pl acenent

10.

| RTF draft [10] describes a detailed exanple of a global policy
witten in Datalog [1] applicable to conpute to pronote energy
conservation for the NFVIaaS use case [4] in an OpenStack franework.
The goal of that policy is to address the energy efficiency

requi renents described in the ETSI NFV Virtualization Requirenents

[5].

Rel ated to the above, energy efficiency using anal ytics-driven
policies in the context of OpenStack Congress [18] policy as a
service was presented and denonstrated at the Vancouver OpenStack
summit [11], where the Congress policy engi ne del egates VM pl acenent
to a VM pl acenent engine that mgrates under-utilized VMs to save
ener gy.

Sunmary

Thi s docunment approached the policy framework and architecture from
the perspective of overall orchestration requirenents for services

i nvol ving nul tiple subsystens. The anal ysis extended beyond conmon
orchestration for conpute, network, and storage subsystens to al so

i ncl ude energy conservation constraints. This docunment al so anal yzed
policy scope, global versus local policies, policy actions and
transl ations, policy conflict detection and resolution, interactions
anong policies engines, and a hierarchical policy
architecture/framework to address the demandi ng and grow ng

requi renents of NFV environnents, applicable as well to general cloud
i nfrastructures.

The concept of NFV and the proposed policy architecture is applicable
to service providers and al so enterprises. For exanple, an enterprise
branch office could have capacity and energy constraints sinlar to
that of many service provider NFV vPoPs in constrained environnents.
This is an aspect that would be worth examining in detail in future
wor k.

| ANA Consi derations
This draft does not have any | ANA consi derations.
Security Considerations

Security issues due to exchanging policies across different
adm ni strative donmains are an aspect for further study.
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